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Abstract

INVESTIGATION OF IONS ACCELERATED THROUGH
ELECTROSTATIC MENISCI IN AN INDUCTIVELY COUPLED

PLASMA

David D. Caron

Plasmas are used in semiconductor fabrication as they allow for very precise
control over processes such as etching and doping. This is achieved by extracting a
beam of ions from the plasma to interact with and modify the surface of a silicon
wafer. However, conventional fabrication methods are reaching spatial limitations
as semiconductor features reach the atomic scale. Therefore, in order to better
control the fabrication processes and facilitate the transition to three-dimensional
architecture, a greater understanding of ion beam formation is needed. Ion beams
are extracted at the boundary between the Debye sheath and an externally applied
potential, which forms a unipolar sheath. This boundary, known as the plasma
meniscus, is dependent on source parameters and acts as an electrostatic lens for
ions that traverse it. This allows for control of ion beam properties through the
adjustment of the source parameters that affect the meniscus.

Presented here is an investigation into the plasma meniscus and the dependence
of its topology on controllable source parameters. The plasma meniscus is formed by
graphite extraction optics with a 5 mm square aperture for beam extraction. 12 mm
from the aperture is an electrically isolated graphite wafer that is biased to different
potentials. Laser induced fluorescence is employed to obtain ion velocity distribution
functions: inside the inductively coupled plasma source, at the extraction aperture,
and in the downstream ion beam. The use of the confocal telescope allows for first,
non-perturbative measurements of ions inside an inductively coupled plasma source.
The ion source power is varied (Pf = 1 kW, 2 kW, 3 kW, 4 kW) at different applied
wafer bias voltages (Vb = 0 V, 1000 V, 2000 V, 3000 V).

Ion temperature, velocity, and relative density are calculated from the ion ve-
locity distribution functions. The ions’ speed increases as they travel through the
source and form the beam. Additionally, there is a second population of ions that
appears near the plasma meniscus. These ions form a beam halo, which hinders the
creation of a uniform ion beam. This effect is mitigated at a sufficiently high bias
voltage.
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Chapter 1

Motivation & Context

1.1 The State of the Art

The use of plasmas in surface modification and processing is the standard in the

semiconductor industry and a crucial technology for applications such as aerospace,

biomedicine, and toxic waste management [1–5]. Plasma is desirable for these ap-

plications because it is highly reactive, its properties and applications are mutable

depending on the constituent gas, and the interactions between charged particles

and electromagnetic forces allow for control. This makes it appealing for surface

modification and plasma-material interactions where micron-scale features are nec-

essary. Perhaps the most important application of plasma in industry is the use of

plasma for large-scale production of integrated circuits (IC).

IC fabrication is an extensive and delicate operation, but it is essentially three re-

peating actions: first a film is grown on a silicon wafer, then the wafer is doped, and

then finally it is etched and cleaned. To create features on the wafer, photolithog-

raphy is used. This process begins with a photosensitive chemical photoresist layer

deposited on the wafer. Then, exposure to UV light through an optical mask re-

moves select regions of the photoresist and patterns the wafer. Material under the

1



1.2. SEMICONDUCTOR FABRICATION PLASMAS

photoresist is not affected by etching and doping, thus allowing for the shaping of

structures and features. Figure 1.1 shows how the repeating cycle of growth, doping,

and etching is used with photolithography to create features on a silicon wafer.

In 1965, Gordon Moore remarked that the complexity for minimum component

cost doubled every two years and hypothesized that this trend is likely to continue for

at least the next ten years [6]. For nearly fifty years this trend held. A combination of

cheaper manufacturing cost, coupled with the ability to pack features more densely

on a single IC, led to a boom in computer processing power and the popularization

of the concept of Moore’s Law [7]. Many technical advances were necessary to keep

up with Moore’s Law while maintaining a low cost of production.

One major advancement in the industry was from the transition from liquid

chemicals to plasmas for etching and doping. This change, from “wet” techniques

to “dry” techniques, was necessary to yield the higher aspect ratios necessary for

denser chips. Aspect ratio is defined as a feature’s height over width, so a higher

ratio would allow for more features to be packed on an IC. Using a chemical solution

in wet etching causes etching to occur isotropically. Since the etch rates are the same

in the horizontal and vertical directions, it is hard to control this process which leads

to undercutting, a defect shown in Fig. 1.2. At low aspect ratios this defect is often

ignored, given that it is within allowable tolerances for chip production [8]. But, as

the aspect ratio increased, wet etching was insufficient for industry needs. Another

advantage to using plasmas over wet chemicals is that less hazardous by-products

are produced. Additionally, if all fabrication processes are dry, the wafer never has

to leave vacuum, reducing the chances of defects.

1.2 Semiconductor Fabrication Plasmas

Plasmas were not seriously considered for semiconductor processing until Coulter

and Keller [9] patented a new type of a planar inductively coupled plasma (ICP)

2



CHAPTER 1. MOTIVATION & CONTEXT

Figure 1.1: Diagram of the iterative steps needed to produce a single p-n junction
on a silicon wafer. These features are created by a repeated cycle of growth, doping
and etching. Reprinted with permission from Chemical & Engineering News (©
1970 American Chemical Society). This image appeared on page 47 of the Nov. 30,
1970, issue (vol. 48, issue 50)

3



1.2. SEMICONDUCTOR FABRICATION PLASMAS

Figure 1.2: Illustration of the aspect ratio dependent failure mode called undercut-
ting. A wet etch can totally destroy a semiconductor’s feature by circumventing the
mask. Plasmas do not suffer this drawback due to the high directionality of their
etch. Reproduced with permission from Ref. [8], all rights reserved.

source. This design generates a large volume of uniform plasma for semiconductor

applications. By uniformly scaling the plasma to a large volume, planar ICPs were

able to keep up with industry goals for throughput, or the number of completed units

per unit time. Throughput is a driving factor behind semiconductor design. There-

fore, to maximize efficiency, semiconductor manufacturers seek fabrication methods

with high throughput [10].

While the efficiency of a processing technique is based on the throughput, the

quality of the processing plasma is represented by anisotropy, selectivity, and uni-

formity [8]. Anisotropy is perhaps the most important parameter for a reliable etch

of small features. While plasmas excel in this regard, they cannot produce totally

anisotropic beams, i.e., beams with all velocities in a single direction. During pro-

cessing of a silicon wafer, a beam of ions is extracted from the plasma and directed

towards the wafer. This beam will have an innate distribution of ions with differ-

4



CHAPTER 1. MOTIVATION & CONTEXT

ent angles with respect to the beam’s direction of propagation, which is dependent

on the extraction geometry. Ions will also scatter off neutrals, from the union-

ized gas or produced from recombination at the wafer, thus reducing the beam’s

anisotropy [8, 11]. Selectivity is the relative etch rates of the plasma acting on dif-

ferent materials. Since a component of the plasma etch is physical bombardment,

plasmas have low selectivity and will etch a photoresist as well as the wafer surface.

Uniformity is how consistent the rate of modification of the wafer is over the pro-

cessing area. The extracted ion beams used in etching applications are planar beams

that are wider than the wafer. This gives high uniformity across the wafer, which is

scanned perpendicular to the beam in order to process the entire surface. However,

since the extracted beam is planar, it will only uniformly process two-dimensional

structures, making etching and doping of the trenches and the sidewalls of features

difficult.

An efficient plasma, however, is not always congruent with high throughput.

There is usually a trade-off between processing speed and control. Accelerating ions

to high velocities will increase the ion flux and anisotropy at the wafer, since the ions

will have less time to deviate during their time of flight, but the etch rate becomes

difficult to control. Large processing areas increase throughput, but will only have

good uniformity for planar topology, limiting the practical geometry of features.

Balancing production, to keep costs low, and complexity, to follow Moore’s Law, is

at the core of semiconductor plasma innovation. Below is a brief overview of how

plasmas are used in the fabrication process.

1.2.1 Doping

ICs are fabricated on wafers made of silicon, which is in the periodic group XIV.

Therefore silicon, like carbon, prefers a lattice structure of four covalent bonds and

a full valence shell. This also means that pure silicon is an insulator. In order to

create a semiconductor from an insulated wafer, controlled imperfections are added
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to the lattice structure. These impurities are called dopants and are typically atoms

that are one periodic group higher or lower than the constituent elements of the

wafer.

For silicon, if the dopant atom is from periodic group XV (phosphorous, arsenic,

or antimony) then the impurity will donate an electron to the silicon lattice. This

creates an n-type semiconductor. If the impurity is from periodic group XIII (boron,

gallium, or indium) then it will have one less electron, creating a quasiparticle known

as a hole. This lack of an electron creates a p-type material.

The introduction of a hole or extra electron changes the energy level structure

of the lattice. These imperfections moderate the band gap between the valence and

conduction band. The energy required to jump this gap is controlled by the type

and amount of dopant implanted in the lattice. This makes doped materials act as

Figure 1.3: Diagram of the different ion energies required for different doping meth-
ods. Dose rate is dependent on ion energy, resulting in sloped borders. Due to the
wide range of energies needed, many different implanters are needed (designated by
different colors) to fabricate a CMOS. Reproduced with permission from Ref. [12],
all rights reserved.
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Figure 1.4: Image of a wafer using a cross section secondary electron microscope. a)
The wafer after PLAD and b) the wafer after annealing. Reproduced with permission
from Ref. [15], all rights reserved.

a gate. When applied voltages exceed the band gap, electrons enter the conductive

band. A lower voltage produces no effect. The p-type and n-type regions can also

be placed next to each other and combine to form junctions, the basis of diodes.

Therefore, the quality of the electronic components of features is dependent on the

level of control provided by the doping method.

One method to achieve dopant implantation is to use a high energy ion implanter.

This method achieves good throughput due to the large ion current implanters pro-

duce [13]. However, ion implanters are not a “one-size-fits-all” for ion implantation,

as shown in Fig. 1.3. The process for a complementary metal-oxide-semiconductor

(CMOS) requires as many of 35 different types of implantation across a large range

of energies [12]. Since extracted current is related to throughput, implantation at

lower energies requires an increase in implantation time [14].

Other methodologies for dopant implantation are called plasma doping (PLAD)

or pulsed plasma doping (PPLAD). For these techniques, the wafer is negatively

biased while immersed in a dopant gas. The wafer becomes a cathode and ignites

the plasma. The dopant ions are pulled from the plasma, accelerated through the

wafer’s sheath, and implanted in the wafer. P/PLAD delivers both a high ion flux

and uniformity [16]. Figure 1.4 shows the even thickness and total coverage of the

dopant obtained with this technique. However, PLAD is limited to doping depths in

7
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the tens of nanometers range and will dope the entire wafer, meaning that additional

lithographic masks are needed to achieve the necessary selectivity [14,17].

1.2.2 Plasma Etching

A second application of plasmas for semiconductor manufacturing is plasma etching.

This technique is currently the standard etching method for many semiconductor

applications. This is due to the high degree of control plasmas offer. The benefits of

plasma are readily apparent when it is compared to the previously used wet etching

technique. Additionally, plasma etch rates are much easier to control since they are

controlled electrically, while chemicals need to be washed away.

The process of plasma etching has both a physical and chemical component.

Physically, ion bombardment can cause sputtering of a material through high en-

ergy impact. This is performed in a similar way to ion implantation (using a long

beamline with multiple acceleration grids). This type of plasma etching has good

anisotropy and uniformity, but is not very selective, sputtering all material it comes

in contact with. Furthermore the etch rate from ion bombardment is low, result-

ing in poor throughput [18]. Chemically, plasma is used to generate radicals in an

etchant gas to remove material. The mechanism for a chemical etching reaction is:

1. Creation of reactive species.

2. Adsorption of species to the material surface.

3. Chemisorption to produce a volatile molecule.

4. Desorption of molecule and removal from system.

This method produces generally good etch rates, but at the cost of the anisotropic

nature inherent in an ion beam. However, if an ion beam is used in combination

with a reactive gas, the best of both techniques are obtained. Figure 1.5 shows
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the relative etch rates of the plasma etching methods both separately and together.

Using an ion beam to assist a reactive plasma can increase the etch rate tenfold. This

is because the ion bombardment provides extra energy that assists weakly volatile

molecules in desorption [19].

While plasma etching is well suited to semiconductor manufacturing, it does

have drawbacks. The use of an etching plasma means that the wafer is totally

immersed in the plasma, creating some isotropic etching all around the wafer. Ad-

ditionally, the ion beam will have some unavoidable angular distribution of its ions,

thus increasing the etch in unwanted directions. Ion beams also suffer aspect ratio

dependent etching (ARDE), or microloading, where small aspect ratio features are

etched slower because rising etched material near the endpoint will interrupt ion

bombardment [20]. Currently, 35 nm trenches can be produced with an aspect ratio

of 120:1 [21], but these issues prevent plasma etching from achieving the precision

Figure 1.5: Silicon etch rate for different methods. The etch is chemical (XeF2) in
the beginning, both chemical and physics (Ar+ + XeF2) in the middle, and purely
physical at the end (Ar+). Reproduced with permission from Ref. [19], all rights
reserved.
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needed for even higher aspect ratio features.

1.3 Ion Extraction

Applications like ion implanters and ion etching require an ion beam. This beam

is extracted from a plasma source and accelerated to the target surface, typically

by a series of electrostatic potentials. These ions, extracted from a bulk plasma,

will travel through unique regions that will determine their energy and trajectories

at the wafer. The plasma is separated from the extraction region, where the ion

beam propagates, by the extraction optics. This surface must bound the plasma,

with minimal contamination, determine the shape of the extracted beam, and set

up the potential structure that extracts ions from the bulk plasma. In semiconduc-

tor manufacturing, the silicon wafer is often held at a negative bias to create an

extraction potential and accelerate ions out of the plasma. Control over focusing

and accelerating ion beams is a field of active research for industry [22].

The boundary though which the ions exit the plasma acts as an ion emitter,

similar to a thermionic cathode that is heated to emit electrons. In contrast to

thermionic emitters, this ion emitter produces ions with coherent trajectories rather

than random emission. The beam resulting from an ion emitter is described by

considering an extracted ion beam with an applied potential along its axis. This

will cause an acceleration parallel to the ion beam such that [22],

a =
eE

m

(
V2 − V1

s

)
, (1.1)

where a is the ion’s acceleration, e is the elementary charge, E is the electric field

at the emitting surface, m is the mass of the ion, V2 and V1 are two equipotential

surfaces a distance s apart. Assuming that the particles exit the extraction optics at

some angle from the normal, the beam has two components; the component along
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Figure 1.6: Image of current sidewall and trench doping methods. The wafer must
be tilted with respect to the extracted ions so that the planar beam can access the
vertical walls. The beam will strike different points of the trench depending on the
location of the feature and angle of the wafer. Reproduced with permission from
Ref. [23], all rights reserved.

the beam, v1 cos θ, and a transverse component, v1 sin θ, where θ is the angle of the

ion’s trajectory with respect to the beam normal. After some time t the particle

displacement is

X = v1 cos (θ)t+
e

2m

V2 − V1

s
t2, (1.2)

Y = v1 sin (θ)t. (1.3)

Here v1 is the velocity of the ion, θ is the angle of the ion with respect to the normal,

and m is the mass of the ion. Rearranging Eqn. 1.2 and Eqn. 1.3 yields a parabolic

trajectory for the ions of the form,

X =
q

2m

V2 − V1

s

Y 2

v2
1sin2θ

+ Y cot θ. (1.4)

Equation 1.4 shows how the ion beam is extracted uniformly from the plasma.

However, their trajectories will always have some component in the transverse di-

rection unless the ions are extracted perfectly along the beam normal. Because
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of this, current techniques have poor uniformity when dealing with the non-planar

structures, making the doping and etching of sidewalls and trenches an issue. To

target these regions involves tilting the entire wafer to some angle with respect to

the extracted beam (Fig 1.6). However, at higher aspect ratios the angle needs to be

very highly oblique, which causes the feature’s walls to be blocked by other, nearby

features [23].

After the beam is extracted, a number of techniques are used, such as time of

flight [24], absorption spectroscopy [25,26], Faraday cups [27], and infrared imaging

[28], to measure beam properties. While it is easy to measure the ion beam after

extraction, measuring ion properties inside the source at the emitting surface is

significantly more difficult. To the best of the author’s knowledge, there are no

direct measurements of the emitting surface for an ICP ion beam achieved before

this work. This is mostly due to the restrictive geometry of the sources. Ion beam

apparatuses provide very limited optical access, have large enough densities and

temperatures to damage probes, and the opening in the extraction optics, referred

to here as the aperture, is restrictively small. However, it is the extraction region

inside the plasma that is critical to downstream ion properties. This makes the

investigation of the emitting region a high priority for devices that use extracted

ions.

1.3.1 Sheaths

When a plasma comes in contact with a boundary, a transition region connecting

the boundary to the bulk plasma is formed, known as the sheath. In this region

the much lighter electrons reach the boundary first, giving it a negative potential

relative to the plasma. This creates a layer at the edge of the plasma with a potential

structure that will accelerate ions normal to the boundary. Known as the Debye

sheath, this structure has a characteristic length called the Debye length λD given
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Figure 1.7: Diagrams illustrating the dependence of aperture size on the Debye
sheath. a) Shows the typical contours of the Debye sheath through an opening.
b) Illustrates how a smaller aperture size will create a continuous Debye sheath
boundary.

by

λD =

√
ε◦kBTe
ne2

. (1.5)

Here, ε◦ is the permittivity of free space, kB is the Boltzmann constant, Te is the

electron temperature, and n is the plasma density. A Debye sheath typically extends

into the plasma several λD. A detailed study of this plasma phenomena is found in

Reference [29] or Reference [30].

A Debye sheath will form on the extraction optics for an ion beam source. The

sheath formed by the extraction optics far from the extraction aperture does not

affect the extracted ion beam and is therefore ignorable. However, at the aperture

the sheath will follow the physical contours of the extraction optics. If the aperture

size is small enough (on the order of a few Debye lengths) then the sheath can bridge

the gap between two sides of the aperture and create one continuous sheath over

the aperture, as shown in Fig. 1.7.
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Physically, the sheath balances the particle fluxes throughout the transition re-

gion. The particle dynamics along the path of extraction, z, are described by a two

fluid hydrodynamic model [31]:

∂

∂z
(neve) = 0 (1.6a)

∂

∂z
(nivi) = 0 (1.6b)

∂

∂z

(
menev

2
e

)
= − ∂

∂z
(neTe) + qne

∂φ

∂z
(1.6c)

∂

∂z

(
miniv

2
i

)
= − ∂

∂z
(niTi) + qni

∂φ

∂z
(1.6d)

∂2φ

∂z2
= 4πe(ne − ni), (1.6e)

where φ is the potential, q is the charge of the particle, and the subscripts e and

i denote electrons and ions, respectively. These equations are commonly simplified

using low temperature assumptions. First, the kinetic energy of the electrons is

small compared to ions due to their mass difference. Therefore, the left hand side of

Eqn. 1.6c is set equal to zero, giving a Boltzmann distribution for electron density,

ne = n∞ exp

(
eφ

Te

)
. (1.7)

The term n∞ is used to represent the unperturbed density value far from the sheath

in the bulk of the plasma. Secondly, the ion temperature under these assumptions

is typically much less than the electron temperature (Ti � Te) and therefore is ne-

glected. This simplifies Eqn. 1.6d, and together with Eqn. 1.6b gives an expression

for the ion velocity,

vi =
√
v2

0 − 2eφ/mi, (1.8)

where v0 is the ion velocity in the bulk of the plasma, far from the sheath’s potential.
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An expression for ion density is derived from Eqn. 1.8 using Eqn. 1.6b,

ni =
n0v0√

v2
0 − 2eφ/mi

. (1.9)

Where n0 indicates the ion density when there is no potential, in the bulk plasma.

To simplify the derivation, dimensionless variables for normalized length, potential,

and speed,

ξ =
z

λD
, χ =

eφ

Te
, u =

v

cs
, (1.10)

are used where cs is the ion sound speed,

cs =

√
Ti + Te
mi

. (1.11)

The density equations, Eqn. 1.7 and Eqn. 1.9, are used to derive an effective

acceleration from Eqn. 1.6e,

d2χ

dξ2
= expχ− u0√

u2
0 − 2χ

≡ −∂U
∂χ

, (1.12a)

U(χ) = 1− expχ− u0

√
u2

0 − 2χ+ u2
0. (1.12b)

This equation is analogous to the acceleration of a pseudoparticle in an effective

potential. In this representation, χ represents the coordinate of the pseudoparticle

and ξ corresponds to time. This allows the mechanical energy of the pseudoparticle

to be written as an integral of motion: W = 1
2

(
dχ
dξ

)2

+ U(χ) = const, where the

constant is zero. Therefore, the integral of Eqn. 1.12a is rewritten as,

1

2

(
dχ

dξ

)2

≈
(

1

2
− 1

2u

)
χ2. (1.13)

Eqn. 1.13 is the truncation to second order of the Taylor expansion of U(χ) in

the limit of χ → 0. This limit corresponds to the pseudoparticle being at some
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Figure 1.8: Diagram of the boundary between the Debye and unipolar sheaths.
According to Eqn. 1.13 the ion will exit the Debye sheath normal to the boundary
with a velocity equal to the ion sounds speed cs. The ion will exit at some angle
θ with respect to the beam normal and travel a distance d through the unipolar
sheath.

velocity v0 due to zero potential, i.e., the entrance to the sheath. Since the left-hand

side of Eqn. 1.13 is non-negative, a solution exists for positive values of the right-

hand side. Possible solutions are satisfied for u2 ≥ 1, or in dimensional variables

with v ≥ cs.

This constraint on the ion velocity as ions enter the sheath is known as the Bohm

criterion [32]. Therefore, as an ion exits the sheath it will be traveling at the ion

sound speed, normal to the sheath at the point of exit (Fig. 1.8).
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1.3.2 Current Density

The Bohm criterion is important for the extraction of ions because it sets up a

minimum velocity at which ions leave the bulk plasma. Current density j is the

amount of charge that passes through an area in a given time and is defined as

j = env. (1.14)

where n and v are the density and velocity respectively. In the case of ions falling

through the sheath, their velocity is predicted to reach the Bohm velocity and there-

fore the theoretical minimum current density extracted due to a Debye sheath is

js = encs.

Once the ions fall through the Debye sheath they enter a second, unipolar sheath.

This is a region that is devoid of electrons since they are repelled at the Debye sheath.

The potential in this region is found using Eqn. 1.13 in the limit of χ → +∞. In

this limit, the pseudoparticle is on the other side of the Debye sheath, far from the

boundary. This allows for Eqn. 1.13 to simplify to,

1

2

(
∂χ

∂ξ

)2

= u
√
−2χ, (1.15)

which has a solution of the form

χ =

(
u2

2

) 1
3
(

3ξ

2

) 4
3

. (1.16)

Returning to dimensional variables, Eqn. 1.16 far from the boundary yields an

expression for φ,

φ = −Te
e

(
v2
◦

2c2
s

) 1
3
(

3z

2λD

) 4
3

. (1.17)
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Equation 1.17 rearranges to give,

j3/2 =

√
2

9π
√
mi

|φ| 32
z2

, (1.18)

which is the current density in a unipolar sheath. This current density gives an

upper limit on the allowable current in the unipolar sheath for a given potential.

The limitation is caused by space-charge effects in the region, as more ions are forced

together, without electrons, they will repel and eventually cause beam divergence.

To mitigate this effect, it is typical for ion extraction devices to introduce electrons

into the beam to reduce the space-charge effects and increase the allowable extracted

current. If the potential is supplied by an external source instead of the sheath, then

Eqn. 1.18 takes on a slightly different form,

jCL =

√
2

9π
√
mi

|U | 32
d2

. (1.19)

This is the well-known Child-Langmuir law [33] where U is the externally applied

potential and d is the distance between the emitting surface and the ion collector.

Equation 1.14 gives the current density inside the plasma as the ions fall through

the sheath while Eqn 1.19 gives the current density outside the plasma. The current

density must be continuous at the boundary, js = jCL, and equating them gives

d =

√
2

3

(
2e|U |
Te

) 3
4

λD, (1.20)

an expression for the length of the unipolar sheath.

1.3.3 Plasma Meniscus

The border of the Debye sheath and the unipolar sheath, referred to as the plasma

meniscus, is an important boundary for controlling ion extraction. As ions move

from the bulk of the plasma to the extraction region, they feel no extraction forces
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Figure 1.9: Beam focusing due to meniscus shape. a) Divergent beam from a convex
shape, b) collimated beam from a flat boundary, and c) convergent beam from a
concave shape. Reproduced with permission from Ref. [34], all rights reserved.

until they encounter the potential structures at the boundary. Then, as ions pass

through the Debye sheath, they are accelerated to cs normal to the Debye sheath’s

surface. In the aperture region, the plasma meniscus boundary is dependent on the

properties of the Debye and unipolar sheaths, giving a radius of curvature to the

plasma meniscus, as shown in Fig. 1.9.

The radius of curvature creates a convex, concave, or parallel meniscus boundary

based on the relative balance of forces from the extraction potential and the source

[34]. In the source, an increase in ion population will reduce the Debye length of

the sheath and force the plasma meniscus out through the aperture. Opposing this

force is the electrostatic extraction potential that will push the unipolar sheath into

the source. Since the boundary is created by the balancing of two forces, the source

force and the electrostatic force, the meniscus is manipulated by changing system

parameters. By increasing the ion number density, by increasing the input power,

the plasma meniscus becomes more convex. If these parameters are lowered, or the

applied potential is increased, then the meniscus will become more concave. If the

two forces are perfectly balanced then the boundary becomes a flat surface spanning

the aperture.

Since ions are accelerated by the sheath perpendicular to its equipotential lines,

their trajectories are determined by the meniscus shape. In this way, the plasma
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meniscus is an electrostatic lens through which an ion beam’s focal point is con-

trolled. The velocity of an ion accelerated by an arbitrary potential is

v =

√
2qV

mi

. (1.21)

Unless the boundary is planar, then ions will exit with some angular distribution

of velocities. Once out of the Debye sheath the ions are then subject to the on-

axis electric field from the biased wafer and Coulomb forces from nearby ions. The

extraction potential will only change the parallel velocity while the ions will keep

their transverse motion, determined from the meniscus’s curvature. This creates an

equation analogous to Snell’s Law for optics:

v1 sin θ1 = v2 sin θ2, (1.22)

v2

v1

=
sin θ1

sin θ2

=

√
V2

V1

. (1.23)

Therefore, the plasma meniscus is thought of in terms of conventional optics such

that a convex meniscus will produce a divergent beam, a flat meniscus will produce a

collimated beam, and a concave meniscus will produce a convergent beam as shown

in Fig. 1.9.

1.4 Motivation

The extraction region is complex and determines the extracted beam dynamics.

Recent investigations into ion beams focus on the characterization of how control-

lable source parameters affect the beam [5]. In this way, the properties of an ion

beam are tuned externally and without the need for significant system reconfigur-

ing. However, to exert more control on the ion beam, the plasma meniscus needs to

be more thoroughly understood. There are no direct measurements of the plasma

meniscus, and most studies of the plasma meniscus focus on numerical simulations
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of the boundary. While these simulations help in understanding the focal point of

extracted beams [35–37], they are based on the sheath assumptions in Section 1.3.1

and remain to be confirmed experimentally. Therefore, there is a need for experi-

mental understanding of ion dynamics around the meniscus to confirm the sheath

structure and its dependencies.

Figure 1.10: Simulations of an extracted H− plasma with a beam halo. a) and b)
show how the meniscus depth can impact the focal length of the ion beam and beam
halo. Reproduced with permission from Ref. [38], all rights reserved.
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1.4.1 Neutral Beam Injectors

Another active area of research that depends on meniscus modeling is neutral beam

injection (NBI) systems. NBI is a method used in the plasma heating and current

drive of magnetic confinement devices [39–41]. The International Thermonuclear

Experimental Reactor (ITER) is expected to be heated by two NBI systems that

will supply a total of 33 MW of power over 3600 s [42]. NBI can deliver very hot

neutrals into a plasma by first extracting a negative ion. This negative ion is pulled

from a bulk plasma and then accelerated to high energies. The ion, H− in fusion

applications, is then neutralized by an electron gas and injected into the plasma.

The extraction of negative ions is, at its core, the same process as positive ions.

Therefore, when a positive potential is applied, a meniscus will form. This system

follows the same principles of focusing and space-charge limitations, but with added

complications. In these systems the extracted beam is surrounded by a secondary,

over-focused beam [43]. This phenomenon is known as a beam halo. The beam

halo is undesirable because it is poorly focused, decreases ion beam transport, and

increases accelerator grid heat loads [44].

The beam halo is caused by surface emitted ions from the plasma grid [45]. These

ions are produced near the plasma meniscus but with velocities opposite the primary

beam as they fall through the sheath. This causes the unfavorable trajectories of

the beam halo, shown in Fig. 1.10, where the ions are over-focused in the source

and divergent outside. This is still an open problem for NBIs as confirmation and

reduction of this beam halo effect is needed to improve heating of fusion devices.

Therefore, understanding the plasma meniscus is crucial to accurately modeling

negative ion sources [38].
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1.4.2 3D Architecture

Semiconductors continue to progress further towards high-aspect ratios through

nano-manufacturing to meet the demands of logic and memory devices. As features

on ICs get smaller, they will eventually start reaching the atomic scale, with a dozen

or less silicon atoms constituting the feature [46]. While this may be achievable, such

features would be very susceptible to imperfections and the cost of processing may

make such semiconductors prohibitively expensive. Atomic layer etching shows that

sub-nanometer, uniform lateral etching is possible but with lower throughput [47].

While this technique will play a role in the future of two-dimensional transistors, it is

also the absolute lower limit of what is achievable for processing in two-dimensions.

It is therefore necessary to transition from two-dimensional transistors to three-

dimensional transistors. Multi-stack arrays are a technology currently used, but

these are two-dimensional semiconductors stacked and connected to form a three-

Figure 1.11: Schematic of a 3D, GaN Fin-FET gate. Reproduced from Ref. [48]
under the terms of Creative Commons CC-BY.
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dimensional structure [49]. Figure 1.11 shows what a truly 3D transistor looks

like [48]. In this type of device, the features are all grown on one another so that

the full volume of the structure is utilized. Additionally, creating features in three-

dimensions relaxes some of the minimum spatial requirement for chips with equal

processing power.

In two-dimensional architecture, depending on the feature being created, there

is typically a dimension that is not important for the performance of the semicon-

ductor. This is not the case with three-dimensions where anisotropy is paramount

for controlled processing. Therefore, the extracted ion beam needs to reliably target

sidewalls with a constant beam angle. If a physical blocker is placed in the extrac-

tion region of the beam, near the meniscus, then the resulting ion beam will have

only a small subset of the full beam’s angular distribution (Fig. 1.12). The mean

angular distribution produced this way is then dependent on the radius of curvature

of the plasma meniscus, allowing for real-time beam steering through manipulation

of source parameters.

Therefore, to actualize three-dimensional transistors for production, highly con-

trollable ion beams are needed. As shown in Fig. 1.11, not only do layers need to be

thin, but ions need to be able to uniformly access the trench walls in between fins.

Tight tolerances and a need for ∼10 nm features are already approaching the limi-

tations of current ion sources [50]. Additionally, high-energy ion beams potentially

cause lattice damage from the energetic bombardment of ions [8] or electrical dam-

age where gate oxides break down due to uneven charge buildup from non-uniform

plasma [51].

To inform the next generation of plasma processing sources, the plasma meniscus

needs to be well understood. Currently, the extraction optics used in industry have

apertures with dimensions larger than the Debye sheath, making meniscus formation

unlikely. At smaller aperture sizes, where a meniscus is formed, this boundary

determines properties of the extracted beam such as the current density and focal
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Figure 1.12: An Object-Oriented Particle-in-Cell (OOPIC) model of ion extraction
with a physical blocker. In this model, the blocker also supplies the bias potential to
form a controllable plasma meniscus. The resulting ion “beamlets” have a smaller
angular distribution than a full beam.

spot. Therefore, the meniscus determines both the throughput for etching and

doping, as well as the minimum feature size able to be processed by the beam.

The current need in industry is for a low energy, high density ion source with pre-

cise control over the extracted beam. A wide processing planar beam, however, does

not have high enough spatial control for non-planar devices, like three-dimensional

structures [15]. Instead, a small extraction aperture with a meniscus presents a pos-

sible solution, exerting a greater level of control in the extraction region. Thus, it

imperative to understand the processes of ion extraction from the plasma meniscus

and how source parameters affect this boundary. With this goal in mind, the work

presented here focuses on the ion properties across the plasma meniscus.
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Chapter 2

Experimental

2.1 Inductively Coupled Plasmas

Hittorf first discovered ICPs in 1884 when he reported an “electrodeless ring dis-

charge” [52]. This was achieved by wrapping an evacuated chamber in copper wire

connected to a discharging Leyden jar. He hypothesized that the plasma was gen-

erated by inductive forces. However, this generated debate as many of his peers

believed that the plasma was generated by the high and low voltage ends of the coil,

acting as a capacitor and coupling to the plasma similar to an radio-frequency (rf)

diode [53]. This discussion lasted nearly fifty years until both sides, surprisingly,

were proven correct.

There are two distinct operating modes in ICPs. In an electrostatically domi-

nated power coupling mode, or E-mode, the plasma is sustained primarily by capac-

itive coupling from the high voltage antenna. In an electromagnetically dominated

power coupling mode, H-mode, plasmas are produced mainly due to the induc-

tive field created by the rapidly changing current in the antenna. These coupling

methods exist simultaneously in ICPs; the distinction comes from which method is

transferring most of the power to the plasma. These different coupling modes differ
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Figure 2.1: The two types of antenna designs used for ICP generation are a) the
spiral antenna and b) the planar antenna. Reproduced with permission from [1], all
rights reserved.

in that H-mode plasmas have much higher densities, lower plasma potential, and

are visually much more luminous than E-mode plasmas [1, 54, 55].

2.2 Antenna

ICPs are driven by spiral antennas, typically in the megahertz range. There are two

main configurations of the antenna; a cylindrical antenna winding that acts as a

solenoid with the core being the plasma vessel, and a planar antenna, described as

a “flat helix” or a “stove-top coil” that sits at the plasma boundary. The two types

of antenna are shown in Figure 2.1.

In order to produce an induced field, the antenna typically has a spiral shape to

it. This is because ICPs need the curl of E to be non-zero such that

∇× E = −∂B

∂t
, (2.1)

where E is the electric field vector, B is the magnetic field vector, and t is time.

Therefore, for the magnetic induction field to be created, there must be a non-zero

curl of the electric field produced from the antenna. Since current supplied to the

antenna is time varying, it will create an azimuthal electric field, replicating the
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Figure 2.2: Schematic of the induction fields due to a spiral antenna. The time
varying B-field generated by the antenna passes through a dielectric barrier and
creates an E-field inside the source. Reproduced with permission from [56], all
rights reserved.

Figure 2.3: Simulated vector field of the induced E-field in an ICP. The solid lines
represent the superimposed spiral antenna. Reproduced with permission from [56],
all rights reserved.

structure of the antenna inside the plasma chamber. Figure 2.2 shows a schematic
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of the induced fields in a planar ICP source and Fig. 2.3 shows the resulting induced

E-field inside the plasma chamber.

2.2.1 Transferred Power

Electromagnetic theory of spiral antennas is well documented in the literature [57–

60]. The treatment of planar coils is much more complex due to finite geometry

effects [53]. A derivation of planar theory is given in Reference [61]. However, it

is common to avoid these complexities by representing the antenna-plasma system

as a transformer circuit [62, 63]. The antenna is considered the primary winding

while the plasma is modeled as a single turn, secondary winding. This replaces the

complex theory of planar coils with a simplified model that shows the impact of

individual circuit components on plasma generation in an ICP.

Using standard transformer equations, the power transferred by the circuit to

the plasma is calculated. The reactance in the primary winding of a transformer is

given by,

Zcoil =
ωM2Rpl

R2
pl + ω2

tranL
2
pl

+ i

(
ωtranLcoil −

ω3
tranM

2Lpl
R2
pl + ω2

tranL
2
pl

)
(2.2)

where ωtran is the driving frequency in rad/s, Lcoil and Lpl are the inductances of

the coil and plasma, respectively, Rpl is the resistance of the plasma, and M is the

mutual inductance. The induced power produced by a primary winding is calculated

by taking the real part of the reactance,

Pind = I2Re(Zcoil)

= C
√
I2 − I2

threshold

(2.3)
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where I is the current in the antenna, C and Ithreshold are constants given by

C = k
√
RpPind

√
Lcoil
Lpl

(2.4)

Ithreshold =

√
RplPind

ωtrank
√
LcoilLpl

, (2.5)

and k is the mutual inductance for transformers,

k =
M√
LcoilLpl

. (2.6)

Expressing Eqn. 2.3 in terms of C and Ithreshold is desirable since these quantities

are constants. Electron-neutral collisions are responsible for dissipating power in an

ICP. Therefore, the plasma resistance is inversely proportional to plasma density [1].

Furthermore, plasma density increases linearly with power in an ICP [54,56]. Thus

RplPind is constant in Eqn. 2.5. Assuming M remains constant, then Eqn. 2.5

gives a value based on plasma properties that defines the minimum antenna current

necessary for the onset of H-mode.

2.2.2 Dissipated Power

For a single electron in a uniform oscillating electric field, the time averaged energy

transferred from the field to the electron is zero. For an ensemble of electrons,

however, there are electron-electron and electron-neutral collisions that break down

the coherent motion over a given time period. This gives rise to a net transfer of

power into the plasma. For a large enough volume of electrons, it is appropriate to

use the macroscopic fluid description for the plasma. This description introduces

a plasma conductivity term σp, which is responsible for dissipating energy through

Ohmic heating. The power dissipated by this heating is given by
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POhmic =
1

2
Re(J · E∗)

=
1

2
|J|2Re

(
σ−1
p

)
.

(2.7)

However, this type of heating is only effective when the electron-neutral and electron-

electron collision frequency are much larger than the EM wave’s frequency. Ohmic

heating is present in both E-mode and H-mode discharges.

A second mechanism for heating in an ICP is known as the anomalous skin effect.

This is a “warm plasma” effect that causes collisionless heating and is only present

in H-mode discharges. To describe this effect, consider a collection of electrons with

some thermal motion. These electrons will constantly sample the induced electric

field at different locations. Locally the field will average to zero over an rf period

and no energy is gained by the electrons. If an electron has sufficient energy, it

can travel through a region of high field strength and exit before a full rf period is

complete, thus gaining energy. If the condition of

ωδ .

(
kBTe
me

)
, (2.8)

is met then the electron can gain energy from the field, where ω is the frequency of

the antenna and δ is the skin depth, defined as

δ−1 = Im

(
ω

c

[
1−

ω2
pe

ω(ω − iνen)

]1/2
)
. (2.9)

Here, ωpe = ne2/ε◦me is the plasma electron frequency, c is the speed of light in

vacuum, and νen is the electron-neutral collision frequency.

The skin depth is the distance a particular EM wave travels before its amplitude

is attenuated by 1/e. δ is the typical distance electrons need to travel in order to

sample different field strengths. Therefore, the anomalous skin effect is limited to a

range of operating frequencies. If an rf period is too short, the electrons will not have

time to transverse a skin depth. Additionally, if the frequency is excessively low, the
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skin depth is larger than the plasma chamber. Therefore, the frequency must satisfy

Eqn. 2.8 and (δ . L) for an electron to gain energy from the induced field [64].

In what can only be describes as a “fortuitous coincidence” [64], the frequencies

required for effective collisionless heating are near the conventional 13.56 MHz [65].

The last contribution to dissipation of antenna power comes from stochastic,

collisionless interactions. This heating mechanism is predominately in E-mode dis-

charges and arises from the potential variation in time varying fields. The antenna

potential will form a sheath on the dielectric barrier which oscillates into and out

of the bulk of the plasma over the course of an rf period. As electrons enter the

sheath near the dielectric barrier, they change velocity and bounce off the sheath

edge. Depending on the sheath’s oscillation when the electrons are repelled by the

sheath edge, they can either gain or lose energy from the sheath. This heating is

stochastic due to the randomness of electrons colliding with the sheath [66].

2.3 Coupling Modes

The onset of H-mode operation is typically defined by the minimum current needed

to make a skin depth that is approximately equal to the discharge length [67].

However, this is too strict a definition as slight fluctuations in the potential of

induced fields and sheaths result in significant changes in the percent of ionization.

Therefore, it is a more robust method to define this transition point in terms of the

pressure in the discharge, which is proportional to rf power [68].

Skin depth is related to the wavenumber of the EM waves by

k =
ω

c
Im(κ1/2

p ) = −δ−1, (2.10)

where κp = 1 − ω2
pe

ω(ω−iνen)
is the plasma dielectric constant. From this description,

Eqn. 2.9 has two limiting cases, a high-pressure regime and a low-pressure regime.
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The distinction between the two is dependent on the electron-neutral collision rate

νen relative to the driving frequency ω. In the low-pressure regime (νen � ω), Eqn.

2.9 becomes [1]

δlow =

(
me

e2µ◦ne

)1/2

. (2.11)

µ◦ is the permeability of free space, and ne is density of the electrons. If νen � ω

then the discharge is considered to be in a high-pressure regime and the skin depth

is given by

δhigh =

(
2meνen
ωµ0e2ne

)1/2

. (2.12)

In either of these pressure regimes, ICPs will operate in E-mode or H-mode

for low and high electron densities, respectively. If the skin depth is less then

the dimensions of the ion source chamber, then the discharge is considered high

density (H-mode), while if the skin depth is on the order of or larger than the source

dimensions the discharge is low density (E-mode) [1].

2.3.1 Low Pressure

The E-mode is the dominant coupling mode of ICPs at low pressures. While there

is an induced electric field present, even during E-mode, there is not enough elec-

tron density in the plasma for its contributions to overtake the capacitive effects

of E-mode heating mechanisms. Therefore, the plasma is heated similarly to a DC

discharge plasma [69]. Some fraction of the antenna voltage is able to pass through

a dielectric window on the ICP source and create a sheath on the other side of the

dielectric. This sheath provides the electric potential needed to accelerate electrons,

ionize the neutral gas, and heat the plasma.
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The wavenumber for EM waves in a low-pressure case kd is approximated by

kd ≈ ±
ω

c

√
1−

ω2
pe

ω2
. (2.13)

Eqn. 2.13 presents two solutions depending on whether the wavenumber is real or

imaginary. For high frequency EM waves (ω > ωpe), the waves are able to propagate

in the plasma. At low frequency (ω < ωpe), the wavenumber is imaginary, which

causes exponential decay of the wave. The border between propagating and decaying

waves is the cutoff frequency, ωco = ωpe. As mentioned, transferred power is related

to electron density in ICPs. So density will increase as the antenna power increases,

causing electrons to more efficiently absorb the EM wave, up to a certain density.

Equating the wavenumber from Eqn. 2.13 and the skin depth from Eqn. 2.11

gives a cutoff density of

nd,co =
mε0ω

2

e2
. (2.14)

As the power to the antenna increases, and therefore the electron density increases,

the effective power transferred to the plasma will increase up to a density limit of

nd,co [70]. However, if electron density continues to increase, the dielectric sheath’s

thickness decreases. At sufficiently high densities, only a fraction of the antenna po-

tential appears across the sheath, reducing plasma heating. Therefore, even though

the density is increasing, the waves are not as effective at heating the electrons by

stochastic and Ohmic mechanisms, resulting in a decrease of transferred power to

the plasma. However, as density continues to increase past this cutoff density, the

discharge is still maintained due to the onset of heating from inductive forces.
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2.3.2 High Pressure

H-mode discharges occur at sufficiently high pressures where there are enough elec-

trons to respond to the induced electric field. This will accelerate electrons and

collisionally heat the plasma to some degree, but the majority of this heating comes

from the anomalous skin effect [71]. For a sufficiently large electron density, the

skin depth is less than the dimensions of the plasma source, and ICP operates in

the high density regime. At high pressures, Eqn. 2.10 becomes

kD ≈ ±
ω

c

√
1− i

ω2
pe

ωνen
. (2.15)

Similar to the low-pressure scenario, the rf induction wave will propagate or atten-

uate depending on the value of the argument under the square root. Calculating

Eqn. 2.15 in the limit of ω2
pe � ωνen simplifies to

kD ≈ ±
ω

c
. (2.16)

The cutoff density of electrons in this case is found by equating wavenumber and

skin depth (Eqn. 2.16 and Eqn. 2.12), giving

nD,co �
mε0ω

2

e2

(
2νen
ω

)
. (2.17)

Since νen is proportional to density, the cutoff density is given as an inequality. This

is the same form for the low pressure cutoff density (Eqn. 2.14) but with a new

collisional term (2νen/ω).

In the other limit, where ω2
pe � ωνen, Eqn. 2.16 and Eqn. 2.12 become

kD ≈ ±
ω2
pe

c

√
ω

2νen
(−1 + i) (2.18)
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nD,co �
mε0ω

2

e2

(νen
ω

)
, (2.19)

respectively. By Eqn. 2.17 and Eqn. 2.19, a reasonable approximation for the cutoff

density is given by nD,co ≈ mε0ωνen/e
2. This shows that, like the low-pressure case,

EM waves will continue to heat the plasma until some critical density, at which

point the waves can no longer effectively transfer power to the electrons. Increasing

electron density causes the skin depth to decrease to the point where the induced

field cannot propagate throughout the discharge. Eventually, the skin depth will

become small enough that the rf induction wave attenuates too quickly and cannot

penetrate deep enough into the source. The causes majority the heating to occur

near the antenna until the discharge can no longer be supported. This highlights

one of the major constraints of ICPs; that they have a maximum density. Most ICPs

can effectively power couple up to a density of ∼ 10−16 m−3, after which trying to

increase density will block EM waves and reduce the transferred power sustaining

the discharge [68].

2.3.3 E & H Mode Transitions

The mechanism responsible for the E to H transition is twofold. First, a reduction in

the dielectric sheath limits the capacitive contribution to plasma heating. Second,

the increase in electron density increases the effectiveness of inductive heating. Now,

there are enough electrons to effectively respond to the induced field. There will still

be some contribution from capacitive effects, but at high densities, the anomalous

skin effect is the dominant heating factor. This is shown in Fig. 2.4, where the

E-mode (Capacitive coupling) and H-mode (Inductive coupling) contributions are

shown over a range of electron densities. The solid lines represent the total power

transferred from the antenna. The dashed and dotted lines show the individual

contribution from inductive and capacitive coupling modes, respectively. The cutoff

densities for E and H-mode operations are given by the local maxima of the peaks,
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Figure 2.4: The total power transferred versus electron density for both capcitive
and inductive coupling. In region I, the transferred power increases with density be-
cause the cutoff density has not been reached. Region II is after the cutoff density
calculated for the low-pressure case nd,co. In region III, the contribution from the ca-
pacitive effects continue to decrease, but now the plasma is in H-mode and inductive
effects are the predominant heating mechanism. Region IV is after the high-pressure
cutoff density nD,co, and the transferred power will continue to decrease until the
discharge can no longer be maintained. Reproduced with permission from Ref. [68],
all rights reserved.

while the transition density for E − H mode is the local minimum between the two

peaks.

ICPs also exhibit hysteresis in the power necessary for E to H and H to E transi-

tions. This hysteresis is as large as a factor of three between the transition power and

minimum power necessary to maintain H-mode [61]. Hysteresis arises in ICPs due to

non-linearities in the absorbed and dissipated power. There are many parameters

which contribute to this phenomenon, such as multistep ionization and electron-

electron collisions, but it is difficult to quantify each parameter’s contributions [73].

An example of this hysteresis is shown in Fig. 2.5 where the transitions are apparent
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Figure 2.5: The current dependent hysteresis for E-H and H-E mode transitions.
These two transitions occur at different antenna currents. Therefore, once H-mode
is achieved, the plasma will remain in an inductive coupling even if the density
drops. Reproduced with permission from [72], all rights reserved.

at different coil currents. For the remainder of this work, when referring to ICPs,

they are assumed to be in H-mode unless otherwise stated.

2.4 REVAN Chamber

The experiments described here were performed in the Ribbon Experiment for ion

Velocity and Angular distributioN (REVAN), shown in Fig. 2.6, at West Virginia

University. The vacuum chamber is composed of a 36.25” × 16” × 15.5” tub with

0.25” thick walls of 6061 aluminum from Midwest Steel Supply, Inc., and was fab-

ricated in-house. The chamber was designed to provide ample optical access of the

source by three 20” × 4” ports on the top, bottom, and front of the chamber. These

ports are covered by 21.5” × 5.5” × 0.5” tempered glass from Mountaineer Glass

38



CHAPTER 2. EXPERIMENTAL

& Mirror LLC. Additionally, there are four 2.75” ports located on both the top and

bottom of the chamber. The chamber also has two 8” ports on either side. One

of these ports provides optical access while the other is connected to the vacuum

system.

2.4.1 Rf Circuit

The ICP discharge studied here is generated by a Dressler Caeser RF Power Gen-

erator. This rf source produces ≤ 5 kW of power at 13.56 MHz. Despite being

water cooled, excessive operating temperatures occurred at powers greater than 3

kW, limiting the output power to 4 kW. At 4 kW the source could operate for ∼ 12

Figure 2.6: Renderings of the REVAN chamber.
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mins before it tripped an internal interlock. This made power cycling necessary for

data acquisition at this rf power, resulting in a ∼25% duty cycle. Above 4 kW, the

source would overheat too quickly to obtain reliable data.

The generator was connected to an ENI MWH 100-01 impedance matching net-

work designed for operation at 13.56 MHz. This is an auto-matching network

that constantly tunes itself to minimize circuit impedance, thus maximizing cou-

pled power to the plasma. It is a low-loss, L configuration circuit consisting of two

vacuum-variable capacitors, which are controlled by precision stepper motors and

a fixed inductor [74]. The two capacitors are in parallel with each other: the load

capacitor CL, which is connected to ground, and the tuning capacitor CT , which

is in-line with the antenna. The output of the auto-match network is connected to

the antenna by 203 mm of stranded 4/0 welding cable. Figure 2.7 shows a circuit

diagram for this system which is modeled according to the transformer description.

The antenna is a water-cooled, three turn, �0.5” copper planar coil with an

inductance of 50 µH. The antenna is roughly rectangular in shape with an area of

3.35” × 21.56”. This type of antenna excels at creating a large, uniformly heated

Figure 2.7: The circuit diagram connecting the rf generator to the antenna. The
region inside the dashed box is the matching network. The circuit consists of a load
capacitor CL, a tuning capacitor CT, a grounding capacitor CE and a fixed inductor
LF
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plasma volume [56]. One leg of the antenna is connected to a 5 - 170 pF Comet

Variable Vacuum Capacitor by another length of 152 mm, 4/0 welding cable. The

grounding capacitor is mounted to REVAN’s Faraday shield, which grounds itself

through the rf generator. This capacitor is externally tuned to either set the initial

condition for the matching network or to change the impedance of the circuit during

operation in order to ensure favorable, low impedance matching. The antenna and

welding wire are contained in a 1/8” thick copper Faraday cage to block leakage of

the rf fields.

2.4.2 Source

For this work, Applied Materials Inc. supplied a proprietary ion source. It has

two main stages; the first is exposed to atmosphere, separated from vacuum by a

dielectric window, made of 6061-T6 aluminum, and is water cooled by an external

chiller. This stage houses the antenna coil. The second stage is the ion source and

is separated from atmosphere by a 1” thick, quartz dielectric barrier. This barrier

covers an area of 24” × 5” and was procured from Hayward Quartz Technology Inc.

The ion source also has a magnetic cusp field, produced by eight, 1 T permanent

Figure 2.8: A bisected view of REVAN showing different interior parts.
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magnets arranged around the ionization region. This magnetic field ensures that

only energetic particles are lost to the wall, improving ion density and plasma uni-

formity [75]. The ignition chamber is made of stainless steel and has an octagonal

shape, measuring 24.00” × 5.56” × 4.18”. Opposite the dielectric barrier is an open-

ing to the vacuum chamber that is covered by either quartz or graphite extraction

optics. For the experiments described in this work, two different graphite optics

were used.

2.4.2.1 Slit Optics

The extraction optics obtained from Applied Materials were modified to create spe-

cific extraction geometries. The slit aperture extraction optics is shown in Fig. 2.9.

The opening of the graphite extraction optics is a 560 mm x 30 mm rectangle. A

graphite blocker, which totally covered the extraction slit, was placed behind the

opening 5 mm into the ion source. This extraction optic was constructed such that

the plasma from the source would diffuse out at a set angle in −ŷ and replicates the

wide area planar beam used in semiconductor processing.

Figure 2.9: Extraction optics used in preliminary REVAN measurements. a) The
slit extraction optics situated on the ion source. b) The profile view of the optics.
The insertion of a graphite blocker between the extraction slit and the plasma forces
the ions to exit at an angle. The blocker is 5 mm (d) from the extraction slit and
has a height of 40 mm (h), fully blocking the extraction slit.
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2.4.2.2 Aperture Optics

For measurements of the plasma meniscus, different extraction optics were fabri-

cated. These optics totally sealed the plasma in the ion source except for a 5 mm

square hole that was milled into the center of the optics. This aperture allows for

an extracted ion beam while being small enough to create a plasma meniscus. This

extraction aperture was used for the majority of the work presented here. This

configuration is shown in Fig. 2.10.

Figure 2.10: Zoomed in view of the interrogated region in REVAN. The small ex-
traction aperture will create a continuous Debye sheath. The optical hole in the
wafer was necessary to allow for the measurements to reach inside the source.
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Figure 2.11: Image of the wafer used in experiments. Near the through hole, the
wafer is discolored due to deposited metal from the source.

2.4.3 Wafer

For a wafer, REVAN uses a graphite square, 250 mm a side and 0.635 mm thick that

is electrically isolated from the chamber. By applying a bias to this graphite, it acts

similar to the wafers used in semiconductor processing, i.e., for ion extraction. The

graphite is mounted to an aluminum chuck and the front of the wafer is positioned

12 mm from the face of the extraction optics, shown in Figure 2.11. The wafer

assembly is shown in Fig. 2.8 in all white. An EG&G 456 ORTEC High Voltage

Power Supply sources the bias to the wafer by safe high voltage (SHV) feedthroughs

located on a �2.75” port.

This power supply is capable of producing up to ±3000 V on the wafer. For the

experiments detailed here, the applied voltage increased by increments of 1000 V.

The voltage was independently confirmed with a multimeter and was found to have

an uncertainty of ≈ 4 V. This error affects the potential by < 1% and is therefore

ignored.

In order to provide optical access to the source chamber, an �8 mm hole was

drilled in the graphite wafer. This provides a direct line-of-sight into the ion source
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Figure 2.12: A map of the potential due to the biased wafer, generated by VSim
10.0. The potential is perturbed from a planar structure due to the hole drilled
through the wafer. This perturbation damps out before the potential reaches the
aperture.

from the front window of REVAN. The effect of this alteration on the potential

structure is shown in Fig. 2.12. This potential map was created in VSim using a

2-d Poisson solver. A hole of this size creates a perturbation in the potential that

is damped out within 5 mm of the opening. While this through hole is not ideal, it

reduces the potential at the aperture by only 3%.

2.4.4 Pressure Management

An �8” side port connects to the vacuum system. This is comprised of a Balzers

TMU 520 Turbo Pump and a Leybold backing diaphragm pump. These pumps are

protected behind a gate valve. An interlock is implemented such that if the pressure

reaches a critical level the interlock will activate and close the gate valve, isolating

the pumps while the chamber is pressurized. These pumps maintain a base pressure

of ∼ 5× 10−7 Torr.

These experiments were conducted at ∼1 mTorr of argon gas. A constant flow

rate of 0.3 SCCM was supplied to the chamber through an MKS 0-20 SCCM Mass

Flow Controller. The gas is fed into the ion source by a gas manifold near the
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Figure 2.13: Comparison of simultaneous pressure measurements in the source and in
the vacuum chamber. Data is fit with a least-squares algorithm to give a conversion
from the vacuum pressure to an approximate source pressure.

dielectric barrier. The pressure is measured by a Pfeiffer Compact Full Range Gauge

composed of a cold cathode and Piriani pressure gauge attached to a �2.75” port

on REVAN, far from the ion source. Therefore, the pressure given by this diagnostic

is not representative of the pressure inside of the ion source.

When using the aperture optics, the ion source is sealed off from the pressure

gauge except for the aperture. This creates a pressure differential between the source

and chamber because of the conductance limitation of the aperture. Additionally,

there is no port access to the ion source itself, preventing direct measurements of

the pressure in the source during operation. To estimate a conversion between the

source pressure and chamber, pressure a second Kurt J. Lesker KJLC CCPG Pirani

pressure gauge was attached to an unused gas inlet. Pressure measurements were

taken for neutral gas and the difference in pressure between the ion source and the

vacuum chamber at the same mass flow is shown in Fig 2.13. Due to REVAN’s high
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temperatures inside the Faraday cage, the pressure gauge would not survive during

operation.

The pressure is recorded from 0.2 SCCM to 3.05 SCCM at increments of 0.1

SCCM. The pressure is also recorded from 3 SCCM back to 0.25 SCCM, filling in

the points. Figure 2.13 shows a different pressure for nearby flow rate measure-

ments despite the system relaxing for ∼ 2 minutes between changes in flow. During

REVAN operation, the pressure in the chamber did not change over many hours of

measurements, except at high powers due to heating of the source. Lines of best fit

to the pressure are plotted to allow conversion from the vacuum chamber pressure

to the source pressure. This gives an uncertainty in the chamber pressure reading

of δP = ±0.00014 Torr.

2.4.5 Coordinate System

Measurements were taken both inside and outside the plasma source. The maximum

distance of measurements into the source was limited by the collection cone of the

confocal optics (Section 3.2.2). ẑ is taken to be in the direction of the propagating

ion beam, with z = 0 corresponding to the front face of the extraction optics.

Therefore z < 0 is inside the source and z ≥ 0 is outside the source, in the vacuum

chamber. x̂ and ŷ are transverse to the beam and their zeros are dependent on the

extraction optics used. The confocal optical system only allows for measurements

in the center of the beam (x̂ = ŷ =0), but is capable of probing ions from z = −25

mm to z = +12 mm.

The measurements are organized into three regions:

• Deep inside the source, spanning from −25 < z < −10 mm where measure-

ments are taken every 5 mm. This is to measure the background plasma in

which the ions are produced.
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• The aperture region, covering −10 < z < +1 mm in 1mm increments. It is in

this region that the meniscus is expected to form. Additionally, ions in this

region are predicted to start feeling the effects of the Debye sheath.

• The extraction region, occupying the distance 1 < z < 12 mm is where the

ion beam will propagate. Out of the source, the ions follow paths dictated by

the potential structure created in the aperture region.
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Diagnostics

3.1 Laser Induced Fluorescence

Particles that constitute the ion beam traverse three distinct regions as they are

extracted from the source. Therefore, to measure these particles in a self-consistent

way, the diagnostic used must also be able to spatially resolve ion dynamics in each

region. Retarding field energy analyzers (RFEAs) are not capable of measuring

ions in the source while Mach probes are very perturbative, destroying the potential

structure of the meniscus, as well as over estimating the Mach number [76].

When studying plasma in regions with delicate potential structures, it is desir-

able to use non-perturbative techniques since these techniques preserve the integrity

of the plasma. Laser induced fluorescence (LIF) is well suited to this end, as it se-

lectively targets ions or neutrals without significant disruption of the plasma. This

allows for valuable in situ measurements of the ion velocity distribution function

(IVDF). Additionally, LIF is a robust diagnostic method that has become a well

established technique for plasma spectroscopy after its introduction by Stern and

Johnson in 1975 [77]. Since then, the technique has expanded to include two-photon

laser induced fluorescence (TALIF) [78,79], planar LIF [80,81], and tomography [82].

49



3.1. LASER INDUCED FLUORESCENCE

This diagnostic is not without its limitations, as LIF can only target species with

strong, identifiable transition states, ideally a ground state or metastable. More-

over, these transitions have to be accessible by laser wavelengths and the emitted

photon should be at a wavelength with good detector efficiency. For these reasons,

LIF schemes are commonly in the visible spectrum or near ultraviolet/infrared. Ad-

ditionally, even if these conditions are met, the laser must have sufficient power and

the plasma sufficient state density of the probed species to obtain reliable signal.

Furthermore, LIF needs an unobstructed line-of-sight to measure a plasma volume.

This can reduce its applicability for ion sources with little to no optical access. How-

ever, this limitation is relaxed by the use of confocal optics, which allow for injection

and collection along the same path of optical access.

3.1.1 Velocity Distribution Function

LIF is performed by interrogating a section of the plasma volume with a narrow

bandwidth laser. The laser wavelength is swept through a resonant transition of

the target species. For the three-level LIF scheme used in this work, photons at

the resonance wavelength are absorbed and excite an electron to a more energetic

state. This excited state then decays to a third state, emitting a photon of known

wavelength.

The intensity of the emitted photon is given by [83,84],

ILIF (ν) = α + I◦ exp
[
−γ(ν − ν◦ −

u

c
ν◦ − δνZ)2]

]
, (3.1)

where ILIF is the intensity of the LIF signal at injected laser frequency ν, γ is a

scaling factor γ = mnc
2/2kBTnν

2
◦ that relates particle temperature T to mass, ν◦ is

the rest transition frequency for the species, and δνZ is the Zeeman shift. There are

several broadening mechanisms which affect the measured temperature, discussed

in Section 3.1.3, but typically Zeeman splitting and Doppler broadening dominate.
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α is an additional term to incorporate any DC offset from the collection electronics.

Most important to the work reported here is the term (u/c)ν◦, which is the Doppler

shift due to the mean flow of the plasma u.

Due to the motion of the particle, the laser’s wavelength in the frame of the

absorbing particle will be different than the lab frame wavelength. If the particles

are moving towards the injected laser, the wavelength that the particle “experiences”

is blue-shifted, and if the particle is in motion away from the injection laser the

wavelength is red-shifted from the lab frame. This is the well known Doppler shift.

By sweeping the laser through a range of wavelengths, particles at rest and in motion

are able to interact with the laser radiation. Because of this difference in lab and

particle frame wavelengths, the LIF signal will vary according to the distribution of

velocities in the plasma and give a velocity distribution function (VDF). Normalizing

Eqn. 3.1 and converting to velocity space using the definition of the Doppler shift,

v = (ν − ν0/ν0)c, gives

ILIF (v) = α + exp

[
−(m/2kB)(v − u)2

T

]
, (3.2)

where δνZ is ignored since REVAN’s magnetic fields are too weak to cause Zeeman

splitting. Obtaining a signal in the form of a Maxwellian distribution is desirable

because then the properties of the species can be obtained by fitting a Gaussian

function to the data. In the absence of significant line broadening mechanisms other

than Doppler broadening, the full-width at half-maximum (FWHM) of the peak

is proportional to the temperature T , the frequency offset between the peak and

rest frequency measures the bulk flow u, and the area under the curve will give the

relative state density of the transition. These ion properties are shown in Fig. 3.1.

Eqn. 3.2, however, only works with the assumption that there is a single pop-

ulation in the plasma, that it is in local thermodynamic equilibrium, and that the

Doppler broadening dominates. This will produce a distribution with a Gaussian

lineshape. If this is not the case, specie properties are given by the moments of
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Figure 3.1: LIF data of an ion velocity distribution function showing how ion values
are extracted from LIF signal.

the distribution. The zeroth, first, and second moments of the distribution give the

relative density, bulk flow, and temperature, respectively:

〈n〉 =

∫ ∞
−∞

f(v)dv, (3.3)

〈u〉 =

∫∞
−∞ vf(v)dv∫∞
−∞ f(v)dv

, (3.4)

1

2
m〈u2〉 =

∫∞
−∞(u− 〈u〉)2f(u− 〈u〉)d(u− 〈u〉)∫∞

−∞ f(u)du
. (3.5)

These moments give the average value of these quantities for the whole distribution

and cannot distinguish individual populations in the distribution. For both Eqn.

3.2 and Eqn. 3.3, the density obtained is relative, proportional to the state density

in the system. The LIF-measured density can be converted to an absolute density

through the inclusion of a collisional-radiative model to determine the relative pop-

ulation of states and an end-to-end calibration of the system’s light collection optics

and detectors [85, 86]. However, this method is difficult and involves additional di-

agnostics, such as Rayleigh scattering [87]. Densities are typically obtained through
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Figure 3.2: Partial Grotrian diagram of the LIF scheme for Ar II. The initial state
(3d2G9/2) is a metastable state that is excited by 611.6616 nm light. As the electron
decays to the ground state it emits a 461.0858 nm photon.

other methods such as a Langmuir probe (with suitable assumptions of quasineu-

trality) or microwave interferometry [88]. TALIF is a promising, non-perturbative

absolute density measurement alternative, provided the ground state is targeted and

suitable calibration methods are available [89–91].

3.1.2 Argon LIF

Using LIF, IVDFs in an argon plasma are obtained by probing an Ar II metastable

state. The scheme used is modeled after Goeckner et al. [92] and has been em-

ployed in many different areas of study at WVU [93–95]. To access this scheme,

a collisionally excited, argon metastable ion in the 3d2G9/2 state is pumped with
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λvac = 611.6616 nm photons. The absorbed energy excites an electron to the 4p2G7/2

state, which then decays to the 4s′2D5/2 state and emits a photon with wavelength

λvac = 461.0858 nm. Figure 3.2 is a partial Grotrian diagram illustrating this pro-

cess.

3.1.3 Broadening Mechanisms

While LIF has many advantages for probing ion and neutral species, care must be

taken when interpreting the data. IVDFs are deceptively simple at first glance, but

the analysis requires consideration of many different effects.

3.1.3.1 Natural Linewidth

The widths of spectral lines are not delta functions in frequency. Due to the uncer-

tainty in energy E and time t the absorbed and emitted spectra will always have a

natural width (∆E∆t ≥ ~/2). This natural width is an atomic limit on how well a

lineshape can be resolved. In the worst case, the absorbed linewidth can be large

enough that the resulting IVDF peak becomes artificially broadened. The natural

linewidth is proportional to the sum of all spontaneous emission coefficients from

both the upper and lower states.

For the scheme used in this work, the spontaneous transition coefficients for

the Ar II 3d2G9/2 metastable state are very small when compared to the excited

state [96]. Therefore the natural linewidth is due only to the excited 4p2G7/2 state.

This produces a natural line-halfwidth of the order 10−5 nm. The uncertainty due

to linewidth is therefore � 1% and is ignored in analysis.
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3.1.3.2 Pressure Broadening

Pressure broadening is an umbrella term that covers many different mechanisms

such as Van der Waals and resonance broadening. In a highly ionized plasma,

the major contributor to this type of broadening is Stark broadening. This arises

from an externally applied electric field or from localized electric micro-fields, which

are pressure dependent. In both cases, a strong electric field affects the transition

energy between split atomic levels. For micro-fields, their orientation is randomly

distributed, causing broadening instead of resolvable transitions.

Stark broadening can both shift and broaden a peak, giving erroneous tem-

perature and flow measurements. Griem gives expressions for the Stark effects at

sufficiently low electron densities (ne � 1 × 1020cm−3 at Te ≈ 5 eV) [97]. These

equations results in a peak shift of order 10−4 nm and a broadening of order 10−5

nm. Both of these introduce an error of less than 1% and are ignored for the mea-

surements presented here.

The externally applied electric field in REVAN is not strong enough to produce

significant Stark broadening. Experiments investigating the external field broaden-

ing of Ar II have been carried out up to 20 kV/m, with modest shifts and broad-

ening [98]. Gavrilenko et al. were unable to resolve any Stark effect on argon ions

that did not transition to a high principle number (n ≥ 8) [99]. Therefore, Stark

shifts are not considered in this work.

3.1.3.3 Zeeman Broadening

Zeeman broadening arises from the coupling of an ion’s magnetic moment to an

external magnetic field. This results in the splitting of observed spectral lines, very

similar to the Stark broadening. While REVAN has a strong magnetic field capable

of creating a Zeeman effect at the wall of the source, the field drops to negligible levels

at the measurement location. Therefore, Zeeman broadening is not appreciable for
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these measurements.

3.1.3.4 Laser Power Broadening

An absorption line is broadened when more electrons are being excited than are de-

caying to the ground or metastable state. This leads to an underdeveloped peak and

enhanced edges of the distribution. Near the peak of the distribution the metastable

state becomes depleted, and signal is no longer proportional to the injected laser

power. Also known as saturation broadening, this mechanism is a well-documented

issue in single photon LIF [100–102].

This mechanism is a potentially significant source of broadening in REVAN. Due

to the low metastable density in REVAN, an appropriate laser power needs to be in-

jected in order to avoid an artificially broadened lineshape. There are several models

to estimate the amount of broadening based on laser intensity [96,103]. Practically,

however, it is much more useful to experimentally determine the onset of power

broadening. If power broadening is an issue in the system, the ion temperatures

appear artificially larger. By reducing the injected laser power and taking measure-

ments at the same location and conditions, the FWHM of the peak will decrease if

the lineshape is broadened. Eventually, the laser power is set low enough that the

metastable state is no longer saturated. Figure 3.3 shows the effects of this type of

broadening mechanism on IVDFs and temperature. In order to prevent this type

of broadening in these measurements, the power injected into the fiber was kept at

∼ 50 mW (Section 3.2.1).

3.1.3.5 Doppler Broadening

Doppler broadening arises when the absorbing species have random thermal motion.

The particle motion will have components that are parallel and anti-parallel to the

injected laser path. This will shift the transition wavelength in the laboratory frame
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Figure 3.3: Effects of power broadening on IVDF measurements. a) The peak
becomes narrower with lower injected laser power. b) A semi-log plot of the ion
temperature verses injected laser power. From this an appropriate injected laser
power is found that maximizes signal without broadening. In this case, the three
measurements below 102 mW are not saturated.

based on the velocity of the particle. The Doppler shift is given by

∆ω = ~k · ~v, (3.6)

with ∆ω = 2π∆ν, where ∆ν is the observed frequency shift from the resonant

frequency, ~k = (2π/λ)k̂ is the wave vector of the injected laser, and ~v is the velocity
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of the absorber [103]. With some simple algebraic manipulation, Eqn. 3.6 becomes

∆ν = ν ′ − ν0

=
~k

2π
· ~v

=

(
1

λ0

)
k̂ · ~v

=
ν0

c
v

⇒ ν ′ = ν0

(
1 +

v

c

)
,

(3.7)

where ν ′ is the shifted frequency. Equation 3.7 is the linear Doppler shift and only

holds for v/c� 1. While the maximum speeds measured in REVAN are large, the

ratio is still sufficiently small (vmax/c ≈ 6.0× 10−4) and the linear Doppler analysis

is valid.

Doppler broadening is exploited in LIF analysis as it gives the random thermal

motion, or temperature, of the probed species. Additionally, this broadening mech-

anism often dominates the IVDF width. The half width for Doppler broadening of

argon gas is [96]

∆λd,1/2 = 7.46× 10−2(T )1/2. (3.8)

Here λ is given in nanometers and T is given in eV. For the typical ion temperatures

measured inside REVAN, the Doppler broadening is on the order of 10−3 nm, making

it the dominant broadening mechanism. Doppler broadening, therefore, is at least

an order of magnitude larger than the next largest broadening mechanism.

3.1.4 Metastable Quenching

The 3d2G9/2 metastable state is populated through collisions. While this state

lies 19.12 eV above the ground state, not all of the energy needs to come from

electron-ion collisions [104]. While electron-ion collisions dominate the ionization
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and metastable creation, a metastable state can also be achieved by Coulomb col-

lisions between ions in different electronic states [105] as well as through step-wise

excitation [106].

The LIF scheme described here probes a metastable state. Assuming electron-

ion collisions are the dominate mechanism, LIF signal is dependent on the density

and electron temperature of the plasma such that [107]

ILIF ∝
√
n2Te, (3.9)

where

n2 = nine ≈
nj
〈σv〉0j

∑
i<j

Aij. (3.10)

Here n is the plasma density, nj is the density of ions in the metastable state j, 〈σv〉0j

is the velocity distribution averaged cross section for electron impact excitation from

the ion ground state to j, and
∑

i<j Aij is the sum of the spontaneous transition

rates from the metastable state to all lower states [97].

Once excited, the ions will remain in the metastable state for an average lifetime

before decaying back to the ground state. The lifetime of the metastable state

probed here is difficult to measure, but recent works have employed the use of

wave-particle interactions to determine a lifetime of tArII∗ ≈ 18 µs [105, 108]. In

addition to simply decaying, particles in a metastable state can be forced into states

without emission at 461 nm through interactions with the plasma. These quenching

processes are [109]:

1. Diffusive losses to the wall.

2. Two-body collision with neutral atoms. These can result in;

• excitation to a higher state.

59



3.1. LASER INDUCED FLUORESCENCE

• de-excitation to a lower state.

• formation of an unstable diatomic molecule and collision induced radia-

tive transitions.

3. Three-body collision with two neutrals and production of a stable, excited

molecule.

4. Collisions between a pair of metastable atoms resulting in an ionization of one

and de-excitation of the other.

Therefore, to ensure sufficient LIF signal, ample metastable state density is essential

and metastable quenching mechanisms must be mitigated.

In REVAN, LIF signal decreased with increasing source pressure, suggesting

metastable quenching at higher pressures. Equation 3.9 shows that an increase in

pressure, and therefore plasma density, should result in an increase in metastable

density and signal, assuming constant ionization. Therefore, the observed decrease

in signal suggests the metastable state is quenched before it is measured.

Equation 3.9 is also proportional to electron temperature. In ICPs, as pres-

sure decreases electron temperature increases. This is due to the anomalous skin

effect which is associated with preferential collisionless heating (Section 2.2.2) [110].

Therefore a lower source pressure produces more electrons with energies capable of

exciting ions to the probed metastable state. Therefore an operating pressure of ∼ 1

mTorr was chosen for these experiments.

The collisional quenching rate rQ for Ar II 3d2G9/2 is given as [105]

rQ = nnσ

√
8kBTn
πmn

(3.11)

where nn is the neutral density, σ is the quench cross-section, Tn is the neutral

temperature, and mn is the mass of the neutral particles. So as the pressure increases

so will the collisions in the system. As collisions increase, the probability that
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a metastable state is depopulated increases. Additionally, an increase in pressure

results in a decrease in the electron mean free path, limiting the energy electrons can

gain from the field, as well as increasing the electron induced collisional quenching

[111]. Therefore, quenching prevents high pressure LIF measurements in REVAN.

3.2 Optics

3.2.1 Beampath

A schematic of the laser beampath is given in Fig. 3.4. The injection beam is

produced by a 10 W Nd:YAG pump laser and a Sirah Matisse DR (dye ring) laser. A

Rhodamine 590-Ethylene Glycol dye solution converts the green 532 nm pump laser

to 611 nm red light. The laser outputs a peak power of ≈ 1.5 W at λvac = 611.6616

nm.

When the laser exits the cavity it is split by a 90:10 optical blank. Of the ≈ 10%

laser power taken from the main beampath, 90% is sent to a room temperature

Figure 3.4: The injection and collection path for LIF. This setup is consistent be-
tween both optical methods used with the exception of the injection fiber and the
use of a neutral density filter.
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iodine cell and the other 10% is fiber coupled to a Bristol 621 wavemeter. The

wavemeter provides real-time measurements of the laser’s wavelength while the laser

is sweeping. The wavemeter has an accuracy of δλlas = ± 0.0001 nm which results in

a velocity error of δvWM ≈ 50 m/s. The iodine cell produces well defined absorption

peaks used for frequency calibration.

The other 90% of the laser power travels along the main injection path. After

the beam splitter, the laser beam passes through an Optics For Research IO-5-

633-PBS optical diode. This optical diode only transmits 83% of laser power, but

safeguards the Matisse from damaging reflections. The laser beam then passes

through a mechanical chopper which modulates the laser beam at a frequency of 5

kHz. After modulation, the laser is reflected off two steering mirrors with ≥ 98%

reflectance each before coupling into a fiber port.

After the fiber port, the laser can travel by two different types of optical fibers,

depending on the choice of injection optics. Single mode (SM) fibers have a relatively

low transmittance (≤ 50%) due to their core size of �5-10 µm. While this limited

transmitted laser power to ≈ 33% out of the fiber, the benefit is a much better

Gaussian, point-like, beam from the fiber. This allows the injected laser to maintain

better beam properties, specifically beam diameter, which results in better spatial

localization. Multimode (MM) fibers, which have much larger cores of �200 µm or

more make alignment easier, and have a power transmission of ≈ 80%, but with a

trade-off of a rapidly diverging beam.

The light emitted from the plasma is coupled into a �1 mm core MM fiber

by collection optics. It is advantageous to use a large core fiber for collection in

order to maximize the collected signal even at the cost of spatial localization. The

461 nm fluorescence is transmitted to a Hamamatsu HC 120-05MOD IR-sensitive

photomultiplier tube (PMT). Fluorescence signal is selected from the background

emission by a 1 nm FWHM bandpass filter centered at 461 nm and has a maximum

transmission of ≈ 72%. The PMT converts the collected light into an electrical
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current and sends it a Stanford Research Systems SR830 lock-in amplifier. The

lock-in amplifier is referenced to the mechanical chopper such that only signal at

the modulated frequency (5 kHz) is recorded. Uncorrelated background emission is

rejected. For an in-depth explanation of lock-in amplifiers the reader is directed to

Reference [112].

3.2.2 Confocal System

The primary optical diagnostic tool in this work is the confocal telescope. This opti-

cal arrangement benefits from concentric injection and collection paths, allowing for

LIF measurements along a single axis. This feature is immensely beneficial because

it requires only one point of optical access, allowing measurements in previously re-

stricted regions of the plasma [114]. This is achieved by making the collection cone

hollow and injecting down the center of it. This is beneficial in that line integration

of signal is reduced since the injection and collection only overlap at the focal plane,

increasing spatial localization. The trade off is that a hollow profile reduces signal,

resulting in a lower signal-to-noise ratio (SNR).

Figure 3.5 shows the injection path (red) and the collection path (blue) for the

confocal apparatus. Laser light is delivered to the system by a SM fiber. The

Figure 3.5: Ray tracing diagram for the confocal telescope system. The components
are as follows: collimator (COL), mirror (MIR), focusing lens (OBJ), focal point
(FOC), compression lens (L4), diverging lens (L3), pinhole lens (L2), pinhole (PH),
fiber lens (L1), fiber port (FP). In this arrangement the mirror doubles as the
obstruction. Reproduced with permission from Ref. [113], all rights reserved.
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light exits the fiber into a 2 mm reflective collimator, travels to a turning mirror

that redirects the beam 90◦ into a �2” plano-convex focusing doublet lens. This

arrangement keeps the injection beam diameter small with minimal divergence so

that at the focal plane there is point-like illumination. However, using an SM fiber

can lead to power broadening. At the focal point of the beam the power density is

sufficient to saturate the ion metastable transition. To avoid this, a neutral density

filter (NDF) was placed before the fiber port and reduced the coupled laser power

by ≈ 85%. With this in place, the typical power deliver to the plasma was ≈ 4 mW.

The emitted fluorescence is isotropic. Therefore a subset of the emitted photons

are collected by the focusing lens’s solid angle. Collected light passes through the

doublet and is collimated before being compressed and focused into a MM collection

fiber. The amount of light incident on the collection fiber is determined by the size of

the obstruction, which blocks the part of optical path to create the hollow collection

profile, and the pinhole. Together these two components create a collection annulus.

The geometric properties of this annulus are significant in determining the spatial

localization of the system. Shown in Fig 3.6 is the injection beam and back-lit

collection path at and near the focal plane. The outer diameter of the annulus is

determined by the pinhole while the inner diameter is determined by the size of the

obstruction. Having a thicker annulus will collect more signal, but at the cost of

spatial localization. An approximation of the depth of field and spatial localization

for this system is given in the appendix of Reference [113]. This optical arrangement

is attached to a linear stage with an external position reference, giving it a position

uncertainty of δz = ±0.28 mm.

Practically, the spatial localization is found using a beam profiler. Far from the

focal plane the annulus and injection beam are two, distinct structures. Closer to

the plane they begin to overlap until they are focused at the same point. Despite

beginning to overlap before the focal plane, little to no signal will be collected since

the energy density in the wings of the Gaussian beam is low. An annular collection
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Figure 3.6: Beam profile and collection annulus profile after the doublet lens in the
confocal telescope at various lengths. The collection annulus will start to overlap
the injection beam closer to the focal plane so that there is minimal line integration
of LIF signal. Reproduced with permission from Ref. [113], all rights reserved.

cone reduces line integration, making the focal point so spatially sensitive that the

injection beam must precisely overlap the annulus for signal to be observed with

the confocal system. This optical arrangement has sub-millimeter resolution at the

focal plane [100]. However, in REVAN the system was signal starved, necessitating

a �100 µm pinhole with a obstruction diameter of ≈ 1.2”. This gave a spatial

localization of 1 mm and a depth of field of ≈ 2 mm.

It should be emphasized that the work done here is only possible with the use

of this confocal system. Since LIF is performed along a single axis, the focal plane

lies within the plasma source. Additionally, the non-perturbative nature of LIF

allows for in situ measurements of the ion properties at and near the aperture. The

maximum measurable depth in REVAN is 25 mm past the front of the aperture.

This limit is set by the focal length of the system. For distances more than 25 mm

into the source, the collection cone is obstructed by the aperture. Theoretically,

the entire depth of the source is accessible by the confocal system by increasing the

focal length. However this leads to decrease in spatial localization at the focal plane

from optical aberrations and less signal is obtained due to a smaller fraction of the

collection solid angle [83].
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3.2.3 Conventional Optics

An orthogonal configuration of injection and collection paths is the standard for

LIF measurements. In this way, the injection and collection optics are uncoupled,

and it is much simpler to align. This crossing optical arrangement was used when

measuring the plasma outside of the aperture. Figure 3.7 shows the 2D stage used

in this experiment where injection and collection optics are connected to linear

motion stages and, once initially aligned, allow for simple, repeatable translation.

Optical alignment of this system is achieved without the need of a beam profiler.

While this system provides much better signal, it decreases the spatial localization

to ≈ 2 mm at the focal plane. Additionally, this system does not have a hollow

collection profile resulting in line integration for the entire overlap of the collection

and injection optics. Therefore, the optics pick up more contributions from ions

near, but not at, the focal plane. This arrangement uses the same external reference

as the confocal system and therefore has a position uncertainty of δz = ±0.28 mm.

The injected light is carried to the 2D stage by a �200 MM fiber and is collimated

at the stage by a ThorLabs RC02SMA-P01 reflective collimator. The beam diverges

rapidly due to the non-Gaussian nature of the MM. Additional lenses were added

to the beampath to try and preserve collimation. The larger injection diameter

also circumvents the power broadening issue since the energy density is much less

when using MM fibers. Therefore, there is no need for an NDF in the beampath.

Collection optics incorporate a �2” doublet lens that focuses fluorescence into a

MM collection fiber for transport to the PMT. By swapping the cage mounted

lenses, injection in both ẑ and ŷ were performed. Due to the different distances to

the measurement region each configuration had a unique combination of lenses to

achieve the correct focal length.

A larger injection beam and collection optics increases the interrogated volume,

leading to less spatial localization. Ion beam dynamics often occur over small scales
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Figure 3.7: The optical arrangement used to obtain IVDFs outside of the ion source.
The collection cone is shown in blue and the injected laser is shown in red.

[115] and poor localization can also lead to broadening due to signal averaging over

a larger volume at the measurement location. If an ion beam is converging or

diverging, then the ions will have a radius dependent, radial velocity (ŷ). Therefore,

if the 2D stage is measuring a plasma volume exactly in the middle of the beam, but

the collection cone is sampling above and below, ions traveling both towards and

away from the injected laser will contribute to the LIF signal. This will produce a

double Maxwellian distribution that is difficult to separate when the ion velocities are
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Figure 3.8: IVDF obtained by the 2D stage in ŷ. The two peaks indicate that
the injection beam is reflecting off the far window and traveling back through the
plasma. The reflected beam has the same focal plane as the injected beam, but has
a fraction of the power and an opposite wavevector. This causes a second peak to
appear reflected about zero and with much less signal.

low velocities and can appear as a single, broad population. Fortunately, in REVAN

the velocities are large enough that the peaks are clearly separated. Reflections can

also cause a double Maxwellian distribution, as shown in Fig. 3.8, but these cases

are easy to distinguish due to the degree of separation between the peaks.

3.3 Langmuir Probe

Langmuir probes are one of the oldest plasma diagnostics and were first demon-

strated by Langmuir and Mott-Smith in 1924 [116,117]. The physical design of this

diagnostic is beguilingly simple. It is, at its core, a wire that is stuck into the plasma

and biased. However, the analysis of the collected current is still a very active area

of study [118]. An excellent overview of the different analysis techniques is given in

Reference [83].
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Figure 3.9: Image of the Langmuir probe assembly mounted on REVAN. It is cen-
tered on the extraction aperture, such that x = y = 0 and translates in ẑ.

3.3.1 Probe Construction

The probe tip consists of a length of �0.5 mm graphite soldered to a brass connector.

The graphite is shielded from the plasma by a casing of alumina (Al2O3) leaving only

2 mm of graphite exposed to the plasma. Also soldered to the brass connector is an

11 nF floating capacitor. This capacitor shorts high frequency plasma fluctuations to

allow the probe tip sheath to follow the rf potential. Both the probe tip and capacitor

are then fit through a Macor cap, which shields the internal vacuum side circuitry

from the plasma as well as adds structural support to the probe tip. Another Macor

cap is then fit over the exposed capacitor leg so that only the probe tip and alumina

jacket are interacting with the plasma. The atmosphere side of the assembly is

shown in Fig. 3.9 and mounted to REVAN such that it can translate along ẑ.

The probe assembly is attached to the to chamber by a custom welded flange, re-

placing the front window of REVAN with a �4.5” port in the center of an aluminum

blank (see Fig. 3.9). This allows for one-dimensional movement in the ẑ-direction

and is aligned with the center of the extraction optics and wafer. The probe tip
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Figure 3.10: The view inside the vacuum chamber from a �8” side port. The
Langmuir probe tip passing through the wafer and aperture is shown.

extends a distance 25 mm from the Macor cap to maximize measurement range in

the −ẑ-direction. Measurements are limited to z = −10 mm due to the Macor con-

tacting the biased wafer. Figure 3.10 shows the vacuum side of the assembly with

the probe at the maximum z-position. The probe is zeroed in the coordinate sys-

tem by visually aligning the tip with the face of the extraction optics. An external

scale is used for translation reference. This gives the probe a position uncertainty

of δz = ±1.03 mm.

3.3.2 Electronics

The EM waves in an ICP create an oscillating potential in the plasma and across the

sheath, which affects the I-V trace collected by the Langmuir probe [119]. This effect

is minimized by modifying the probe circuitry with rf-chokes [120]. By implementing

specific self-resonant inductors in the signal path, large impedance values will block
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fluctuations at their corresponding rf frequencies. To achieve full coverage, inductors

at the full, half, and double resonant frequencies of 13.56 MHz were soldered into

the Langmuir probe circuit. Figure 3.11 shows the electrical diagram of the probe

circuit.

Lenox-Fugle International, Inc. inductors were used with self-resonant frequen-

cies of 13.2 MHz, 6.8 MHz, and 26 MHz. An Agilent 33220A Arbitrary Wave-

form Generator was used to confirm the signal reduction at these frequencies. The

waveform generator produced a 13.56 MHz signal which was filtered through the

Langmuir probe and was compared against an unfiltered signal with a Textronics

Oscilloscope. Figure 3.12 shows the complete attenuation of a 13.56 MHz signal,

which was also confirmed at 27.1 MHz and 6.78 MHz.

3.3.3 Analysis

3.3.3.1 I-V Trace

The Langmuir probe is biased with a Keithly 2400 SourceMeter, which also records

the collected current. The bias probe potential VB is swept from negative to positive

Figure 3.11: An electrical diagram of the Langmuir probe circuit. The inductors
have a self resonance at L1 = 6.8 MHz, L2 = 13.56 MHz, and L3 = 26 MHz. To
short high frequency plasma fluctuations, an 11 nF floating capacitor C is soldered
in parallel with the probe tip. The Macor cap is denoted by the dashed line.
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Figure 3.12: a) Shows the sourced 13.56 MHz signal (blue) and the result of the
signal passing through an unfiltered Langmuir probe (yellow). b) Shows the signal
at 13.56 MHz with the rf-choke in place and is compared source signal. As seen, the
rf-choke can efficiently filter the antenna frequency of 13.56 MHz.

values to produce an I-V trace, shown in Fig 3.13. The probe only collects particles

that have sufficient energy to overcome the applied bias to the probe tip. There are

three distinct regions in the I-V trace [121]:

• Ion Saturation Region: When the probe is biased very negatively, few

electrons have the energy needed to overcome the bias. Therefore, the current

collected in this region is from ions. If the bias is sufficiently negative, then

the ion current will saturate, giving an approximately constant current value.

This region is defined as when the bias potential is much less than the floating

potential (VB � Vf )

• Transition Region: Between the floating potential Vf and the plasma po-

tential Vp is considered the transition region (Vf < VB < Vp). In this bias

range, both ions and energetic electrons will contribute to the probe’s current.

If the electrons in the plasma are Maxwellian, then the electron current will

increase exponentially with increasing voltage in this region.

• Electron Saturation Region: When the probe reaches high positive biases

(VB � Vp) the total current will be approximately constant. The probe will

collect all electrons that enter its sheath and repel ions.
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3.3.3.2 Fluid Quantities

Given that REVAN has no magnetic fields in the measurement region, the conven-

tional method [29], also known as the non-drifting Maxwellian electrons method

[122], is used to calculate ne and Te. All measurements with the Langmuir probe

were taken with a wafer bias of 0 V. This was to prevent arcing from the wafer to

the probe. Without this bias there is no unipolar sheath and electrons are collected

in all regions.

The total current Itotal collected by the probe tip is the net flux of both impinging

ions and electrons such that

Itotal = Ie − Ii, (3.12)

where Ie is the electron current and Ii is the ion current. The transition region

yields the most relevant quantities, typically with significant noise. These random

fluctuations are exacerbated when taking a derivative of the signal. To minimize

the uncertainty associated with the inherent noise, a smoothing spline is fit to each

trace before processing.

The ion saturation current is calculated by fitting a line to the region of the

trace with very negative bias and extrapolating a linear fit across the sweep. This

step also introduces some uncertainty as the ion saturation region is dependent on

sheath expansion for cylindrical probe tips. As the bias becomes more negative, the

ion collection sheath expands, allowing for an increased flux of ions to the probe tip.

This manifests itself as a linearly decreasing current in the I-V trace. After the ion

current is determined, it is added to the total current from Eqn. 3.12 to isolate the

electron current.

Once Ie is determined, several plasma parameters are extracted from the I-V

sweep. Here, the plasma potential is defined as the inflection point of the electron
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Figure 3.13: An example I-V trace obtained in a REVAN plasma. The collected
current (solid) was produced by a spline fit. The ion saturation current is fit to a
straight (dashed) line and the floating potential Vf is shown. At very negative biases
(VB < 30 V) arcing occurred. This results in a sudden decrease in current which is
not part of Isat and is not considered when determining the ion saturation current.

current. This is obtained by taking the first derivative of Ie and calculating the

maximum of the derivative. The floating potential is the value at which the total

current crosses Itotal = 0.

The electron distribution function f , assuming a non-drifting Maxwellian, has a

form of [122]

f(~x,~v, t) = ne

(
me

2πTe

)3/2

exp

[
−mev

2

2Te

]
. (3.13)

This is related to the current density je to the probe through

je(VB) = e

∫
f(~x,~v, t)~vz · n̂ d3v (3.14)

= ene

(
me

2πTe

)3/2 ∫ ∞
vmin

exp

[
−mev

2

2Te

]
~vz dvz, (3.15)

where n̂ is the direction normal to the probe’s surface. Integrating Eqn. 3.15,
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and multiplying by the probe tip’s area Ap, an expression for the probe current is

obtained,

Ie(VB) = I∗e exp

[
−e(Vp − VB)

Te

]
, VB ≤ Vp (3.16)

Ie = I∗e , VB > Vp. (3.17)

Here, I∗e is the electron saturation current. Equation 3.16 is a relation between the

electron current and the electron temperature. Taking the derivative of the natural

log of Eqn. 3.16, the electron temperature is rewritten as

Te =

[
d ln Ie(VB)

dV

]−1

. (3.18)

Therefore, the electron temperature is the inverse slope fit to a semi-log plot of the

derivative of the electron current. An example of the fit, from which the electron

temperature for a given electron energy probability function (EEPF) was calculated,

is shown in Fig. 3.14.

For a Maxwellian distribution, the electron saturation current has the form of

Isate =
neeAp

4

√
8kBTe
πme

. (3.19)

Therefore, the electron density is calculated from Eqn. 3.19:

ne =

√
2πme

kBTe

Isate

eAp
, (3.20)

if the electron saturation current is known.

Determination of the electron saturation current, however, introduces its own

uncertainties. The electron saturation current is the current at the plasma poten-

tial. The analysis carried out here identifies the plasma potential as the inflection

point of the I-V trace as done in References [110, 123]. Alternatively, the plasma
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Figure 3.14: a) The isolated electron current from an I-V trace is shown, as well as
the inflection point (diamond). b) Is the semi-log of Ie with a linear fit applied to
the transition region of the trace for temperature calculation.

potential can be taken at the ”knee” of the I-V curve and is found by the intersection

of extrapolated transition region and electron saturation region fits [122]. Adding

further uncertainty to the plasma potential is the fact that it is in an exponential re-

gion, so a change of a few volts can lead to large changes in measured current. Using

these two methods, the electron saturation current typically carries an uncertainty

of δIe ≈ 20% [83].

The electron saturation current was used to calculate plasma density, instead of

the ion saturation current, because of the non-classical shape of the I-V traces inside

REVAN. A comparison of I-V traces obtained inside and outside of the ion source

are shown in Fig. 3.15. The steadily decreasing total current in the ion saturation

region, for measurements inside the plasma source, makes it impossible to get a

density value from the ion saturation current. This shape is not from contamination
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because the typical I-V trace was recovered outside the source after all measurements

were performed. One possibility is the presence of fast electrons [124]. This is

unlikely though as there is no applied potential to create an electron beam.

Another possibility is that the probe is experiencing a rectification current due

to the rf field. Rf rectification occurs when an rf potential across a sheath produces

a time-averaged change in the sheath’s current and/or voltage [125]. The sheath

can respond by an increase in the plasma potential to cancel the increased electron

current. This explains the high Vp seen in the I-V trace and is more probable

than an electron beam in REVAN. Additionally, the discharge during Langmuir

probe measurements was operating in E-mode (see Appendix A) and therefore the

antenna’s potential is not attenuated inside the ion source.

3.4 Gaussmeter

REVAN has a magnetic cusp field in the ion source to improve plasma uniformity.

Cusp fields are not uncommon in these sources as they extend operational lifetime

of the source. However, introducing magnetic fields will severely change the ion

and electron dynamics. The strong potential applied to the wafer gives rise to the

Figure 3.15: A comparison of I-V traces obtained a) outside the ion source and b)
inside the ion source. The non-classical shape inside the ion source is most likely
due to an rf sheath rectification.
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possibility of an ~E× ~B drift in the system. To confirm that the extracted ions are not

subject to any additional forces, the magnetic field was confirmed to be negligible

on the axis of the beam.

Magnetic fields in REVAN were measured with a Lake Shore gaussmeter probe

(455 DSP). This gaussmeter has an operational range of mG up to kG with 0.02 mG

resolution and ±0.075 mG accuracy [126]. The sensor is a rectangular InAs or GaAs

semiconductor in the probe tip that is supplied with a current from the gaussmeter.

When the sensor is in a magnetic field, the semiconductor’s electrons feel a Lorentz

force. This force causes the electrons to drift orthogonally to both the current and

magnetic field.

This creates a charge separation in the semiconductor, the build up of which

results in an internal electric field,

~EG = − 1

ne
~J × ~B. (3.21)

This electric field has an associated electric potential between two sides of the de-

tector. The electric potential is related to magnetic field strength by

Vs = γBB sin θ, (3.22)

where Vs is the potential across the sensor, γB is a proportionality constant, B is the

magnetic field in G, and θ is the angle between the magnetic field and the normal

of the sensor.

The probe tips, shown in Fig. 3.16, have a configuration such that only the

magnetic field along the axis of the probe is measured, or fields normal to the

sensor’s face. The gaussmeter is calibrated using a µ-metal jacket to zero the circuits.

Magnetic field measurements are displayed by digital read-out of the circuits and

recorded by hand. Measurements confirmed that the cusp field is created by rare-

earth magnets of 10000 G strength. The strength of the magnetic field decreases
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Figure 3.16: The two types of Gaussmeter configurations. The top image is used
for axial field measurements while the bottom image is used for transverse fields
measurements.

rapidly with distance, producing a field of 5.79 G at the aperture and 0.49 G at the

wafer. At the farthest measurable distance inside the source (z = −25) the field was

33.17 G.
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Results

4.1 Introduction

Measurements were made of the ion velocity distribution function (IVDF) both in

the beam and in the ion source for different extraction geometries. Depending on

the extraction aperture, potential, and source properties the extracted ion beam will

have a different focal point due to the curvature of the plasma meniscus boundary.

This boundary is formed by the balance between the Debye sheath formed inside

the ion source and the unipolar sheath formed by the extraction potential. The aim

of this investigation was to quantify how controllable source properties affect the

formation and trajectories of extracted ion beams.

4.2 Angled ion beam from a slit

Initial experiments in REVAN were conducted to investigate whether LIF was ca-

pable of measuring extracted ion beams as well as resolving a beam angle. The slit

optics (Sections 2.4.2.1 - 2.4.2.2) were used to produce an angled ion beam shown

in Fig. 4.1. For these measurements, there was no extraction potential since the ion
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current shorted any applied bias. Therefore, a meniscus is not formed and the ions

diffuse out of the slit according to the Debye sheath. The ions exit the ion source

through a 5 mm gap, which makes the formation of a continuous Debye sheath

possible. However, due to the restricted optical access of the slit optics, confocal

measurements of the meniscus could not be performed.

Measurements were taken outside of the source with the 2D optical arrangement

for a constant power of Pf = 4 kW in both the ŷ and ẑ directions. Due to the large

extraction area for the slit optics, the ion signal was low in the extracted region.

This limited the rf power for ion measurement to Pf = 4 kW because lower power

would not produce enough metastables for measurement and at higher powers the rf

Figure 4.1: Diagram of the slit extraction optics and the angled flow of ions through
the slit.
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Figure 4.2: The ion beam velocity and relative metastable density as a result of the
slit optics. The density is shown in the colormap and is normalized to one. The
magnitude of the arrows are scaled such that the largest arrow is equal to 9.5 km/s.
A divergent beam is clearly evident in both velocity and density.

generator would overheat. The IVDFs obtained with this configuration had a non-

Maxwellian lineshape so the moments of the distribution (Eqns. 3.3 - 3.4) were used

to calculate relative ion density and velocity. Multiple, repeated shots were taken

at a fiducial location outside the source. These measurements provide statistics on

the reproducibility of the plasma as well as the experimental uncertainty inherent

in the 2D optical arrangement measurements and give an uncertainty in metastable

density δni,2D < 1%. The wavemeter has a velocity uncertainty of δvW.M. = ±93

m/s, which when combined with the standard deviation in velocity gives a total

velocity uncertainty of δv2D ≈ ±125 m/s.

In this coordinate system, z = 0 mm is the front of the extraction optics, x = 0

mm is the center of the ion source, and y = 0 mm is the bottom of the extraction
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slit. Data were obtained at 1 mm increments from z = 0 to z = 10 mm, while

measurements in y were obtained at 2 mm increments between y = 0 mm and

y = 30 mm. All measurements were taken in the x = 0 mm plane. Figure 4.2

shows the ion velocity overlaid with the relative metastable density for an ion beam

produced by the slit optics. The relative metastable density was calculated from

the average of the ẑ and ŷ contributions at each location and then normalized to

one. The arrows show the ion velocity at each measurement location, and their

magnitudes are scaled such that the largest arrow represents a velocity of 9.5 km/s.

Ion signal in was too low at z < 3 mm and y < 10 mm for velocity to be calculated.

From the measurements in both density and velocity, there is a clear beam

structure that is diverging. It starts centered at y = 26 mm and with a width of

≈ 8 mm. As this beam propagates through the vacuum chamber, the beam spreads

out according to the velocity flow field, with little to no density increase above

y = 26 mm. Most of the beam density spreads out to lower y values, as expected

for a beam generated by these extraction optics. By the end of the measurement

region, the beam has expanded to ≈ 14 mm. The angle of this beam is found by

locating the peak density at z = 0 mm and z = 10 mm and using trigonometric

relations to obtain a beam angle of ≈ −30◦ with respect to ẑ. This angle is not

as large as expected given the sharp angle of extraction from the optics. However,

given the large ion velocity in ẑ this shallow beam angle is not unreasonable. The

ions in the source must already have a large ẑ velocity when they interact with the

Debye sheath, which imparts a relatively small velocity in the −ŷ-direction, resulting

in a shallow beam angle. While these measurements proved that LIF can measure

angular beam properties for a semiconductor processing ion beam, the configuration

did not provide the level of control necessary to investigate the ion dependencies on

source parameters. Therefore the rest of the work was performed with the aperture

optics.
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Figure 4.3: View of the REVAN chamber and the three areas investigated: the
source region, the aperture region, and the extraction region.

4.3 Ion beam extracted from a plasma meniscus

REVAN has three distinct regions in which measurements were performed. Deep in

the source, z ≤ −10 mm, where electrons are affected by the induction field is called

the source region. The aperture region, −5 ≤ z ≤ 1 mm, is where the particles

encounter the Debye sheath and are accelerated according to the sheath’s potential

structure. The topology of the potential in this region changes depending on source

parameters, governing downstream ion properties. Lastly, the region outside of the

source, z ≥ 1 mm, where an ion beam forms in a unipolar sheath and is accelerated

through the vacuum chamber to the negatively biased wafer, is called the extraction

region.

Because the extraction area of the aperture optics was much smaller than the slit
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optics, there was a higher ion signal in the beam, allowing for measurements at Pf =

1, 2, 3, and 4 kW of rf power. Additionally, the biased wafer was maintained at a

steady potential since the extracted ion current was lower in this configuration. This

allows for a more controllable ion beam because source parameters and bias potential

now affect the plasma meniscus structure. Therefore, the source properties’ effect

on the extracted ion beam was investigated for the aperture optics configuration.

Due to source degradation, H-mode operation was not possible for measurements

outside of the source. These extraction region data were obtained towards the end

of the experimental campaign and disagreement between early and late fiducial

measurements indicated that the plasma source was no longer inductively coupled.

Attempts to restore REVAN to operate in H-mode were unsuccessful, so for these

measurements the source was operating in E-mode. A discussion of troubleshooting

methods attempted is given in Appendix A.

Ion properties were measured along the path of the extracted ions for z > 0

mm. These measurements were taken with the 2D stage along the axis of the beam.

Both the ẑ and ŷ components were measured at three locations along the beam

(z = 1, 7, 12 mm). While these measurements were taken in an E-mode plasma,

the sheath theory previously discussed in Section 1.3.1 is still true. Therefore, the

focal point should be dependent on the meniscus shape with more concave menisci

producing shorter focal points and convex menisci producing divergent beams. The

major difference in these measurements is that the ion density in the source is

lower. This prevents these measurements from being directly comparable to the

data reported later in Section 4.5, but nevertheless provide important insights into

the properties of extracted beams.

Two potentials, 0 V and 3000 V, were compared for all input powers. In the

case with no bias, Fig. 4.4 shows the resulting ion motion through the Debye sheath

without an extraction potential. The beam is only dependent on the rf-input, which

dictates the length of the Debye sheath. Since there is no unipolar sheath without
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Figure 4.4: Measurements of the ion population outside of the source for no extrac-
tion potential. The metastable density of the ions is shown by the colormap and has
been normalized to the largest density signal across all powers. The red arrows show
the velocity of ions. The arrows’ magnitudes have been scaled so that the largest is
equal to the maximum speed of 12,000 m/s.

an extraction potential to form a convex meniscus, all beams are divergent. At

Pf = 1 kW and Pf = 2 kW the ion signal is relatively low. For Pf = 3 kW, the

relative density signal persists for z = 2 − 7 mm. This indicates that the beam is

overall divergent, but has good collimation up to z = 7 mm. At Pf = 4 kW the peak

density is at z = 0 and drops at further measurement points. This shows that at

higher powers the Debye sheath produces beams with a higher degree of divergence
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Figure 4.5: Measurements of the ion population outside of the source for a 3000 V
extraction potential. The metastable density of the ions is shown by the colormap
and has been normalized to the largest density signal across all powers. The red
arrows show the velocity of ions. The arrows’ magnitudes have been scaled so that
the largest is equal to the maximum speed of 105,000 m/s.

where most of the ions diverging rapidly after z = 0 for Pf = 4 kW. At Pf = 3 kW

the the beam is more collimated, losing signal due to divergence after z = 7 mm.

In Fig. 4.5 the wafer is biased to 3000 V and the plasma meniscus is balanced

by a constant unipolar sheath and a Debye sheath. Pf = 1 kW and Pf = 2 kW

have relatively low density signals making the beam difficult to detect, similar to
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Fig. 4.4. At 3 kW the relative density suggests a focal point close to the aperture,

while 4 kW has a focal point closer to z = 7 mm. Comparing Fig. 4.4 to Fig. 4.5,

the data follows the predictions for the focusing of an ion beam due to curvature

changes in the plasma meniscus. Since the Debye sheath more strongly opposes the

unipolar sheath for Pf = 4 kW compared to Pf = 3 kW, the radius of curvature is

greater and the focal spot is further from the source at larger rf power.

In an ideal laminar beam, the particles flow in layers that never intersect. There-

fore, particles at the same radial position must have the same transverse velocity

and the magnitude of the transverse velocity is linearly proportional to the distance

from the axis of the beam (Fig. 4.6). Assuming a laminar beam, the focal properties

of the beam are determined from the velocity in the transverse direction [115]. If the

Figure 4.6: Diagram of the transverse ion velocity along the path of extraction
for a focused beam. For a laminar beam, the transverse velocity (red arrows) will
decrease until the focal plane is reached, after which the velocity will increase. An
approximate z = 7 mm location is designated in order to put the results at 4 kW
into context.
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transverse velocity vy decreases with increasing distance, then the beam is coming

to a focal point, while if the velocity is increasing with distance then the beam is

divergent. The values of ion temperature and velocity in ŷ and ẑ for 0 V and 3000

V applied biases are given in Fig. 4.7 and Fig. 4.8, respectively. In Fig. 4.7 the ion

velocity in ẑ is mostly uniform, with an average velocity of ≈ 10, 000 m/s. The ion

temperature in both directions is room-temperature at ≈ 0.025 eV. Due to the large

amount of noise at lower powers, Pf = 2 kW has an artificially large temperature

and low velocity. In the case of 0 V, all rf powers, except Pf = 2 kW, produce

a positive slope in vy throughout the measurement region. As mentioned before,

Figure 4.7: The velocity and temperature calculated for IVDFs outside the source
in both ẑ- and ŷ-directions with no extraction bias. The ion temperature is close to
room temperature for both components. The positive slopes for Pf = 3 and 4 kW
in vy indicate the beam is diverging.
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Figure 4.8: The velocity and temperature calculated for IVDFs outside the source
with a 3000 V extraction potential. The ions heat significantly in ẑ, peaking at
z = 7 mm and cool with distance in ŷ. The negative, then positive slopes in vy
indicate Pf = 3 kW and Pf = 4 kW produce a focused beam near the middle of the
measurement region.

lower ion signal at Pf = 1 kW and Pf = 2 kW introduce significant noise to the

IVDFs, making it difficult to measure reliable ion properties at distances far from

the source. This is also true for Pf = 3 kW at z = 12, where the ion density is

relatively low.

At 3000 V applied bias, shown in Fig. 4.8, the ion velocity in ẑ increases uni-

formly for all input powers. The maximum speed obtained near the biased wafer is

≈ 105 km/s. A first order approximation for the predicted ion speed at 3000 V can

be found assuming conservation of energy: (1/2)mv2
z = eU , and solving for velocity

90



CHAPTER 4. RESULTS

gives vz ≈ 120 km/s. While the discrepancy is still sizable, ∆vz = −15 km/s, the

two values are comparable. Given that the ions have high temperatures at 3000

V, the plasma is collisional and energy is not necessarily conserved. Moreover the

modification to the biased wafer affects the accelerating potential in additional to

difficulty measuring 12 mm with the 2D optics, so the ions measured here have not

accelerated through a full 3000 V potential.

Measurements for Pf = 1 kW and Pf = 2 kW in ŷ at 3000 V have poor SNR

but give generally positive slopes. For these powers, the Debye sheath will not be

able to overcome the unipolar sheath and the meniscus should produce overfoucused

beams. For Pf = 3 kW and Pf = 4 kW, the slope is negative between z = 0 and

z = 7, indicating a focusing beam. The negative value at z = 7 is due to the large

collection volume near the focal point measuring ions below the y = 0 plane. Then

between z = 7 and z = 12 the slope is positive, indicating that the measurements

were taken on the far side of the focal point and the beam is therefore diverging.

The same trend of focusing and diverging is shown for Pf = 4 kW.

4.4 Ion flow and temperature in the meniscus re-

gion

Measurements of the IVDF were taken near the aperture of the Applied Materials

ion source. Data were obtained at a constant source power of Pf = 3 kW with an

extraction potential Vb between 0 V - 3000 V at a constant pressure of 1 mTorr in an

argon plasma. These measurements represent the first non-perturbative, localized

measurements of the plasma meniscus region.

In the aperture region, between z = −3 mm and z = +1 mm, IVDFs were

obtained for different biases at constant rf power. These measurements covered 4 mm

of depth near the aperture as well as the area of the aperture opening. Measurements
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Figure 4.9: Ion flow through the aperture. A 3x3 grid, with measurements in x and
y at 2 mm increments, was obtained for each z position, then interpolated to create
velocity contours. The velocity increases uniformly in the z plane for increasing z
and potential for a) - c). d) Indicates a concave boundary at z = −3 in both the x
and y plane.

were taken at x = −2, 0, 2 mm and y = −2, 0, 2 mm for each z plane, giving a full

view of the ion properties through the aperture. A constant power of 3 kW was

chosen because it provided a suitable balance of LIF signal, scan time, and avoided

the need to power cycle. The velocities from these scans are shown in Fig. 4.9 for

each bias potential. The ion properties in this region are obtained from the moments

of the distribution.

Figure 4.9a-c shows that the ion velocity is largely constant across each fixed z

plane. The velocity increases with increasing z and applied potential for Vb < 2000

92



CHAPTER 4. RESULTS

V. At a bias of 3000 V, the ion velocity through the aperture is slower than both

the 1000 V and 2000 V cases. Additionally, Fig. 4.9d shows slow ions in a concave

shape at z = −3 for the x = 0 and y = 0 planes. There is also a consistent trend

of higher flows at x = −2 mm for Fig. 4.9a-c. Since this trend seems to be location

dependent, it is most likely a geometric effect due to asymmetries in the aperture.

The ion temperature for the same region is given in Fig. 4.10. The measurements

range from approximately 0.2 eV to 0.7 eV. There is also an artificial “hot spot”

at z ≥ 0 mm due to scatting of injected light off the extraction optics. There is

no consistent spatial dependence of the ion temperature throughout the aperture

region. However, the ion temperature does increase with potential up to Vb = 2000

V by as much as 0.5 eV. This indicates that the ions close to the aperture are

responding to the wafer’s applied bias. If the ions are heating due to the presence of

an electric field, it is expected that the peak ion temperature occurs at the largest

Vb. However, ion temperature measured for 3000 V have colder temperatures than

ion temperatures for 2000 V.

This break from the trend at Vb = 3000 V is present throughout the data collected

so far (Figs. 4.9 - 4.10). The 3000 V case is naively expected to have the fastest

and hottest ions, however, the velocity and temperature peak at 2000 V. Arcing

from the wafer to the source at 3000 V was observed, but this is a quick and very

sporadic effect that occurred on a much shorter time scale than the scan time of the

measurements. Since the trend appears across multiple input powers and confocal

collection patterns, the effects at 3000 V are not from errors in measurements.

Currently, due to the lack of previous investigations into the meniscus region, it is

difficult to determine the cause of this effect with certainty. However, a reasonable

conjecture is that at 3000 V the meniscus expands around the interior of the aperture

optics. This causes ions accelerated by the Debye sheath to exit at unfavorable angles

for extraction.

For all aperture measurements, the power is kept constant. Therefore, there
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4.4. MENISCUS FLOW AND TEMPERATURE

Figure 4.10: Ion temperature in the aperture region. Ions increase in heat with
increase applied potential for a) - c). d) Has colder ions than the 1000 V case.

are no effects from variation in rf power (ion density, collisions, electron heating).

Moreover, the ions are experiencing the biased potential between 0 V and 2000 V,

as evidenced by an increase in velocity and temperature. However, at 3000 V this

plasma meniscus structure is suggested to be destroyed. This could be due to an

“expansion” of the meniscus inside the aperture that results in an over-focused ion

beam. The expanded meniscus, shown in Fig. 4.11, occurs at sufficiently strong

applied potentials. Since the boundary of the meniscus acts as an electrostatic lens,

ions will exit normal to the boundary, which in the case of an expanded meniscus

are almost entirely in the transverse direction. When the meniscus is shallow the

majority of the ions are extracted, but as the boundary gets pushed further into the
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Figure 4.11: Two depictions of menisci with different radii of curvature. a) When
the curvature is small, most of the ions can be extracted through the aperture. b)
When the radius of curvature is large, the focal point can be inside the source and
very few ions have a favorable extraction velocity.

source and expands, more of the ions will exit the Debye sheath with trajectories

increasingly perpendicular to the direction of extraction. Therefore, the ions have

almost no initial velocity in the direction of extraction, resulting in slower measured

velocities than a shallower meniscus would produce.

4.5 LIF Measurements Inside the Source

LIF was used to obtain IVDFs inside the ICP source. This was facilitated by the

use of the confocal optics system, which allowed for measurements along ẑ inside

and outside the source. Measurements were taken at x = y = 0 to avoid clipping the

collection cone on the aperture, maximizing the measurement depth in the source

region. This allowed for a measurements range of −25 < z < 1 mm. Using the

standard deviation in velocity and temperature from fiducial measurements in the

source, measurements from the confocal apparatus has a total velocity uncertainty
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Figure 4.12: IVDFs obtained at Pf = 3 kW and Vb = 0 V a) z = 0 mm showing
non-Maxwellian features formed by a double Gaussian and b) at z = −25 mm with
a Maxwellian lineshape.

of δvconfocal = ±93 m/s and a temperature uncertainty of δTconfocal = ±0.02 eV.

Deep in the source, the IVDFs are Maxwellian but, for measurements closer to

the aperture, the IVDFs have a non-Maxwellian feature. Figure 4.12 shows the dif-

ference in distribution between a measurement near the aperture and deep in the

source. Mechanisms such as elastic or charge-exchange collisions may produce a

high-energy tail [127]. Another possible cause of this feature is a second population

of ions, close in velocity to the bulk distribution but slightly faster (Fig. 4.13). As-

suming this is the mechanism responsible for the feature, a bi-Gaussian fit is used to

obtain ion properties for both peaks. However, it is unclear what is producing this

feature, which leaves room for debate in the appropriate analysis method. To char-

acterize the ions in the following distributions, both analysis methods are applied

for completeness.

4.5.1 Bulk flow near the aperture from Two Population fits

In order to compensate for the non-Maxwellian features in the IVDFs a two Gaussian

fit was used. A bi-Gaussian is produced by adding a second term to Eqn. 3.2 such
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Figure 4.13: A comparison of the two fitting methods for the same IVDF obtained
at Pf = 3 kW, Vb = 1000 V and z = 0 mm. a) A single Gaussian fit to the peak,
giving u = 6000 m/s and Ti = 0.93 eV. b) A fit with a bi-Gaussian distribution
giving u = 5400 m/s and Ti = 0.31 eV for the bulk distribution and u = 7600 m/s
and Ti = 0.52 eV for the faster population.

that

ILIF (v) = α + C1 exp

[
−(m/2kB)(v − u1)2

T1

]
+ C2 exp

[
−(m/2kB)(v − u2)2

T2

]
,

(4.1)

where C is the normalization constant and the subscript 1 and 2 denote different

populations. One Gaussian tracked the bulk population and the other was used to

characterize the high-energy peak. However, due to how close the two peaks are and

the lack of physical constraints for the high-energy peak, it is difficult to reliably

fit the second population. This produces many possible velocities and temperatures

that give a “good” overall fit and prevents both populations from being reliably

characterized. Ion velocity of the bulk population, however, is reliably obtained if

the fit constraints for the high-energy population are relaxed. This is because the

bulk peak has a much more well defined peak and an example of this fit is shown

in Fig. 4.13. In this manner, the ion velocity of the bulk peak was obtained for all

IVDF measurements inside the source.

The velocity of the bulk distribution as a function of z is shown in Fig. 4.14.

The bulk ion velocity increases slowly deep in the source (z ≤ −10 mm) and much
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Figure 4.14: Bulk flow of the ion beam throughout the source for all powers and
all biases. Bi-Gaussian fits were used to isolate the velocity of the bulk population
(plotted here) from the high-energy population.

more quickly in the aperture region (z ≥ −5 mm). The flow of the bulk population

does not show any trend with increasing rf power, with the exception of overall

faster flows at 4 kW (Fig. 4.14d). While a 2000 V extraction potential produces the

fastest flows for Fig. 4.14b and c, the flows are largely independent of potential.

4.5.2 IVDFs in the source

As discussed above, using a bi-Gaussian fit makes the high-energy peak difficult to

reliably isolate. Even when subtracting the bulk population from the IVDF, the

low SNR of the high-energy peak prevents the calculation of fast ion properties.

However, the source parameters’ effects on the high-energy tail are apparent if the
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Figure 4.15: IVDFs comparing the signal at two different parameters with the high-
energy boundary. a) Lower ion densities which create noise structures throughout
the IVDF. b) Higher SNR, slightly reducing the appearance of noise.

full IVDF is viewed. In order to help distinguish the high-energy contribution from

the bulk population, the half-width at half-maximum of the bulk distribution is

calculated and added to the bulk flow. This location is calculated for each IVDF

and then a line is fit to these points, as shown in Fig. 4.15. This line serves as an

approximate boundary, above which the contribution is mostly from the high-energy

peak and below which the signal is from the bulk population.

Figure 4.16 shows the IVDFs at all measurement locations inside the source.

Each individual IVDF is normalized to unity so that the stronger signals in the

source do not overpower the weaker ion signal near the aperture. Measurements with

low SNR values, such as those for 1 kW, are visible but have significant noise that

obfuscate any high-energy features. Peaks in the source (z ≤ −10 mm) have strong

Maxwellian characteristics unlike distributions measured closer to the aperture.

The evolution of the high-energy peaks is traced by observing the IVDF signal

above the high-energy separation line. Figure 4.16 shows the high-energy border

for all measurements inside the source. In the aperture region (z ≥ −5 mm),

as the potential increases up to Vb = 2000 V, so too do the velocities of the high-

energy contributions. This produces a trend where the slope of the density structure

becomes steeper in the aperture region, Additionally, there is more signal in the high-
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Figure 4.16: All IVDFs obtained in the source and near the aperture of REVAN
with the confocal optical arrangement. Rows are constant powers and columns are
constant biases. The dashed white line represents the border of the bulk population
and the high energy contribution. Each IVDF is self normalized to one.

energy population with increasing bias relative to the bulk population. Furthermore,

the high energy contribution drops off at Vb = 3000 V, resulting in a lower average

flow and temperature, similar to the meniscus measurements in Section 4.4.

Given the results shown in Fig. 4.9, Fig. 4.14, and Fig. 4.16, the high-energy

peak is produced by ions created in the source that fall through the full potential

of the Debye sheath. This is why the high-energy peak is dependent on the applied

potential and the population appears fast because they are accelerated by the full

potential. This means that the bulk population, and therefore the majority of

extracted ions, are not controllable by the extraction optics. The presence of this

bulk population is similar to IVDF models of the beam halo [128]. In negative ion

sources, the beam halo is formed due to ions with velocities opposite the direction
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of extraction that fall into the extraction sheath [129]. This creates two populations

with different focal properties. However, at sufficiently high biases (Vb = 3000 V)

the high energy contribution is reduced due to the meniscus expansion, resulting in

a more uniform extraction. The mechanism producing the ions in the beam halo is

not determinable from the data obtained in this investigation.

4.5.3 Ions heat near the extraction region

The ion temperature is calculated from the second moment of the distribution func-

tion. Since the second moment is an integral over the entire distribution, this gives

an effective ion temperature, Teff. Figure 4.17 shows Teff for measurements inside

the plasma source.

Far from the extraction optics (z ≤ −10 mm) the ion temperature varies ≤ 0.1

eV at all powers except Pf = 4 kW. An rf power of Pf = 1 kW produces ion

temperatures of ∼ 0.05 eV, which is near room temperature. However, as input

power increases, the ion temperature deep in the source also increases. Since an

increase in antenna power will increase the heating of electrons, this suggests that

the electrons are collisionally coupled to the ions.

At Pf = 4 kW, a maximum temperature of 1 eV ions are measured near the

extraction region. The high-energy population of ions are heated in a collisional

presheath through collisions with neutrals [130]. Since this effect is dependent on

collisions an increase in power, and therefore pressure, will increase the ion heating.

Additionally, a higher extraction potential will increase the flow of ions in the high-

energy population, producing hotter ions near the extraction region. However, this

is not reflected in Fig. 4.17 since the temperature is an average and dominated

by the bulk population’s contribution. At best, the high-energy temperature is

qualitatively determined to increase, shown in Fig. 4.16, by observing the width of

the high-energy contribution in velocity space. However, due to the inability to fit
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Figure 4.17: Effective ion temperature for all input powers and all biases. There is
ion heating with increasing input power both in the source and especially near the
aperture a) - c). d) The large fluctuation in data in 4 kW is due to the ion source
heating during continuous operation.

a Gaussian to this population, exact temperatures are not well defined.

4.6 Estimation of plasma density and properties

from EEPFs

A Langmuir probe was used to obtain EEPFs for the plasma produced by REVAN.

As mentioned above, REVAN settled into a new equilibrium that prohibited H-

mode operation before EEPFs could be measured. Therefore, the results described

in this section cannot be directly compared to the previous sections in this chapter.
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Nevertheless, measurements were carried out in the interest of completeness. Since

the ion source settled into an E-mode plasma, it was being sustained by capacitive

coupling rather than inductive. This has a few consequences for the data, namely

that the density and electron temperature will be lower [54,69,72].

4.6.1 Electron Density

The electron density was calculated from the electron saturation current given by

Eqn. 3.20. Figure 4.18 shows the electron density along the extraction axis for

different source powers. During these measurements there was no extraction po-

tential applied, meaning that there is no plasma meniscus, only a Debye sheath.

Figure 4.18: The electron density across the entire measurement domain for REVAN
in an E-mode operation. Excluding z = −2, where the probe’s collection sheath
forms a continuous boundary with the Debye sheath, the electron density increases
with increasing rf-power.
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The electron density ranges from ≈ 1.0 × 1014m−3 − 1.3 × 1015m−3 with a large

increase in the aperture region. The uncertainty in electron density was calculated

from fiducial measurements to be δne = ±9.3 × 1013 m−3. These measurements

were obtained inside the source where sheath rectification caused large errors in the

current measurement (Section 3.3.3.2).

Just inside the aperture (z = −2 mm) there is a sharp decrease in electron

density, most likely due to the fact that the probe is in the Debye sheath of the

extraction optics. Excluding the measurements in the Debye sheath, the electron

density increases with source power. This is expected since more input power will

result in an increase in ionization and plasma density. At z = 2 mm, however, all

measurements are within error of each other.

4.6.2 Electron Temperature

The electron temperature calculated from the non-drifting Maxwellian method is

shown in Fig. 4.19 with an uncertainty in temperature of δTe = 0.17 eV. Like the

electron density, the electron temperature on either side of the aperture is rf power

dependent. There is also an inversion of the electron temperature dependence on

source power close to extraction aperture. This is because in the Debye sheath,

only electrons with sufficient energy will be able to overcome the sheath potential

and reach the probe surface, and at low power the sheath is larger, requiring more

energetic electrons. This spike is rather pronounced with electrons reaching tem-

peratures of 32 eV. As power is increased, the inductive contribution is increased as

well but this increase will be relatively small compared to the capacitive effects.

The Debye lengths at two different positions (z = −2 mm, z = 0 mm) for the

E-mode operating regime were calculated using Eqn. 1.5. These values are obtained

from the densities and temperatures calculated in this section and are given in Table

4.1. The measurements at z = 0 mm range from λD = 0.71 − 3.14 mm with an
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Figure 4.19: Electron temperature across REVAN’s experimental domain. The elec-
tron temperature increases with increasing rf-power, except in the aperture region
where the Debye sheath interferes with the probe’s collection sheath.

increase in distance at lower rf power. This is expected since a lower density will

produce a larger sheath. At z = −2 mm, which due to the length of the probe tip is

more indicative of the aperture region, the values of the Debye length do not change

as much with source parameters. In fact, with a propagating uncertainty from the

Langmuir probe of δλD ≈ 0.31 mm, all sheath lengths at z = −2 mm are within

error of one another. This means that there will be a continuous sheath between

the extraction optics and the Langmuir probe and the data obtained at −2 < z < 0

rf-power (kW) λD,z=0 (mm) λD,z=−2 (mm)

1 3.75 1.80
2 1.60 1.07
3 1.26 1.50
4 0.71 1.70

Table 4.1: The Debye length for different REVAN input powers at two locations in
the aperture.
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mm is not indicative of the background plasma.
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Conclusion

Ion beams have been studied for decades due to their essential use in systems like

silicon wafer etching and doping and NBI. The majority of these studies have been

focused on the ion properties after the beam has been extracted from the source.

However, relatively little is known about the emitting boundary that forms these

ion beams. This boundary, known as the plasma meniscus, is crucial to understand

if semiconductor fabrication techniques are to advance and meet the demands of

three-dimensional architecture.

Extraction optics were used to create an ion beam that is extracted at an angle.

LIF measurements of the resulting angled beam were able to map the flow and

structure of the beam as it expanded in a vacuum chamber with no externally

applied biases. The beam angle was found to be ≈ −30◦ with respect to normal of

the extraction optics. This angle is less than naively expected given the geometry of

the extraction optics. The ions also have a larger velocity in the ẑ-direction than in

the ŷ-direction, indicating a large initial velocity inside the source in ẑ. Extraction

optics such as these provide a new beam geometry for the doping and etching of

semiconductors. Instead of having to tilt the wafer in order to expose trenches and

walls to ion beams, the source can produce the angled beam. The angle is dependent

on the geometry of the extraction optics, allowing for optimization through changes
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in the slit geometry. This angular control, along with a greater understanding of the

plasma meniscus, helps to push manufacturing closer to realizing three-dimensional

transistors.

The ion beam formed by an ICP in E-mode operation was investigated. While the

measurements were not taken at the same conditions as the meniscus measurements,

the LIF technique proved its capabilities in measuring focal points due to the plasma

meniscus. Whether the ion beam was focused or diverging was determined by a

combination of relative ion density, since a focal point should have a large density

of ions, and the velocity of the ions in the y-direction, since transverse velocity

decreases up to a focal point and increases after. Ion beams were only observed at

source powers Pf ≥ 3 kW for a 3000 V extraction potential. At 0 V all ion beams

were diffuse due to the lack of an extraction potential, and therefore a plasma

meniscus. At 3000 V, the focal point depended on the rf power with Pf = 4 kW

producing a focal point further from the extraction optics than Pf = 3 kW.

In this work, an investigation into the ion properties inside an inductively coupled

plasma source was conducted in order to establish how source parameters affect the

plasma meniscus and therefore the resulting ion beam. A graphite wafer was set

up near the aperture to simulate a silicon wafer and create the extraction potential.

Measurements were taken for a range of rf source powers (1 kW, 2 kW, 3 kW, 4

kW) and extraction biases (1000 V, 2000V, 3000V, 4000V). These measurements

represent the first non-perturbative measurements of the ion velocity distribution

functions inside a semiconductor ion source. Measurements in the aperture suggest

the formation of a meniscus at Pf = 3 kW and Vb = 3000 V (Fig. 4.9d).

IVDFs obtained deep inside the source (z ≤ −10 mm) show that the ions have

a Maxwellian distribution. However, the ions also have a large velocity (vz ≥ 1000

m/s) in this region. This velocity is too large to be from a pressure differential

between the ion source and the vacuum chamber. Additionally, it is unlikely that

the ions are in a collisional presheath because there is very little temperature increase
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when compared with measurements near the aperture. One possibility is that the

ions are interacting with the induced field, similar to the anomalous skin effect, but

to accurately describe this trend investigations much farther into the ICP source are

needed to characterize the full ion acceleration.

Near the aperture there are two contributions to the ion signal. The high-

energy contribution is from ions produced deep in the source that traverse the entire

potential structure near the aperture. It remains to be determined how or where

the bulk population ions are created. However, the bulk population is extracted

in a manner similar to the beam halo found in H− sources. The beam halo is

detrimental to extracted beams because it creates a second beam with different

focal properties. However, in these negative ion sources, the beam halo is formed

from surface ionization on the extraction optics, which create ions with velocities

opposite the direction of extraction [131]. REVAN does not have surface produced

ions so the mechanism for the production of beam halo ions in positive ion sources

remains an open question.

In the aperture region the ion temperature and velocity in the aperture region

increase for potential biases 0 V - 2000 V. At 3000 V, however, the ions slow down

and cool for all input powers (Fig. 4.16). Given that a constantly increasing ex-

traction potential should create a constant increase in ion velocity, potentials at

this strength are believed to be altering the meniscus topology. This is most likely

due to the meniscus becoming large enough (or expanding) that the focal point of

the beam is inside the aperture (Fig. 4.11). At Vb = 3000 V, however, there is

no high-energy contribution to the IVDFs. Therefore, the ion beam actually has

better extraction properties despite having less velocity because there will only be

one focal spot, from the bulk distribution.

The results described here provide new insights into how ions are extracted from

ICPs and will hopefully help inform the next generation of semiconductor fabrication

methods. However, this work also presents many new areas of ICPs that warrant
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further investigation. What happened to the meniscus structure at 3000 V, and

can a confocal optical arrangement achieve sufficient spatial localization to detail

its topology? What is the actual acceleration that ions undergo on their way to

the aperture? What is the mechanism that populates the beam halo? For future

studies, TALIF is promising method to obtain ion velocity distributions, and thereby

non-perturbative ion density measurements.

110



Appendix A

Mode Degradation

The ICP’s degradation from H-mode operation to E-mode operation occurred over

the course of three measurements (9 minutes). The obtained IVDFs varied wildly

from one to the next, despite being at the same spatial location and parameter

setting, indicating a failure mode in the source. Upon revisiting fiducial measure-

ment locations inside the source, it was found that the obtained IVDFs did not

match previously acquired IVDFs. REVAN underwent extensive troubleshooting in

an attempt to remedy this issue.

Based on visual observations, REVAN’s plasma would start a deep purple, indi-

cating an argon plasma, and slowly change to a paler, pink color. This gave rise to

the possibility of a leak in the source. Since REVAN uses rubber gaskets, it could be

possible that the heating of the source created a micro-leak, allowing contamination

into the feed gas. Additionally, an oxygen plasma glows bright white, so a mixture

of argon and oxygen could explain the new color of the plasma. All vacuum lines,

gas bottles, and flanges were leak tested during operation and no leak was present.

Even with a magnetic cusp field, the plasma in REVAN is still capable of etching

the aluminum chamber and the graphite extraction optics. This led to deposition

of conductive impurities on the dielectric barrier, as shown in Fig. A.1. This can
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Figure A.1: Image of REVAN’s dielectric window after E-mode degradation. The
antenna can be seen on the other side, but is covered by deposition that will reduce
the power transferred from the antenna to the ion source.

lead to a decrease in the effective power coupled into the plasma. Therefore, the

dielectric was replaced with an identical dielectric barrier obtained from the same

company. However, REVAN still could not access H-mode operations.

The last attempt to recover H-mode operations was to completely re-wire the

rf circuit. In addition to the rf generator reaching high temperatures, the circuitry

inside REVAN’s Faraday cage would also reach temperatures hot enough to melt

plastic that was not actively cooled. Under the assumption of wire deterioration due

to sustained operating temperatures, all connectors and wires were replaced. There

was another antenna available, but with a different inductance value, number of

turns, and area. Therefore, this new antenna would change the fundamental plasma

generation in REVAN and it was not used. Despite new wiring the plasma continued

to operate in E-mode.

With all other possibilities ruled out, it is likely that the auto-matching network

failed. The rf generator’s front display reads out the power forward Pf and the

reflected power Pr. In H-mode operations, the maximum reflected power through the

antenna circuit was 12 W at Pf = 4 kW. After the switch to E-mode, the rf generator

would continue to read similar or lower Pr values. However, Eqn. 2.5 shows that for

H-mode onset, all that is needed is current above a certain threshold to be delivered

to the antenna. However, no amount of Pf was able to access H-mode operations.
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Unfortunately, the inner workings of this auto-matching network are a blackbox.

The matching was manually adjusted by the external grounding capacitor. However,

no amount of tuning the grounding capacitor could bring the auto-matching network

out of the stable E-mode the auto-match preferred. In previous H-mode operation

the grounding capacitor had very limited values that generated a plasma. Therefore

it is believed that the auto-matching network failed and was not delivering enough

current through to sustain an H-mode discharge.
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Current Density

Given the limitations in determining the plasma density and electron temperature,

an accurate current density cannot be calculated for this investigation. However,

it is worth revisiting the current density theory of Section 1.3.2 and its applicabil-

ity in determining the distance of the unipolar sheath, and therefore ion emitting

surface. An approximate electron density can be calculated by assuming an elec-

tron temperature of 9 eV inside the aperture at Pf = 3 kW. This is a reasonable

assumption based on Fig. 4.19 and the linear scaling of electron temperature with

power presented for H-mode plasmas given in Reference [110]. Given that the ion

temperature is known, as well as a neutral pressure, the ideal gas law can be used

to give a plasma density by assuming 90% ionization and using the equation,

P = nkBTavg, (B.1)

where P is the neutral pressure and the average particle temperature is given by

Tavg = (Teff +Te)/2. This yields an approximate density of ne ≈ 1× 1017 m−3. This

value is above the typical H-mode onset density and is in the range of densities for

plasma processing sources [70,75].

As discussed in Section 1.3.1, ions that are accelerated by the Debye sheath and
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Applied Bias (V) j (A/m2) jcs (A/m2) jCL (A/m2)

0 64

75

-
1000 88 3.42×1017

2000 104 9.67×1017

3000 72 1.78×1018

Table B.1: Comparison of theoretically predicted current densities (jCL, jcs) with
experimentally calculated current density j.

enter the unipolar sheath at their ion sound speed. The derivation for the Bohm

criterion assumes that the ions are much colder than the electrons (Ti � Te) and

are therefore ignored. In this limit Eqn. 1.11 takes the form,

cs =

√
Te
mi

. (B.2)

An ion sound speed of cs ≈ 4600 m/s is calculated from Eqn. B.2. Using this

speed, the ion sound speed current density is jcs ≈ 75 A/m2. The actual ion current

density j is calculated from the ion velocities given in Fig. 4.14 at a distance

of z = −2. Lastly, the Child-Langmuir current density, which is independent of

electron temperature and density, is calculated. All three current densities are given

in Table B.1 for all extraction potentials.

While this is an approximate calculation for j and jcs, it is a much more reliable

result for jCL since it only depends on the applied bias and distance. The Child-

Langmuir law gives an upper limit on the allowable current, which in this case is

unreasonably large. The estimated plasma properties used here would have to be

off by many, many orders of magnitude to explain this discrepancy. Rather, the

over estimation of the Child-Langmuir law shows that Eqn. 1.20 is not applicable

for low energy ion source such as REVAN and will not give correct estimations of

the distance to the ion emitting surface.

115



Bibliography

[1] M. A. Lieberman and A. J. Lichtenberg, Principles of plasma discharges and

materials processing. John Wiley & Sons, 2 ed., 2005. 0-471-72001-1.

[2] W. Leahy, V. Barron, M. Buggy, T. Young, A. Mas, F. Schue, T. McCabe,

and M. Bridge, “Plasma surface treatment of aerospace materials for enhanced

adhesive bonding,” The Journal of Adhesion, vol. 77, no. 3, pp. 215–249, 2001.

[3] I. Junkar, U. Cvelbar, and M. Lehockỳ, “Plasma treatment of biomedical
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