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#### Abstract

A new general approach is presented for extending the useful operating frequencies of; linear active networks in general, inverting integrators, finite gain amplifiers, and active filters in particular, realized using Operational Amplifiers (OA). This is achieved by replacing each $O A$ in the active network by a Composite Operational Amplifier (CNOA), constructed using N OA's. The technique of generating the CNOA's for any given $N$ is proposed. The realizations, employing the CNOA's generated, are examined according to a stringent performance criterion satisfying the important properties such as extended bandwidth, stability with one and two pole $O A$ model, low sensitivity to the active and passive components and $O A$ mismatch, wide dynamic range...etc. Several families of CNOA's for $N=2,3$, and 4, satisfy the suggested performance criterion. The CNOA's thus obtained are found useful in most frequently used linear active networks, namely, functional building blocks (finite gain-positive, negative and differential-amplifiers) and inverting integrators. Several applications of $C N O A$ 's in active filters illustrate clearly the considerable improvements of the filters performance when composite amplifiers were used. This led to the introduction of two useful applications, a programable filter and the use of CNOA's in inductance simulations. The results of the use of CNOA's in different active networks are given and shown theoretically and experimentally to compare favorably with the state of the art realizations using the same number of OA's.


## CHAPTER I

## INTRODUCTION

### 1.1 GENERAL

Linear active circuits, namely, positive, negative and differential finite gain amplifiers, integrators and active filters are mainly realized using Operational Amplifiers (OA's) as the active elements. These active elements have frequency dependent gains resulting in limited operating frequencies of the linear active circuits. The operating frequencies are defined as those over which the deviation in the response of an active realization from its ideal value due to the $O A^{\prime} s$ frequency dependence, falls within a pre-determined acceptable range. For practical reasons, extending the useful Bandwidth (BW) of the most commonly used linear active circuits received the attention of many researchers in this field. This resulted in many valuable contributions, each deals with solving this frequency limitation in a specific area of application as will be discussed in the following section. In practice, the passive components limit the operating frequencies in a higher frequency range relative to the limitation due to the OA's nonideal behavior. Thus, if the ideal mathematically inputoutput relationship to be realized is $\mathrm{T}_{\mathrm{i}}(\mathrm{s})$ then the constructed active circuit yields $T_{a}(s)$ which is different from $T_{i}$, even if all the passive components in the circuit are ideal. The $O A$ parameter variations with frequency, temperature and power supply
voltage result in corresponding variation in $T_{a}(s)$. The less $T_{a}(s)$ 's dependence on the $O A$ parameters, the smaller is the variations in $\mathrm{T}_{\mathrm{a}}(\mathrm{s})$.

Generally, three approaches were considered to minimize these variations. In the first approach, for a given fixed number of OA's, the passive configuration in which the $O A^{\prime} s$ are embedded, and called the companion network, was carefully designed [1-3]. In the second approach, more $O A^{\prime}$ 's are used to realize a given $T_{i}(s)$. This results in extra degrees of freedom in choosing the companion network $[1,4]$. In the third approach each $O A$ in a given configuration was simply replaced by an $O A$ that has better characteristics such as wider Gain Bandwidth Product (GBWP) etc.

In this research, a new approach is considered to extend the useful BW. Each $O A$ is replaced by a Composite Operational Amplifier (CNOA) [5,6], without changing the companion network. The CNOA is constructed using $N$ regular $O A$ 's. The resulting CNOA's has 3 terminals, an inverting input, a non-inverting input, and an output. The CNOA's allow both amplitude and phase active compensation using resistor ratios as the controlling parameters. The CNOA has the same versatility as an OA. The use of the CNOA's in the popular active realizations examined, are found to greatly extend the useful operating frequencies relative to those obtainable using the state-of-the art designs employing a similar
number of $O A^{\prime} s$ ( $N$ ) as well as those using the single OA's employed in construcling the CNOA's [7,8].

### 1.2 RECENT DESIGN CONSIDERATIONS IN ACTIVE FILTERS

The concept of an ideal $O A$ is a familiar one to signalprocessing sircuit designers and is widely adopted in the design of all active networks. Unfortunately, with the exception of some very low frequency applications [9], the assumption of ideality cannot always be sustained and, in particular, the complex nature of their open loop voltage gains must be accounted for. This is especially true in the area of highly selective RC-active filters where much of the literature [10-12] has been given over to just such a consideration.

A popular approach to the problem of finite and complex gain OA's has been to analyze the configuration under consideration using first-order lag amplifier model to predict the actual positions of the network poles and zeroes. The designer could then either suitably predistort the network components values or compute the degree of post-design trimming required. In practice, neither of these techniques was always suitable since predistortion requires that the amplifier gain characteristics be accurately specified while post-design trimming can be difficult or expensive, as, for example, where the $R C$ elements are realized in thin-film [13] form.

simply replaced by a wider GBWP OA to extend the BW of the application and reduce the effect of the OA pole. But this method requires the use of more expensive elements which might not be the ideal solution when large quantities of these applications are in demand.

In this research, a new approach is presented using two or more $O A^{\prime}$ 's to construct superior performance $O A^{\prime} s$ (CNOA's) that can be used as reguiar $O A$ in active circuit design. The availability of low-cost dual and quad amplifiers is one of the most important motivations for the development of such active compensation schemes.

### 1.3 SCOPE OF THE DISSERTATION

The aim of this dissertation is to describe the new approach for extending the $B W$ of linear active network, and to illustrate the improvements contributed by this approach in different varieties of circuit applications.

In the following, the procedure for generating the CNOA's is presented in Chapter II. First, a general technique for the generation of $C 20 A^{\prime} s(N=2)$, using singular elements nullatornorator pairing is described [26-29]. Only four C20A's are retained which are found acceptable according to a useful performance criterion described in Chapter II. Using the results obtained from this method, and to further illustrate the generality of the proposed technique, the generation of the CNOA's
for $N>2$ is described. Sample results of $C 30 A^{\prime} s$ and C40A's, that were found acceptable according to the above performance criterion, are presented.

Applicqtions of the proposed CNOA's in active functional building blocks namely, finite gain positive, negative, differentiai amplifiers and inverting integrators are presented in Chapters III and IV respectively. Comparisons with the corresponding state of the art contributions illustrates the usefulness of these designs.

Appreciable performance improvements of the different types of existing active filters using the CNOA's are shown in Chapter V. In that chapter, the active filters are considered to belong to two categories. The first category contains filters realized using functional building blocks, while the second category contains filters in which the $O A^{\prime} s$ are embedded in the passive network, and functional building blocks cannot be isolated from the filter structure. Experimental verification of the performance of the active filters in the first category was found to improve significantly at high operating frequencies when the proposed functional building blocks were used. This is illustrated in Section 5.3, by employing the C2OA's in the two integrator loop filter as an example. The BW extension was achieved while maintaining low sensitivity to passive and active elements, wide dynamic range and stable operation.

In Section 5.4, extending the active filters operating frequencies in the second category is illustrated by using both C2OA and C3OA structures in two different examples of the well known Multiple Feedback (MFB) networks, while also maintaining the practical useful features such as stability, low sensitivity to the compensating elements, and signal handing capacity.

A very important and useful applicaticu of C2OA is presented in Chapter VI. In this chapter, the excellent performance of C20A when used in Generalized Immittance Converters (GIC's) to form new composite GIC's is illustrated. Two applications of the GIC's and the new composite GIC's are described. The first is the introduction of a new digitally programable active filter [30]. This is a continuous time signal processing device that can be controlled by digital signals to select the filter topology and the transfer function parameters. Theoretical and experimental results of this filter shows the excellent performance when using composite GIC's.

The second applications of the composite GIC's is in inductance simulations. The improved results can be of great values in active filters design.

All applications of CNOA's throughout the dissertation are verified by computer simulations and experimental results. Also, comparison with the state of the art excellent designs are made, showing considerable improvements in bandwidth and stability.

## CHAPTER II

GENERATION OF COMPOSITE OPERATIONAL AMPLIFIERS (CNOA'S) USING N SINGLE OA'S


#### Abstract

2.1 INTRODUCTION

The high frequency roll-off of the Operational Amplifier (OA) imposes a practical limitation to their usefulness in RC-active filter design. With the advent of low cost internally compensated dual and quad $O A^{\prime}$ s, the design of active-compensated Voltage Controlled Voltage Sources (VCVS) is currently the most popular way to overcome such a limitation. In that sense, many ad-hoc circuit configurations have been reported for realizing compensated amplifiers but a clear statement of the connections among these structures is missing and it remains difficult to select anyone of them for a specific application. More over, most of the available structures are proposed for a particular application, e.g. finite'gain blocks, integrators or active filters.

This chapter presents a unified new approach to the generation of active-compensated VCVS's. Starting from the basic active element, namely the $O A$ itself, an exhaustive procedure is formulated for finding circuit implementations to realize an amplifier with amplitude and phase compersation. The results are composite active devices, each has three external terminals that resembles those of an $0 A$. Each of the compensated composite $O A$ was found to have the applications flexibility and versatility of


the regular single $0 A$, while extending the useful $B W$ considerably over that obtained using single $O A$.

### 2.2 GENERATION OF C2OA'S ( $\mathrm{N}=2$ )

### 2.2.1 The Operational Amplifier (OA)

In the following section the aspects of an OA is briefly summarized. Fig. 2.1.a shows the circuit symbol for an $O A$, with the input terminals $1,1^{\prime}$ and the outpui terminal numbered 2. Terminal 1 is the positive or noninverting input terminal, while terminal $1^{\prime}$ is the negative or inverting input terminal. The differential gain of the $O A$ is denoted by $A$. Ideally $A$ is infinite, the common-mode rejection ratio is infinite, the input impedances (both differential and common mode) are infinite and the output impedance is zero. With the exception of the finite frequency-dependent $A$, the other nonideal performance characteristics of the $O A$ do not normally pose problems in active filters design.

A major concern in designing active networks employing $O A^{\prime} s$, is the finite $O A$ frequency-dependent gain $A$. Fig. 2.1.b. shows a typical frequency response of an OA. One can note that $A$ has a uniform $6 \mathrm{~dB} /$ octave or $20 \mathrm{~dB} /$ decade roll-off with a 3-dB frequency $f_{L}$ and a unity-gain Bandwidth (BW) $=f_{i}$. Such a uniform 20 $\mathrm{dB} /$ decade roll-off is required to ensure stable operation of the amplifier, and is achieved by including frequency compensating networks either internally or externally. The first group of
amplifiers are referred to as "internally compensated" and are usually easier to work with. $O A$ 's that are not internally compensated offer the flexibility of tailoring the frequency response according to the application at hand; and thus increase the useful operating frequency range. Throughout all of our work here, we will assume that all $O A^{\prime}$ s used are internally compensated and have the frequency response shown in Fig. 2.1.b. Thus, A is given by

$$
\begin{equation*}
A=\frac{A_{0}}{1+\left(s / \omega_{L}\right)} \tag{2.1}
\end{equation*}
$$

where $A_{0}$ is the $D C$ gain and $\omega_{L}$ is the $3 d B$ freqeuncy. For frequencies $\omega \gg \omega_{L}$, (2.1) can be approximated as,

$$
\begin{equation*}
A \simeq \frac{A_{0} \omega_{L}}{s} \tag{2.2}
\end{equation*}
$$

From Fig. 2.1.b, and (2.2), we have

$$
\omega_{i}=A_{0} \omega_{L} \quad\left(f_{i}=A_{0} f_{L}\right)
$$

where $\omega_{i}$ is the OA Gain Bandwidth Product (GBWP).

$$
\begin{array}{ll}
\text { Thus } A \simeq \frac{\omega_{i}}{s}, & \omega>\omega_{L} \\
\text { or }|A| \simeq \frac{\omega_{i}}{\omega}, & \omega \gg \omega_{L} \tag{2.5}
\end{array}
$$

For a typical general purpose $O A$, that will be used throughout this work, such as the 741 type, $A_{0} \simeq 10^{5}$ and $f_{i}=1 \mathrm{MHz}$


Fig. 2.1.a. Circuit Symbol for the Operational Amplifier ( $O A$ ).


Fig. 2.1.b. Frequency Response of an OA having a Domi-nate-Pole Compensation .
with tolerance usually around 10\%: Furthermore, $A_{0}$ and $f_{i}$ are usually temperature and power supply dependent. Hence, the characteristics of active networks whose response is highly dependent on $A_{0}$ and/or $\omega_{i}$, will be. subject to undue variations with changing temperature and power supply voltage. Thus, one of the critical factors in comparing or evaluating $O A$ networks is the dependency of the response on $A_{0}$ and $\omega_{i}$.

### 2.2.2 The OA Singular Elements Representation, the "Nullor"

In this section, an equivalence relating the singular elements to controlled sources is presented. This will be used in the derivation of the composite $O A^{\prime} s$ in the following section.

The singular elements described here are the nullator and norator. The nullator shown in Fig. 2.2.a, is a 1-port which will neither sustain a voltage nor pass a current (i.e. $V=I=0$ ). On the other hand, the norator in Fig. 2.2.b, is a 1-port which will sustain an arbitrary voltage and pass an arbitrary current which are independent of each other. A 2-port consisting of a nullator as port 1 and a norator as part 2 , as shown in Fig. 2.2.c, has been defined as a nullor. It has been shown that an ideal transistor is equivalent to a nullor [27]. Also it has been proved that infinite-gain Voltage Controlled Voltage Source (VCVS), as well as the other three remaining types of infinitegain controlled source, are equivalent to nullors [26-29].

An Operational Amplifier, as shown in Fig. 2.1.a, is a VCVS.

In the ideal case the input impedance $\mathrm{Z}_{\mathrm{in}} \rightarrow \infty$. This corresponds to the idealized model of Fig. 2.2.c, using nullator and norator singular elements [26-29]. The ideal $O A$ is replaced by a nullor having:
$\left[\begin{array}{l}\nabla_{1} \\ I_{1}\end{array}\right]=\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right] \quad \cdot\left[\begin{array}{c}\nabla_{2} \\ -I_{2}\end{array}\right]$
which is called the nullor chain transmission matrix of an ideal OA.

### 2.2.3 The C2OA's Generation Procedure

In any physical network that contains $N O A^{\prime} s$, if each $O A$ is replaced by a nullor, we obtain a nullor equivalent network. The nullors then can be split into nullators and norators to yield a nullator-norator equivalent network.

In reverse, a nullator-norator equivalent network containing n nullators and n norators yields $n$ ! nullor equivalent networks, since nollators and norators can be paired into nullors in an arbitrary manner. For example, a nullator-norator equivalent network containing two nullators and two norators yields two nullor equivalent networks. Nullator $X$ can be paired with norator $X$ or $Y$, and nullator $Y$ can be paired with norator $Y$ or $X$, as shown in Fig. 2.3.

Although the nullator (or norator) is not admissible as an idealization of a physical network, the nullor, like an infinite-


Fig. 2.2.a. The Nullator .
Fig. 2.2.b. The Norator .


Fig. 2.2.c. The OA (VCVS) Nullor Representation.

Fig. 2.2. The Singular Elements Representation of the $O A$.


Fig. 2.3. Two Alternative Nullor Equivalent Networks
Obtained From a Single Nullator-Norator
Equivalent Network.
gain controlled source, is admissible. The equivalence established is valid whether $A \rightarrow \infty$ or $A \rightarrow-\infty$ and so in practice, a nullor can be replaced by a high-gain differential controlled source in two ways as shown in Fig. 2.4. Thus the non-invertinginput terminal of the controlled source can be connected to a node R, and the inverting-input terminal to a node L(Fig. 2.4.b) or vice-versa (Fig. 2.4.c). Thus a nullor equivalent network containing two nullors corresponds to four physical networks, since either high-gain controlled source can be connected in two ways. In general, a nullor equivalent network containing $n$ nullors, corresponds to $2^{n}$ physical networks. Each of these $n$ ! nullor networks yields a physical realization which has different dependence on the non-ideal active elements.

After this brief explanation, the procedure to generate the C2OA's is described as follows. In the first step, a redundant amplifier of finite gain $\pm H$ is combined with a single $O A$, such that the chain matrix of the resulting two amplifier network, assuming ideal amplifiers, corresponds to that of a nullor, as given by (2.6). In other words, although each network contains 2 VCVS's, the overall two-port network realizes one VCVS. Six topologies are obtainable from each of the four networks shown in Figs. 2.5.a to 2.5.d. Two topologies are obtained, one for +H and the other for $-H$, at each position of the three way switch, leading to six topologies per network. It is easy to show that 17


Fig. 2.4.c.
Fig. 2.4.b, c. Two Alternative Physical Circuits .
Fig. 2.4.
Replacement of Nullors by Physical Networks .
out of the 24 topologies realize true nullors, i.e., none of the network elements or signals are required to assume certain values. Eight possible $O A$ realizations can be obtained from each of these seventeen topologies (nullor) networks. This results in 136 Composite Operational Amplifiers (C2OA's), each constructed using two single $O A^{\prime}$ s. The resulting C2OA's, Fig. 2.6, are examined according to the following performance criteria:
i). Let $A_{a}(s)$ and $A_{b}(s)$ be the non-inverting and inverting open loop gains of each of the 136 C2OA's examined. The denominator polynomial coefficients of $A_{a}(s)$ and $A_{b}(s)$ should have no change in sign. This satisfies the necessary (but not sufficient) conditions for stability. Also, none of the numerator or denominator coefficients of $A_{a}(s)$ and $A_{b}(s)$ should be realized through differences. This eliminaces the need for single $O A^{\prime}$ 's of matched GBWP's and results in low sensitivity of the C?OA with respect to its components.
ii) The external three terminal performance of the C2OA-i should resemble, as close as possible, from the versatility point of view those of the single OA.
iii) No Right Half $S$ plane (RHS) zeroes due to the single OA pole should be allowed in the closed loop gains of the C2OA's (for minimum phase shifts).
iv) The resulting input-output reiationship $T_{a}(s)$ in the


Fig. 2.5.a.


Fig. 2.5.e.


Fig. 2.5.b.


Fig. 2.5.a-d. The Four Different Networks for Generating the Composite Operational Amplifiers Using Two Single OA's (C20A's) . . . . . . . . .

Fig. 2.5.e,f. The $\pm H$ Finite Gain Amplifier Realizations Used in Figs. 2.5.a to 2.5.d.


Fig. 2.6. The Composite Operational Amplifier (C20A-i) Symbol .
applications considered should have extended frequency operation with minimum gain and phase deviation from the ideal transfer function $T_{i}(s)$. The improvement should be enough to justify the increased number of $O A^{\prime}$ s.

Twenty-seven composite $O A$ structures out of 136 examined, are found to have acceptable performance according to the criteria mentioned above. These are to be found in Appendix A.

Four C2OA's referred to as C2OA-1, C2OA-2, C2OA-3 and C2OA-4 were found to out perform the remaining C2OA's structures, and were carefully selected to be used in different applications as one to one replacement of the single $0 A^{\prime} s$. These are given in Fig. 2.7 as general purpose operational amplifiers.

- It is interesting to note that by applying the nullatornorator concept to the transistors in a Darlington pair, C2OA-3 can be obtained [2.5]. Thus, C20A-3 ( $\alpha=0$ ), can be considered as a special case of the Darlington network, since the norators are both $C$ grounded in the Darlington pair nullator network to be able to convert it into an $O A$ realization.

The open loop gain of the single $O A^{\prime} s$, used in constructing the C2OA's, assuming a single pole model (2.1), can be expressed as

$$
\begin{equation*}
A_{i}=\frac{A_{o i} \omega_{L i}}{\omega_{L i}+s}=\frac{\omega_{i}}{s+\omega_{L i}} \tag{2.7}
\end{equation*}
$$



Fig. 2.7.
The Extended Bandwidth Composite Operational Amplifiers (C2OA's) -
where $A_{o i}, \omega_{L i}$ and $\omega_{i}$ are the DC open loop gain, the $3-d B$ Bandwidth, and the GBWP of the ith single $O A$, respectively.

It can be easily shown that the open loop input-output relationships of C2OA-1 to C2OA-4 are given by

$$
\begin{equation*}
v_{o i}=v_{a} A_{a i}(s)-V_{b} A_{b i}(s) \quad(i=1 \text { to 4) } \tag{2.8}
\end{equation*}
$$

where for C20A-1

$$
\begin{equation*}
v_{01}=v_{a} \frac{A_{2}\left(1+A_{1}\right)(1+\alpha)}{A_{1}+(1+\alpha)}-v_{b} \frac{A_{1} A_{2}(1+\alpha)}{A_{1}+(1+\alpha)} \tag{2.9}
\end{equation*}
$$

for C20A-2:

$$
\begin{equation*}
V_{02}=V_{a} \frac{A_{1} A_{2}(1+\alpha)}{A_{2}+(1+\alpha)}-V_{b} \frac{A_{1} A_{2}(1+\alpha)}{A_{2}+(1+\alpha)} \tag{2.10}
\end{equation*}
$$

for C2OA-3:

$$
\begin{equation*}
V_{03}=v_{a} \frac{A_{1} A_{2}}{(1+\alpha)}-v_{b} \frac{A_{2}\left(1+A_{1}\right)}{(1+\alpha)} \tag{2.11}
\end{equation*}
$$

and for C2OA-4:

$$
\begin{equation*}
V_{04}=V_{a} \frac{A_{2}\left(A_{1}+\alpha\right)}{(1+\alpha)}-v_{b} \frac{A_{2}\left[A_{1}+(1+\alpha)\right]}{(1+\alpha)} \tag{2.12}
\end{equation*}
$$

where $\alpha$ is a resistor ratio as illustrated in Fig. 2.7.
Assuming identical $O A^{\prime}$ s, i.e.

$$
A_{01}=A_{02}=A_{0} \text { and } \omega_{1}=\omega_{2}=\omega_{i},
$$

it is interesting to examine the open loop gains given by (2.9) to (2.12) in the single ended inverting application, i.e., $V_{a}=0$.

For C20A-1 and C20A-2 the DC gain Aocl is given by

$$
\begin{aligned}
A_{o c l} & =\frac{A_{0}(1+\alpha)}{1+(1+\alpha) / A_{0}} \\
& \simeq A_{0}(1+\alpha) \quad \text { for }(1+\alpha) \ll A_{0}
\end{aligned}
$$

From (2.13.a), the composite amplifier has a single pole roll-off from $\left[\omega_{i} / A_{0}\right]$ to $\left[\omega_{i} /(1+\alpha)\right]$ where the second pole occurs. As $\alpha$ increases, the $D C$ gain increases while the second pole frequency decreases.

Also, from (2.11) and (2.12), each of C20Á-3 and C2OA-4 has a DC gain given by

$$
\begin{equation*}
A_{o c 2}=\frac{A_{0}^{2}}{(1+\alpha)} \tag{2.13.b}
\end{equation*}
$$

Aoc2 has double poles (12 dB/octave) at $\left[\omega_{i} / A_{0}\right]$, and as $\alpha$ increases the $D C$ gain decreases without affecting the second pole location.

Only C2OA-2 has identical expressions for the positive and negative open loop gains $A_{a}$ and $A_{b}$. Thus Common Mode Rejection Ratio (CMRR) problems should not be encountered using C2OA-2 even for relatively large common mode signal applications. From (2.9), (2.11) and (2.12), the CMRR of C2OA-1 and C2OA-3 is $\left(A_{01}+\frac{1}{2}\right)$, while that of C2OA-4 is $\left(A_{o l}+\alpha+\frac{1}{2}\right)$. For single ended applications (small common mode signal), no problem should be encountered using C2OA-1, C2OA-3 and C2OA-4 as verified
experimentaily later.
It is important and easy to show that the voltage swing at the first $O A\left(A_{1}\right)$ output, which is an internal node, in each of C2OA-1 to $\mathrm{C} 20 \mathrm{~A}-4$, is always less than the output voltage $V_{0}$. Hence, the ciynamic range is determined by the voltage swing of the output voltage $V_{0}$. Thus, no dynamic range reduction of $V_{0}$ or harmonic distortion problems should arise as verified experimentally later in Chapter V.

### 2.3 GENERATION OF CNOA'S ( $\mathrm{N}>2$ )

Following the same approach proposed here, Composite Multiple Operational Amplifiers (CNOA's) for $N>2$, can be generated for extending further the operating frequencies at the expense of extra amplifiers. The CNOA's can be obtained in two different ways. The first approach starts from the basic single OA with additional redundant amplifiers. Then, nullator-norator pairing is used as described in Section 2.2.3.

In the second approach, the C2OA's are used as single OA replacements in the C2OA structure. Although this second approach is not exhaustive, it will be shown to yield excellent results. Thus C30A's can be obtained by starting with one of the proposed C2OA's and replacing one of its single $0 A^{\prime}$ 's by any of the C20A's in Fig. 2.7. Thirty-two possible combinations of C3OA's can be obtained using the four proposed C2OA's. Some of these amplifiers are shown in Appendix B. Six designs of C3OA's that proved
theoretically and experimentally to have superior performance were selected. These C30A structures are shown in Fig. 2.8, while their corresponding open loop expressions are presented in Table 2.1.

Similarly, C40A's can be obtained by replacing each of the single OA's in a C2OA by any of the C2OA's or C3OA's or replacing one of the single OA's in C3OA's by a C2OA. This results in many possible combinations of C40A's. The process can be continued (by using C2OA's, C3OA's and C4OA's) to obtain CNOA's for any number N. Although this is theoretically interesting, the number of OA's N should be limited in practice. The increased complexity is expected to give rise to practical problems in spite of the extended bandwidth advantage.

Samples of C40A novel designs that showed better characteristics over those tested theoretically and experimentally of Appendix C are illustrated in Fig. 2.9. The open loop expressions of these selected C4OA designs are shown in Table 2.2 It is assumed that $A_{1}=A_{2}=A_{3}=A_{4}=A$ for simplicity, where $A \simeq \omega_{i} / s$ as shown in (2.4). It is also worthwhile to mention that all the selected C3OA's and C4OA's novel designs were chosen according to the performance criteria described in Section 2.2.3.
2.4 CONCLUSIONS

A new general approach is presented in this Chapter for


Fig. 2.8. The Extended Bandwidrh Composite Operation-

| $\mathrm{C3OA}_{i}$ | Open Loop Gain Input-Output Relationship |
| :---: | :---: |
| C30A-1 | $V_{0}=\frac{V_{a}\left[A_{1} A_{2} A_{3}(1+B)+A_{1} A_{2} \frac{(1+B)}{(1+\alpha)}+A_{3}(1+B)\right]-V_{b}\left[A_{1} A_{2} A_{3}(1+B)+A_{2} A_{3}(1+\beta)\right]}{A_{1} A_{2}+\frac{(1+B)}{(1+\alpha)} A_{1}+(1+B)}$ |
| C30A-2 | $V_{0}=\frac{\left(V_{a}-V_{b}\right)\left[A_{1} A_{2} A_{3}(1+\beta)+A_{1} A_{3}(1+\beta)\right]}{A_{2} A_{3}+A_{3}\left(\frac{1+B}{(1+\alpha)}+(1+B)\right.}$ |
| C30A-3 | $V_{0}=\frac{V_{a}\left[A_{1} A_{2} A_{3}(1+\alpha)(1+\beta)+A_{2} A_{3}(1+\beta)+A_{3}(1+\alpha)(1+\beta)\right]-V_{b}\left[A_{1} A_{2} A_{3}(1+a)(1+\beta)\right]}{A_{1} A_{2}(1+\alpha)+A_{2}(1+\beta)+(1+a)(1+\beta)}$ |
| C30A-4 | $v_{0}=\frac{\left(V_{a}-V_{b}\right)\left[A_{1} A_{2} A_{3}(1+a)(1+\beta)\right]}{A_{2} A_{3}(1+\alpha)+A_{3}(1+\beta)+(1+a)(1+\beta)}$ |
| C30A-5 | $V_{0}=\frac{V_{a}\left[A_{1} A_{2} A_{3}(1+\alpha)+A_{2} A_{3}(1+\alpha)+\beta A_{3}\right]-V_{b}\left[A_{1} A_{2} A_{3}(1+\alpha)+A_{1} A_{3}(1+\beta)+A_{3}(1+a)(1+\beta)\right]}{A_{1}(1+\beta)+(1+\alpha)(1+\beta)}$ |
| C30A-6 | $V_{0}=\frac{V_{a}\left[A_{1} A_{2} A_{3}+A_{2} A_{3} \dot{a}+A_{3} B(1+a)\right]-V_{b}\left[A_{A} A_{3} A_{3}+A_{2} A_{3}(1+a)+A_{3}(1+a)(1+B)\right]}{(1+\alpha)(1+\beta)}$ |

table 2.1. The C30A's Open Loop Gain Input-Output Relationships.



| C40A | Open Loop Gain Input-Output Relationships |
| :---: | :---: |
| C40A-1 | $V_{0}=\frac{V_{a}\left(A^{4}[(1+\alpha)(1+\beta)(1+\gamma)]+A^{3}(1+\alpha)[(1+\beta)+(1+\gamma)]+A^{2}(1+\alpha)(1+\gamma)(2+\beta)+A(1+\alpha)(1+\beta)(1+\gamma)\right]-V_{b}\left[A^{3}(1+A)(1+\alpha)(1+\beta)(1+\gamma)\right)}{A^{3}(1+\beta)+A^{2}[(1+\alpha)(1+\beta)(1+\gamma)]+A(1+\gamma)[(1+\alpha)+(1+\beta)]+(1+\alpha)(1+\beta)(1+\gamma)}$ |
| C40A-2 | $V_{0}=\frac{V_{a}\left\{A^{4}(1+\beta)(1+\gamma)\right\}-V_{b}\left\{A^{4}(1+\beta)(1+\gamma)\right\}}{A^{3}+\left[\frac{(1+\gamma)}{(1+\alpha)}+(1+\beta)\right] A^{2}+\left[(1+\gamma)+\frac{(1+\beta)(1+\gamma)}{1+\alpha}\right] A+(1+\beta)(1+\gamma)}$ |
| Cf.OA-3 | $v_{0}=\frac{v_{a}\left\{A^{3}(1+A)(1+\alpha)(1+\beta)(1+\gamma)\right\}-v_{b}\left\{A^{3}(1+A)(1+\alpha)(1+\beta)(1+\gamma)\right\}}{A^{3}(1+\alpha)+A^{2}[(1+\gamma)+(1+\alpha)(1+\beta)]+A(1+\gamma)[(1+\alpha)+(1+\beta)]+(1+a)(1+\beta)(1+\gamma)}$ |
| C40A-4 | $V_{0}=\frac{v_{a}\left\{A^{4}(1+\alpha)(1+\gamma)+A^{3}(1+\alpha)\left[1+\frac{1+\gamma}{1+\beta}\right]+A^{2}(1+\alpha)(1+\gamma)\left[1+\frac{1}{1+\beta}\right]+A(1+\alpha)(1+\gamma)\right\}-V_{b}\left\{A^{4}(1+\alpha)(1+\gamma)\right)}{A^{3}+\left[(1+\alpha)+\frac{1+\gamma}{1+\beta}\right] A^{2}+(1+\gamma)\left[1+\frac{1+\alpha}{1+\beta}\right] A+(1+\gamma)(1+\alpha)}$ |
| C40A-5 | $V_{0}=\frac{V_{a}\left[A^{4}(1+\beta)(1+\gamma)\right]-V_{b}\left[A^{4}(1+\beta)(1+\gamma)\right]}{A^{3}(1+\beta)+A^{2}(1+\gamma)+A \frac{(1+\beta)(1+\gamma)}{(1+\alpha)}+(1+\beta)(1+\gamma)}$ |
|  | TABLB 2.2. The C30A's Open Loop Gain Input-Output Relationships. (Assuming $A_{1}=A_{2}=A_{3}=A_{4}=A$ for Simplicity). |

extending the useful operating frequencies of linear active networks realized using Operational Amplifiers. This is achieved by replacing each $O A$ in the active network by a Composite Operational Amplifier, constructed using $N O A^{\prime} s$. The technique of generating the CNOA's for $N$ equals two using nullator-norator pairing is proposed. The C2OA's generated are examined theoretically and experimentally according to a stringent performance criteria satisfying the important properties such as extended bandwidth, stability with one and two pole models, wide dynamic range...etc. Four such C2OA's that were shown to satisfy the suggested performance criteria are selected out of all the possible combinations. The C20A's thus obtained are found to possess superior performance as will be shown later in different applications in the following chapters.

To further extend the useful operating frequency beyond the range offered by the C2OA's, composite $O A^{\prime}$ 's were generated that employs more than two $O A^{\prime} s$. The techniques for the generation of these amplifiers are also presented. Example of these CNOA's, that passed the stringent performance criteria are described along with their open loop expressions. Applications of most of the selected CNOA's in different active networks shows the considerable theoretical and experimental improvements contributed by these structure as will be shown in the coming chapters.

CHAPTER III
REALIZATION OF POSITIVE, NEGATIVE, AND DIFFERENTIAL FINITE GAIN AMPLIFIERS USING CNOA'S

### 3.1 INTRODUCTION

Finite gain amplifiers find numerous applications in various areas such as instrumentation, oscillators and RC active filters [3,31,32]. Ideally, the gains of these amplifiers should be real, i.e. independent of frequency. However these amplifiers are invariably realized using high gain compensated $O A$ 's along with resistive feedback. The finite bandwidth of the OA's used, makes the finite gains realized frequency dependent. This frequency dependence of magnitude and phase characteristics of the amplifiers may cause the actual circuit response to deviate drastically from the desired one. The circuit may even become unstable due to these effects. For example, in the realizations of RC active filters, if the frequency of operation is beyond a few kilohertz (even with OA's of GBWP in excess of 1 MHz ), the pole $Q$ and pole frequency actually realized may be widely different from the desired values. High $Q$ filters may even start oscillating, if the changes in the filter characteristics are such as to cause severe $Q$ enhancement. The effect of the finite GBWP of the $O A ' s$ has been examined by several researchers $[10,33,34$, 35]. It has also been pointed out that the frequency of oscillation may also be affected by the finite GBWP's of the OA's
used [36]. One of the ways to overcome this problem is to incorporate the finite value of the GBWP in the design equations [37-39]. This method, of course, requires $O A ' s$ of very stable GBWP. Such OA's are not yet inexpensive commercial items. Another method is to provide (passive compensation) in the overall network, which will reduce the effect of finite bandwidth of the OA's [40-42]. Yet another solution to this problem will be to improve the performance of the active elements themselves through the use of actively compensated $0 A^{\prime}$ s that possesses superior characteristics such as the previously proposed CNOA's.

In this chapter, the applications of the Composite Operational Amplifiers CNOA's (for $N=2,3,4$ ), in positive negative, and differential finite gain amplification, are presented. The transfer functions of the four C2OA designs previously presented in Chapter II are given as well as theoretical and experimental results in finite gain applications. Effect of single $O A^{\prime} s$ second pole on the design stability is discussed.

For the different $C 3 O A$ and $C 40 A$ designs presented in the previous chapter, the finite gain expressions, as well as the theoretical, computer simulations and experimental results are also presented.

Comparison of all CNOA's in finite gain applications with the state of the art designs illustrates the excellent performance of
these general designs.

### 3.2 FINITE GAIN APPLICATIONS USING THE PROPOSED C2OA'S

Several C2OA's were examined in finite gain applications. A total of twenty-seven different finite gain transfer functions were derived for all the twenty-seven promising designs, Appendix B. After applying the performance criteria described in Chapter II, the four previously selected C20A's were found to be superior to all other designs.

The application of these four proposed C2OA's in positive and negative finite gain amplification is given in Table 3.1. Also, for the sake of illustration, the use of C2OA-2 as a differential finite gain amplifier, Fig. 3.1, can be shown to have the inputoutput relationship given by:
$V_{0}=T_{i 1}\left[\frac{1}{1+s / \omega_{P} Q_{P}+s^{2} / \omega_{P}^{2}}\right] V_{1}+T_{i 2}\left[\frac{1}{1+s / \omega_{P} Q_{P}+s^{2} / \omega_{P}^{2}}\right] V_{2}$
where

$$
\begin{aligned}
& T_{i 1}=X(1+K) /(1+X) \\
& T_{i 2}=-K \\
& \omega_{p}=\sqrt{\omega_{1} \omega_{2}} /(1+K) \\
& Q_{p}=\sqrt{\omega_{1} / \omega_{2}} \cdot(1+\alpha) / \sqrt{1+K}
\end{aligned}
$$

$x$ and $K$ are resistor ratios as shown in Fig. 3.1.
In all the applications given in this chapter, each of the actual input-output relationships $\mathrm{T}_{\mathrm{a}}$ is in the form

$$
\begin{equation*}
T_{a}=T_{i} \cdot N / D \tag{3.2}
\end{equation*}
$$

| C20A | Negative Finite Gain Trans. Function ( Ta ) | Positive Finite Gain Trans. Function (Ta) | $\omega_{p}$ | $Q_{p}$ |
| :---: | :---: | :---: | :---: | :---: |
| C20A-1 | $T_{1} \frac{1}{1+\left(S / \omega_{p} q_{p}\right)+\left(S^{2} / \omega_{p}^{2}\right)}$ | $T_{1} \frac{\left(1+S / \omega_{2}\right)}{1+\left(S / \omega_{p} Q_{p}\right)+\left(S^{2} / \omega_{p}^{2}\right)}$. | $\sqrt{\frac{\omega_{1} \omega_{2}}{1+k}}$ | $\frac{(1+\alpha)}{\sqrt{1+k}}\left\lceil\frac{\omega_{2}}{\omega_{1}}\right.$ |
| C20A-2 | $T_{i} \frac{1}{1+\left(s / \omega_{p} q_{p}\right)+\left(s^{2} / \omega_{p}^{2}\right)}$ | $T_{i} \frac{1}{1+\left(S / \omega_{p} q_{p}\right)+\left(S^{2} / \omega_{p}^{2}\right)}$ | $\sqrt{\frac{\omega_{1} \omega_{2}}{1+k}}$ | $\frac{(1+a)}{\sqrt{1+k}} \sqrt{\frac{\omega_{1}}{\omega_{2}}}$ |
| C20A-3 ${ }^{*}$ | $T_{i} \frac{\left(1+S / \omega_{1}\right)}{1+\left(S / \omega_{p} Q_{p}\right)+\left(s^{2} / \omega_{p}^{2}\right)}$ | $T_{1} \frac{1}{1+\left(S / \omega_{p} q_{p}\right)+\left(S^{2} / \omega_{p}^{2}\right)}$ | $\sqrt{\frac{\omega_{1} \omega_{2}}{(1+k)(1+\alpha)}}$ | $\sqrt{\frac{(1+k)(1+\alpha) \cdot \omega_{1}}{\omega_{z}}}$ |
| C20A-4 | $T_{1} \frac{\left[1+(1+\alpha) S / \omega_{1}\right]}{1+\left(S / \omega_{p} Q_{p}\right)+\left(S^{2} / \omega_{p}^{2}\right)}$ | $T_{1} \frac{\left(1+\alpha S / \omega_{1}\right)}{1+\left(S / \omega_{p} Q_{p}\right)+\left(S^{2} / \omega_{p}^{2}\right)}$ | $\sqrt{\frac{\omega_{1} \omega_{2}}{(1+k)(1+\alpha)}}$ | $\sqrt{\frac{(1+k)}{(1+\alpha)} \cdot \frac{\omega_{1}}{\omega_{2}}}$ |
| - |  |  |  | - . |
|  | $\frac{V_{0}}{V_{1}}=-k=T_{1}$ | $\frac{V_{0}}{V_{1}}=(1+k)=T_{1}$ | $\mathrm{T}_{1}$ (ideal ${ }^{\text {Tr }}$ | sfer Function) |

TABLS 3.1. Negative and Positive Finite Gain Transfer Functions Using the C20A's .


Fig. 3.1.
Application of the C2OA-2 as a Differential Finite Gain Amplifier -
where $T_{i}=$ The transfer function realized assuming ideal $O A^{\prime} s$. $N=1+2 s=1+\left(s / \omega_{z}\right) . \quad\left[a\right.$ is zero $\left(\omega_{2}+\infty\right)$ in some cases $]$. $D=a+b_{1} s+b_{2} s^{2}=1+\left(s / \omega_{p} Q_{p}\right)+\left(s^{2} / \omega_{p}^{2}\right)$.
Thus, ( $N / D$ ) determines the amplitude and phase deviation of $T_{a}$ from $T_{i}$. Also $b_{1}$ and $b_{2}$ determine the stability of $T_{a}$. $a, b_{1}$, and $b_{2}$ and consequently $\omega_{z}, \omega_{p}$ and $Q_{p}$, are functions of the circuit parameters which are $\omega_{1}, \omega_{2}$ and $\alpha$ (as well as $\tau_{t}$, the integrator time constant in the inverting integrator case, as will be shown later. in Chapter IV). None of the $a$ and $b$ coefficients is realized through differences. This guarantees the low sensitivity of $T_{a}, \omega_{z}, \omega_{p}$, and $Q_{p}$ to the circuit parameters. On the other hand, the $b$ coefficients are always positive (assuming single pole OA model), which guarantees the stability of the transfer function. From Table 3.1, a $\pm 5 \%$ mismatch in $\omega_{1}$ and $\omega_{2}$ results in $\pm 5 \%$ change in $\omega_{p}$ and $\pm 2.5 \%$ change in $Q_{p}$. Hence single $O A^{\prime} s$ with mismatch gain bandwidth products within practical ranges can be used without appreciably affecting the stability or the sensitivity of the finite gain.

### 3.2.1 Effect of the Single $O A^{\prime}$ 's Second Pole on the Stability of

the C20A's
In the following, the stability properties of the positive and negative finite gain amplifier realizations using a two pole open loop model of the single $O A^{\prime}$ s is studied. $A_{1}$ is assumed equal to $A_{2}$. The analysis is simplified without affecting the
reliability of the conclusions. This is due to the absence of gain differences in all the gain expressions obtained as seen from (2.3) to (2.6) and (3.1) and Table 3.1.

Let $A=A_{1}=A_{2}$
where $1 / \mathrm{A}$ is given by

$$
\begin{equation*}
(1 / A)=\left[1+\left(s / \omega_{h}\right)\right] \cdot\left[\left(s / A_{0} \omega_{L}\right)+\left(1 / A_{0}\right)\right] \tag{3.3}
\end{equation*}
$$

$\omega_{h} \gg \omega_{L}$ as shown in Fig. 3.2.
By applying the Routh-Hurwitz stability criterion, the necessary and sufficient condition for stability using C2OA-1 or C2OA-2 realizations is found to be

$$
\begin{equation*}
(1+\alpha)<(1+K) / 2 \tag{3.4}
\end{equation*}
$$

For C20A-3 the condition is found to be

$$
\begin{equation*}
\cdot(1+\alpha)>\sqrt{(1+K)} \tag{3.5}
\end{equation*}
$$

Also, for C2OA-4, the condition is given by
$(1+\alpha)>4(1+K)$
From (3.2), it is desirable to choose $\alpha$ such that $Q_{p}$ and $\omega_{p}$ result in acceptable amplitude and phase deviation in $T_{a}$ from $T_{i}$, while satisfying the necessary and sufficient conditions for stability. Table 3.2 gives the values of $\alpha$ for $Q_{p}=1 / \sqrt{2}$ (maximally flat) and $Q_{p}=1$ for the realizations in Table 3.1. The relative useful $B W$ of the different finite gain amplifiers can be obtained by comparing the $\omega_{p}$ 's in Table 3.2. As $\omega_{p}$ increased for a fixed $Q_{p}$, both amplitude and phase deviations of $T_{a}$ from $T_{i}$ at a given frequency $\omega$ ( $\omega<\omega_{p}$ )

| $\mathrm{C2OA}_{\mathbf{i}}$ | $1+\alpha$ | $Q_{p}$ | $\omega_{p}$ | Stability Condition for a used |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} C 2 O A-7 \\ \& \\ C 2 O A-2 \end{gathered}$ | $\sqrt{1+k}$ $\sqrt{\frac{7+k}{2}}$ | 1 $\frac{1}{\sqrt{2}}$ | $\begin{gathered} \frac{\omega_{\mathbf{i}}}{\sqrt{1+k}} \\ \\ \begin{array}{c} \text { (independent } \\ \text { of } \alpha \text { ) } \end{array} \end{gathered}$ | Satisfied <br> Satisfied |
| C20A-3 | 0 | $\mathrm{Q}_{\mathrm{p}_{\text {min }}}=\sqrt{1+\mathrm{k}}$ | $\frac{\omega_{i}}{\sqrt{1+k}}$ | Unsatisfied |
| C20A-4 | $(1+k)$ $2(1+k)$ | $\frac{1}{\sqrt{2}}$ | $\frac{\omega_{i}}{1+k}$ $\frac{\omega_{\mathbf{i}}}{\sqrt{2}(1+k)}$ | Unsatisfied <br> Unsatisfied |

TABLE 3.2. Values of $\alpha$ for Maximally Flat $\&$ for $Q_{p}=1$, their Corresponding Bandwidth and Stability Conditions of C2OA's in the Finite Gain Applications .
decreases. It is clear that C2OA-1 and C2OA-2 are the two most attractive configurations from the $B W$ and stability considerations. It is to be noted that some special cases of finite gain amplifiers using C2OA-1, C2OA-2, C2OA-3, and C20A-4 in positive finite gain applications were reported in the literature $[4,7,31,32,43,54,62]$ and cited for their improved performance.

### 3.2.2 The Bandwidth Improvements Using C2OA's in Finite Gain

Applications
The $B W$ of a finite gain amplifier, realized using a single OA, shrinks approximately by a multiplying factor ( $1 / \mathrm{K}$ ) relative to its unity gain 3 dB BW ( $\omega_{i}$ ). Also the optimum (maximally flat), 3 dB BW using a cascade of two (single $O A$ realization) finite gain amplifiers, is obtained when each amplifier has a gain of $\sqrt{K}$, to realize an overall gain $K$. The resulting $B W$ shrinks by $\sqrt{0.4} 4 / \sqrt{\mathrm{K}}=0.66 / \sqrt{\mathrm{K}}$ relative to $\omega_{i}$ [31]. The BW of $\mathrm{C} 20 \mathrm{~A}-1$ and C2OA-2 circuits can be designed to shrink only by a factor of a $1 / \sqrt{K}$ for $Q_{p}=0.707$ (maximally flat), and greater than $1 / \sqrt{K}$ for $Q_{p}=1$ ( $K \gg 1$ ). In addition, the C20A's require only two accurate gain determining components compared with four in the cascade realization. Fig. 3.3 shows the improvement by comparing the BW's obtainable in these different cases.

### 3.2.3 Experimental Results Using C2OA's in Finite Gain

## Applications

Experimental results of negative finite gain amplifier realizations are given in Figs. 3.4.a - 3.4.d using the C20A-1 of


Fig. 3.2. Open Loop Frequency Response of a Two-Pole OA.


Fig. 3.3. Theoretical Frequency Response of Negative Finite Gain Amplifiers Realized Using Single OA, Two Cascaded Single OA's, and C2OA-1 for Negative Gain of 100. (Assuming OA GBWP = 1 MHz ).

Fig. 2.6.a. LM747 Dual OA's with GBWP $\approx 1$ to 1.5 MHz are used to implement the C2OA's in this chapter as well as in the entire experimental work throughout this dissertation. Fig. 3.4.a shows the maximally flat response $\left(Q_{P}=0.707\right)$ for closed loop gain of $-25,-50$, and -100 . The BW extension shown here complies with the expected results according to table 3.1, e.g. for a gain $K$ of -100 the $3 \mathrm{~dB} \quad \mathrm{BW} \simeq \sqrt{\omega_{1} \omega_{2} /(1+\mathrm{K})} \simeq 1000 / \sqrt{101} \simeq 100 \mathrm{~K} \mathrm{~Hz}$. In Fig. 3.4 b , the effect of active compensation on extending the $B W$ for a gain of +100 is illustrated for $Q_{p}=0.5,0.707$ and 1 . This is achieved by only controlling the compensating resistor ratio $\alpha$. The stability and low sensitivity to the power supply and to the active compensation resistor variations are examined as shown in Figs. 3.4.c and 3.4.d, for maximally flat response of gain +50 and +100. Comparing the results in Fig. 3.4 with those of the single amplifier realizations in Fig. 3.5.a and 3.5.b, for the same GBWP and gain $K$, illustrates the considerable improvement in the useful $B W$, without sacrificing any of the single $O A$ attractive features, namely, the low sensitivity to circuit elements and power supply variations, stability and versatility.

The sensitivity and stability properties of the differential finite gain amplifier using C2OA-2, Fig. 3.1, can be shown to be similar to those derived for $C 20 A-2$ in positive and negative finite gain amplification above.

To illustrate the usefulness of the derived C20A's, a common application is chosen; namely, negative finite gain amplification.



Fig. 3.4.b. Effect of Active Compensation on Extending the Bandwidth .


Fig. 3.4.c. Effect of Compensation Resistor-Ratio Variations by $\pm 5 \%$.


Fig. 3.4.d. Effect of Power Supply Variations From $\pm 9 \mathrm{~V}$ to $\pm 15 \mathrm{~V}$.

Fig. 3.4. Experimental Results Using C2OA-1 in Negative Finite Gain Applications -


Fig. 3.5.a. Single OA Frequency Response For Closed Loop Gain of -50 and -100 .


Fig. 3.5.b. Effect of Power Supply Variations. From $\pm 8 \mathrm{~V}$

Fig. 3.5. Experimental Results Using Single OA's (LM 747 OA) .

The performance of the C2OA-1 and C2OA-2 in this application is compared with some of the best recently reported negative finite gain realiztions using a similar number of $0 A^{\prime} s$ [19-25,43]. It is to be noted that the realizations reported in [19] and [21] are special case of $\mathrm{C} 2 \mathrm{OA}-4$, where $\alpha=0$, i.e., the controlling parameter $\alpha$ disappears, and the designs will lack only control on magnitude and phase compensation.

The results are shown in Fig. 3.6 for nominal gains $\gg 1$ for practical reasons since as $K$ increases the useful $B W$ shrinks and extending the operating frequencies becomes more important. The results in Fig. $3.6 . a$ and $3.6 . b$ show clearly the excellent gain and phase performance of the proposed realizations relative to the state-of-the-art designs.

### 3.3 FINITE GAIN APPLICATIONS USING C30A'S AND C4OA'S

Wideband positive, negative and differential composite amplifiers can be designed using the CNOA's structures proposed in Chapter II, and shown in Figs. 2.8 and 2.9.

Positive finite gain and negative finite gain expressions for several C30A's and C40A's are shown in Appendices $C$ and D. Four of those expressions of each of the C30A's and C40A's realizations that showed superior performance are given in Table 3.3 and 3.4 respectively. As can be seen from these expressions in Table 3.3 and 3.4 , as well as the open loop expressions of the corresponding CNOA's of Table 2.1 and 2.2 , no differences in the transfer function coefficients are encountered, thus low coefficient


Fig. 3.6.a. Amplitude Frequency Responses of Negative Finite Gain Amplifiers .


Fig. 3.6.b. Phase Responses of Negative Finite Gain Amplifiers .
Fig. 3.6.
Comparison of the Negative Finite Gain Amplifiers Using C2OA's with the State of the Art Two-OA's Realizations (OA GBWP $=$ 1 MHz ).

| $\mathrm{CBOA}_{1}$ | Finite Gain Transfer Function | Stability Condition |
| :---: | :---: | :---: |
| C30A-1 | $\frac{V_{0}}{V_{i}}=\frac{-k\left(1+\frac{S}{\omega_{1}}\right)}{1+\left(1+\frac{1+k}{1+\beta}\right) \frac{S}{\omega_{1}}+\left(\frac{1+k}{1+\alpha}\right) \frac{S^{2}}{\omega_{2}{ }^{\omega} 3}+(1+k) \frac{s^{3}}{\omega_{1}^{\omega} 2^{\omega}{ }^{\omega}}}$ | $(1+k)>\alpha(1+B)$ |
|  | $V_{0}=\frac{(1+k)\left(1+\frac{1}{1+\alpha} \frac{S}{\omega_{3}}+\frac{S^{2}}{\omega] \omega_{2}}\right)}{1+\left(1+\frac{1+k}{1+\beta}\right) \frac{S}{\omega 1}+\left(\frac{1+k}{1+\alpha}\right) \frac{S^{2}}{\omega_{2} \omega_{3}}+(1+k) \frac{S^{3}}{\omega 1 \omega_{2} \omega_{3}}}$ |  |
| $\text { C30A- } \dot{+}$ | $\frac{-K\left(1+S / \omega_{2}\right)}{V_{0}}=\frac{-K}{1+\left[\frac{1}{\omega_{2}}+\frac{1+K}{\omega_{1}(1+\beta)}\right] S+(1+K)} \frac{S^{2}}{\omega_{1}}+(1+k) \frac{S^{3}}{\omega_{1} \omega_{2} \omega_{3}}$ | $(1+k)>a(1+B)$ |
|  | $\frac{V_{0}}{V_{1}}=\frac{(1+K)\left(1+S / \omega_{2}\right)}{1+\left[\frac{1}{\omega_{2}}+\frac{1+k}{\omega_{1}(1+\beta)}\right] S+\left(\frac{1+k}{(1+\alpha)} \frac{S^{2}}{\omega_{1} \omega_{2}}+(1+k) \frac{S^{3}}{\omega_{1} \omega_{2} \omega_{3}}\right.}$ |  |
| C30A-3 | $\frac{V_{0}}{V_{1}}=\frac{-K}{1+\left(\frac{1+k}{1+\beta}\right) \frac{S}{\omega_{3}}+\left(\frac{1+k}{1+a}\right) \frac{S^{2}}{\omega_{1} \omega_{3}}+(1+k) \frac{S^{3}}{\omega_{1} \omega_{2} \omega_{3}}}$ | $(1+k)>(1+\alpha)(1+\beta)$ |
|  | $\frac{V_{0}}{V_{1}}=\frac{(1+K)\left(1+\frac{1}{1+a} \frac{S}{\omega_{1}}+\frac{S^{2}}{\omega_{1} \omega_{2}}\right)}{1+\left(\frac{1+k}{1+\beta}\right) \frac{S}{\omega_{3}}+\left(\frac{1+k}{1+a}\right) \frac{S^{2}}{\omega_{1} 1_{2}}+(1+k) \frac{S^{3}}{\omega_{1} \omega_{2} \omega_{3}}}$ |  |
| C3OA-4 | $\frac{V_{0}}{V_{1}}=\frac{-K}{1+\left(\frac{1+k}{1+\beta}\right) \frac{S}{\omega_{1}}+\left(\frac{1+K}{1+\alpha}\right) \frac{S^{2}}{\omega_{1} \omega_{2}}+(1+K) \frac{S^{3}}{\omega_{1} \omega_{2} \omega_{3}}}$ | $(1+k)>(1+a)(1+\beta)$ |
|  | $V_{0}^{V_{i}}=\frac{(1+K)}{1+\left(\frac{1+k}{1+\beta}\right) \frac{S}{\omega_{1}}+\left(\frac{1+k}{1+\alpha}\right) \frac{S^{2}}{\omega_{1} \omega_{2}}+(1+k) \frac{S^{3}}{\omega_{1} \omega_{2} \omega_{3}}}$ |  |
| Negat Gain C tion |  | Positive Finite Gain Configuration |


| C40A | Finite Gain Transfer function |  |
| :---: | :---: | :---: |
| C40A-1 | $\frac{v_{0}}{V_{1}}=\frac{-k(1+S / \omega)}{1+\frac{S}{\omega^{2}}\left[1+\frac{1+k)}{1+\alpha)(1+\gamma)}\right]+\frac{S^{2}}{\omega^{2}}(1+k)\left[\frac{1}{1+\gamma}+\frac{1}{1+\alpha)(1+\beta)}\right]+\frac{S^{3}}{\omega^{3}}(1+k)\left[\frac{1}{1+\beta}+\frac{1}{1+\alpha}\right]+\frac{S^{4}}{\omega^{4}}(1+k)}$ | Negative Fintte Gain Trans. Func. |
|  | $\frac{V_{0}}{V_{i}}=\frac{\{1+k\}\left\{1+\frac{S}{\omega}\left[\frac{1}{1+\beta}+\frac{1}{1+\gamma}\right]+\frac{S^{2}}{\omega^{2}}\left[\frac{2+\beta}{1+\beta}\right]+\frac{S^{3}}{\omega^{3}}\right\}}{1+\frac{S}{\omega}\left[1+\frac{(1+k)}{(1+\alpha)(1+\gamma)}\right]+\frac{S^{2}}{\omega^{2}}(1+k)\left[\frac{1}{1+\gamma}+\frac{1}{(1+\alpha)(1+\beta)}\right]+\frac{s^{3}}{\omega^{3}}(1+k)\left[\frac{1}{1+\beta}+\frac{1}{1+\alpha}\right]+\frac{S^{4}}{\omega^{4}}(1+k)}$ | Positive Finite Gain Trans. Func. |
| C40A. 2 | $\frac{V_{0}}{V_{i}}=\frac{-k}{1+\frac{S}{\omega}\left[\frac{(1+k)}{(1+\gamma)(1+\beta)}\right]+\frac{S^{2}}{\omega^{2}}\left[\frac{1+k}{1+\gamma}+\frac{(1+k)}{(1+\alpha)(1+\beta)}\right]+\frac{S^{3}}{\omega^{3}}\left[\frac{1+k}{1+\alpha}+\frac{1+k}{1+\beta}\right]+\frac{S^{4}}{\omega^{4}}[1+k]}$ | Negative Finite Gain Trans. Func. |
|  | $\frac{V_{0}}{V_{i}}=\frac{(1+k)}{1+\frac{S}{\omega}\left[\frac{(1+k)}{(1+\gamma)(1+\beta)}\right]+\frac{S^{2}}{\omega^{2}}\left[\frac{1+k}{1+\gamma}+\frac{(1+k)}{(1+\alpha)(1+\beta)}\right]+\frac{S^{3}}{\omega^{3}}\left[\frac{1+k}{1+\alpha}+\frac{1+k}{1+\beta}\right]+\frac{S^{4}}{\omega^{4}}[1+k]}$ | Positive Finite Gain Trans. Func. |
| C40A-3 | $\frac{V_{0}}{V_{1}}=\frac{-k(1+S / \omega)}{1+\frac{S}{\omega}\left[1+\frac{(1+k)}{(1+\beta)(1+\gamma)}\right]+\frac{S^{2}}{\omega^{2}}[1+k]\left[\frac{1}{(1+\alpha)(1+\beta)}+\frac{1}{1+Y}\right]+\frac{S^{3}}{\omega^{2}}[1+k]\left[\frac{1}{1+\alpha}+\frac{1}{1+\beta}\right]+\frac{S^{4}}{\omega^{4}}[1+k]}$ | Negative Finite Gain Trans. Func. |
|  | $\frac{V_{o}}{V_{i}}=\frac{(1+k)(1+s / \omega)}{1+\frac{s}{\omega}\left[1+\frac{(1+k)}{(1+\beta)(1+\gamma)}\right]+\frac{s^{2}}{\omega^{2}}[1+k]\left[\frac{1}{(1+\alpha)(1+\beta)}+\frac{1}{1+\gamma}\right]+\frac{s^{3}}{\omega^{3}}[1+k]\left[\frac{1}{1+\alpha}+\frac{1}{1+\beta}\right]+\frac{s^{4}}{\omega^{4}}[1+k]}$ | Positive Findte Gain Trans. Func. |
| C40A-4 | $\frac{v_{o}}{v_{i}}=\frac{-k}{1+\frac{S}{\omega}\left[\frac{(1+k)}{(1+\alpha)(1+\gamma)}\right]+\frac{S^{2}}{\omega^{2}}[1+k]\left[\frac{1}{1+\gamma}+\frac{1}{(1+\alpha)(1+\beta)}\right]+\frac{s^{3}}{\omega^{3}}[1+k]\left[\frac{1}{1+\alpha}+\frac{1}{1+\beta}\right]+\frac{s^{4}}{\omega^{4}}[1+k]}$ | Negative Finite Gain Trans. Func. |
|  | $\frac{v_{0}}{V_{i}}=\frac{\{1+k\}\left\{1+\frac{S}{\omega}\left[\frac{1}{1+\beta}+\frac{1}{1+Y}\right]+\frac{S^{2}}{\omega^{2}}\left[1+\frac{1}{1+\beta}\right]+\frac{S^{3}}{\omega^{3}}\right\}}{1+\frac{S}{\omega}\left[\frac{(1+k)}{(1+\alpha)(1+\gamma)}\right]+\frac{S^{2}}{\omega^{2}}[1+k]\left[\frac{1}{1+\gamma}+\frac{1}{(1+\alpha)(1+\beta)}\right]+\frac{S^{3}}{\omega^{3}}[1+k]\left[\frac{1}{1+\alpha}+\frac{1}{1+\beta}\right]+\frac{S^{4}}{\omega^{4}}[1+k]}$ | Positive finite Gain Trans. Func. |
| Positive Finite fain Configuration |  |  |

sensitivities are obtained and reasonable OA mismatch is tolerated. It is clear from these expressions, that all the denominator coefficients are positive which is necessary for stability. Using the same technique used in Chapter II and in Section 3.2 of this Chapter, it can be shown that the resistor ratios $\alpha, \beta$ and $\gamma$ can be chosen for extended BW and to satisfy the necessary and sufficient stability conditions, assuming single pole models.

### 3.3.1 The BW Improvements Using CNOA's in Finite Gain

## Applications

The optimum maximally flat 3 dB BW using three, (four), single $O A$ finite gain building blocks is obtained by cascading three, (four), identical blocks, each of gain $k^{1 / 3}$, ( $K^{1 / 4}$ ), to realize an overall gain $K$. The overall $B W$ shrinks by a multiplying factor $0.51 / \mathrm{K}^{1 / 3},\left(0.435 / \mathrm{K}^{1 / 4}\right)$, relative to $\omega_{i}$ [31]. The new proposed C30A, (C40A), circuits BW are formed to shrink only by a factor $1 / K^{1 / 3},\left(1 / K^{1 / 4}\right),(K \gg 1)$.

Using the results found in this Section and in Section 3.2.2, a general expression for the BW of CNOA's in finite gain applications can be shown to be

$$
\begin{equation*}
B W=\omega_{i} /\left(K^{1 / N}\right) \text { for }(K \gg 1) \tag{3.4}
\end{equation*}
$$

where $N$ is the number of single $O A$ used in the CNOA structure.
Maximally flat response (Butterworth) as well as Chebychev characteristics can be achieved by controlling the resistor ratios
$\alpha, \beta$, and $\gamma$, while satisfying the stability conditions. Computer plots of the simulated $C 30 A-1$ and $C 40 A-1$ transfer functions (magnitude and phase), in positive and negative finite gain configurations are given in Fig. 3.7 and 3.8. In both figures, different compensating values were used to achieve BW extension as well as different Butterworth and Chebychev characteristics for positive and negative finite gain of 100 . The 3 dB BW realized in the figure agrees with the BW expression (3.4) e.g. the 3 dB BW of Fig. 3.8.a $\underset{\sim}{2} 350 \mathrm{KHz}$ assuming the GBWP of the single $O A$ used of 1 MHz. All of these finite gain designs have the same attractive dynamic range, stability and low sensitivity properties as the C20A'\& designs in Section 3.2. Also, it is worthwhile mentioning that some of the finite gain designs presented here (C3OA-2, C3OA4, C4OA-2, C4OA-3, and C40A-5) have identical N/D multiplying factors in the positive and negative gain applications which makes them suitable in differential gain applications with no common mode rejection problem.
3.3.2 Experimental Results Using C30A's and C40A's in Finite Gain Applications
-
Only sample experimental results are given to illustrate the improvement using C30A-1 and C4OA-1. Fig. 3.9 gives the experimental results using $\mathrm{C} 30 \mathrm{~A}-1$ in positive finite gain application $(K=+38.7)$. The figure shows the effect of variation of the compensating resistor ratios $\alpha$ and $\beta$. The gain of 38.7 is chosen to be the same as the gain used in [44] to be able to


Fig. 3.7.a.
Maximally Flat Computed Frequency Response
(Amplitude \& Phase) of the Positive Finite Gain Amplifier ( $\mathrm{K}=100$ ) Using C30A-1 .


Fig. 3.7.b. Chebychev Computed Frequency Response
(Amplitude \& Phase) of the Positive Finite Gain Amplifier ( $\mathrm{K}=100$ ) Using C30A-1

Fig. 3.7. Computer Plots (Amplitude \& Phase) of the C30A-1 Finite Gain Transfer Function for a Gain of $100(\mathrm{OA} \mathrm{GBWP}=1 \mathrm{MHz})$


Fig. 3.8.a. Maximally Flat Computed Frequency Response (Amplitude \& Phase) of the Positive Finite Gain Amplifier ( $\mathrm{K}=100$ ) Using C40A-1.


Fig. 3.8.b. Chebychev Computed Frequency Response (Amplitude \& Phase) of the Positive Finite Gain Amplifier ( $\mathrm{K}=100$ ) Using C40A-1.

Fig. 3.8. Computer Plots (Amplitude \& Phase) of the C40A-1 Finite Gain Transfer Function for a Gain of 100 ( $O A$ GBWP $=1 \mathrm{MHz}$ ).


Fig. 3.9. Experimental Results of C30A-1 in Positive Finite Gain Application, For a Gain of 38.7, and the Effect of Variation of the Compensating resistor ratios $\alpha$ and $\beta$ (LM 747
OA) -
compare with theoretical results using the Zero Second Derivative finite gain amplifier (2SD), Fig. 3.10, proposed in [44]. For practical reasons, both amplifiers are designed such that the stability condition, using Routh's test on the third order denominator coefficients, is exceeded by a margin of $10 \%$. The best theoretical results using $Z S D$ are obtainable with the minimum stability margin, i.e. $\left(r_{1}-1\right)=1.1$ BR in Fig. 3.10. This theoretical response as well as the best possible unstable theoretical responses are illustrated in Figs. 3.11.a and 3.11.b for comparison. The figures show the magnitude and phase characteristics of C3OA-1 and C40A-1 amplifiers, while satisfying the stability constraints, in positive finite gain of 38.7 , for different compensation values. The figure illustrates the extended frequency range of these designs (in both Butterworth and Chebychev responses), over that of the state of the art design [44], or by using 3, (4), stages of cascaded single $O A^{\prime}$ s in the same applications. It is also interesting to note that the condition for stability of the amplifier shown in Table 3.3 using C30A-1 is

$$
\begin{equation*}
\alpha<39.7 /(1+\beta) \tag{3.5}
\end{equation*}
$$

This is satisfied by a wide margin in the C30A-1 responses of Figs. 3.11.a and $3.11 . b$, since $\alpha=1.25$ and $\beta=5.93$ in the maximally flat response, and $\beta=5.4$ in the Chebychev response. The reason for using theoretical responses in the comparison, was


$$
\frac{V_{0}}{V_{i}}=\frac{\theta \beta+\frac{s}{\omega_{2}}(1-\theta)+\frac{s^{2}}{\omega_{2} \omega_{3}}}{s^{3} / \omega_{1} \omega_{2} \omega_{3}}
$$

Fig. 3.10.a. The Zero Second Derivative (ZSD) Infinite Gain Amplifier .

$\frac{V_{0}}{V_{i}}=k_{0} \frac{1+\frac{S}{\omega_{2}} \frac{(r-1)}{\beta}+\frac{S^{2}}{\omega_{2} \omega_{3}} \frac{r}{\beta} \frac{k_{0}}{\left(k_{0}-1\right)}}{1+\frac{S}{\omega_{2}} \frac{(r-1)}{\beta}+\frac{S^{2}}{\omega_{2} \omega_{3}} \frac{r}{\beta} \frac{k_{0}}{\left(k_{0}-1\right)}+\frac{S^{3}}{\omega_{1} \omega_{2} \omega_{3}} \frac{r}{\beta} \frac{k_{0}^{2}}{\left(k_{0}-1\right)}}$
Fig. 3.10.b. The Zero Second Derivative (ZSD) Finite Gain Amplifier .

Fig. 3.10. The Zero Second Derivative Amplifier (2SD) Proposed in. [44] .


Fig. 3.11.a. Theoretical Amplitude Responses of C30A-5,

due to the fact that the ZSD amplifier is unstable in practice, and limiting diodes had to be added in the amplifier structure to prevent the Trapozoidal oscillations [44].

Experimental results of maximally flat ( $Q_{p}=0.707$ ) negative finite gain amplifier realizations using C40A-1 for different gains are shown in Fig. 3.12. The figure shows the improvement in the $B W$ of the negative finite gain amplifiers using the C4OA's over those using C2OA's and C30A's, particularly as the gain $K$ increases. The computer frequency response plots of C40A-1 negative finite gain realization, are in close agreement with the experimental results of Fig. 3.13.

The stability and low sensitivity to power supply as well as to the active compensation resistor variations are verified as shown in Figs. 3.14a and 3.14b, for the C40A-1 negative finite gain amplifiers.

### 3.4 CONCLUSIONS

In this chapter the application of the proposed CNOA's in positive, negative and differential finite gain amplifications are presented. Theoretical and experimental results of the CNOA's ( $N=2,3,4$ ) in finite gain applications show the excellent performance properties of the realizations. The performance examined included wide dynamic range, stability with one and two pole models, low active and passive sensitivity to the OA GBWP and to the compensating resistors, and the $B W$ extension. Comparisons with the state of the art contributions using similar number of

20 Log $\left|\frac{V_{0} / V_{i}}{k}\right|$


Fig. 3.12. Maximally Flat Experimental Frequency Responses of C40A-1 for a Gain of $50,100 \&$ 200 (Using LM 747 OA ) .


Fig. 3.13. The Effect of Active Compensation on Extending the Bandwidth of the C40A-1 in Finite Gain Application (Using LM 747 OA ).


Fig. 3.14.a. Effect of Power Supply Variations on C40A-1 for a Gain of 100.


kHz .

Fig. 3.14.b. Effect of Active Compensation Elements
Variations by $5 \%$ on C40A-1 for a Gain of 100 .
Fig. 3.14. Effect of Power Supply and Active Compensation Resistor Variations on C40A-1 for Maximally Flat Finite Gain Applications
(Using LM 747 OA ) .

OA's, in finite gain applications have shown the appreciable improvements of the realization obtained using the CNOA's proposed with respect to stability and useful BW.

Although the examples given, using the CNOA's, are for high gain applications, it is easy to show that the deviation in amplitude and phase from ideal is much lower than other existing realizations, even for closed loop gains as low as unity.

In addition, it is worthwhile to mention that although these proposed composite operational amplifiers are general OA design and can be used in place of regular $O A^{\prime} s$ in any application, the results show their superior performance in comparison with the state of the art structures that were designed specifically for particular applications.

## CHAPTER IV

## REALIZATION OF INVERTING INTEGRATORS USING THE PROPOSED CNOA'S

### 4.1 INTRODUCTION

Integrator circuits, especially those realized using $0 A^{\prime}$ s, play an important role in the design of active-RC filter networks. Specifically, there is a number of biquadratic filter circuits that employ two integrators in a feedback loop. Notable among these (two-integrator loor) realizations are the Two-Thomas biquad [45-47] and the Akerberg-Mossberg biquad [40]. In any two-integrator loop, one of the integrators has to be an inverting one while the other is noninverting. Traditionally, the Miller circuit has been employed to realize the inverting integrator. In the Tow-Thomas biquad, the noninverting integrator is realized using cascade connection of a Miller circuit and an inverting amplifier. Akerberg and Mossberg implement the noninverting integrator using an inverting amplifier in the feedback loop of the inverting integrator. This latter circuit has been called a (phase-lead) integrator [16].

Another application of integrators is in the design of highorder active filters based on the (operational simulation) of LC ladder networks. Example of this approach are the leap-frog technique [48] and the more general Signal-Flow Graph (SFG) method [49]. In both methods, inverting integrators are used to simulate
the operation of ladder capacitors while noninverting integrators simulate the operation of ladder inductors. It has been shown [16] that using the Miller circuit for the inverting integrator together with the phase-lead cirsuit for the noninverting integrator results in a considerable reduction in the deviations that usually occur in the filter attenuation function due to the OA frequency response.

In this chapter, a new method is presented for the compensation of inverting integrators. These improved inverting integrators are achieved through the use of the Composite Operational Amplifiers CNOA's in place of the single OA. Transfer functions of the CNOA's integrators, as well as the effect of the $O A$ parasitic poles on the integrator stability are presented. A comparison study with the best reported negative integrator realizations shows clearly the improvement achieved using this technique.

### 4.2 INVERTING INTEGRATORS USING C2OA'S

The actually realized transfer functions $T_{a}$ 's using C2OA-1 to C2OA-4 as inverting integrators, assuming OA single pole model, are given in Table 4.1. The $\mathrm{T}_{\mathrm{a}}$ 's have the same general form expressed by (3.2). This leads to the same desirable features regarding the stability (assuming single pole $O A$ model) and the low sensitivity of $T_{a}$ to the different elements of the realization as well as the mismatch of single OA GBWP's. Again let us assume a two pole $O A$ open loop gain (3.3). It is easy to show that, for identical single $O A^{\prime}$ s the necessary and sufficient

| C20A | Negative Integrator Transfer Function $\left(T_{a}\right)$ | $\omega_{p}$ | $Q_{p}$ |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} C 20 A-1 \\ 8 \\ C 20 A-2 \end{gathered}$ | $T_{1} \cdot\left[\frac{1}{1+S / \omega_{p} Q_{p}+S^{2 /} \omega_{p}{ }^{2}}\right] \cdot \frac{\tau \omega_{p}(1+\alpha)}{1+\tau \omega_{1}(1+\alpha)}$ | $\sqrt{\omega_{1} \omega_{2}\left[1+\frac{1}{\tau \omega_{1}(1+\alpha)}\right]}$ | $\frac{\sqrt{\frac{{ }^{\omega} 1}{\omega_{2}}\left[1+\frac{1}{\tau \omega_{1}(1+\alpha)}\right]}}{\left[\frac{1}{1+\alpha}+\frac{1}{\tau_{1} \omega_{2}}\right]}$ |
| C2OA-3 | $T_{i} \cdot\left[\frac{1+S / \omega_{1}}{1+S / \omega_{p} Q_{p}+S^{2} / \omega_{p^{2}}}\right]$ | $\sqrt{\frac{\omega_{1} \omega_{2}\left[1+\frac{G_{1}}{T_{1} \omega_{2}{ }^{G}}\right]}{(1+\alpha)}}$ | $\frac{\sqrt{\frac{(1+a)}{\omega_{1} \omega_{2}}\left[1+\frac{G 1}{T_{1} \omega_{2}^{G}}\right]}}{\frac{1}{\omega_{1}}+\frac{G_{1}}{T_{1} \omega_{1} G}+\frac{(1+a)}{T_{1} \omega_{2} \omega_{2}}}$ |
| C20A-4 | $T_{1} \cdot\left[\frac{1+(1+\alpha) S / \omega_{1}}{1+S / \omega_{p} Q_{p}+S^{2} / \omega_{p^{2}}}\right]$ | $\sqrt{\frac{\omega_{1} \omega_{2}}{1+\alpha}}$ | $\frac{\sqrt{(1+\alpha)\left(\omega_{1} \omega_{2}\right)}}{\frac{1+\alpha}{\omega_{1}}+\frac{1+\alpha}{T_{1} \omega_{1} \omega_{2}}}$ |
| Ideal Transfer Function $T_{i}=\frac{V_{0}}{V_{i}}=\frac{-\omega_{1}}{S}=\frac{-1}{\tau_{i} S}$ <br> (Where $\tau_{t}$ is the integrator time constant $=R C=1 / \omega_{t}$ ) <br> TABLE 4.1. Inverting Integrators Transfer Functions Using |  |  |  |

stability conditions (the parasitic poles are in the left half of the s plane) for the C2OA-1 and C2OA-2 integrator realizations are given by

$$
\begin{equation*}
\omega_{h}>\omega_{i}\left[4(1+\alpha)^{2} /(3+2 \alpha)\right] \tag{4.1}
\end{equation*}
$$

For C2OA-3, the condition is given by

$$
\begin{equation*}
\omega_{h}>\omega_{i}[(3+4 \alpha) /(2+2 \alpha)] \tag{4.2}
\end{equation*}
$$

Also, for C20A-4 the stability condition is given by
$\omega_{h}>\omega_{i}[(3-\alpha) /(2+2)]$
It is clear from (4.1), (4.2) and (4.3) that for a given $\alpha$, there is a minimum value of ( $\omega_{h} / \omega_{i}$ ) to satisfy the stability condition. $\alpha$ equals zero, in C2OA-1 and C2OA-2 integrators; results in the minimum value for $\omega_{h}$ since $\omega_{h}$ increases as $\alpha$ increases. - The C2OA-2 integrator requires ( $\omega_{h} / \omega_{i}$ ) to be greater than $3 / 2$ for stable operation when $a$ equals zero, and ( $\omega_{\mathrm{h}} / \omega_{\mathrm{i}}$ ) to be greater than 2 when $\alpha$ tends to infinity. The C20A-4 integrator has an advantage that for $\omega_{h}=\omega_{i}$ (the worst case value of $\omega_{h}$ for internally compensated $O A ' s$ ) a value of $\alpha$ exists ( $\alpha=1 / 3$ ) for which the integrator is stable. In general, as $\omega_{h}$ increases, the stability is improved. From physical consideration if $\omega_{h}{ }^{+\infty}$, all the integrators become stable as can be seen from Table 4.1, since the OA two pole model reduces to a single pole one (2.2). The stability conditions for some special values of $\alpha$ are sumarized in Table 4.2. From the data sheets for

| C20A | $\alpha$ | $Q_{p}$ | ${ }^{\omega} \mathrm{p}$ | Stability for $\alpha$ used |
| :---: | :---: | :---: | :---: | :---: |
| C20A-1 | Unrealizable | 1 $\frac{1}{\sqrt{2}}$ | $\approx \omega_{\mathbf{i}}$ | $\omega_{h}>\frac{4 \omega_{i}}{3}$ |
| C20A-2 | 0 <br> Unrealizable | $\begin{gathered} 1 \\ \frac{1}{\sqrt{2}} \end{gathered}$ | $\approx \omega_{\mathbf{i}}$ | $\omega_{h}>\frac{4 \omega_{i}}{3}$ |
| C20A-3 | Unrealizable | 1 $\frac{1}{\sqrt{2}}$ | $\approx \omega_{\mathbf{i}}$ | $\omega_{h}>\frac{3 \omega_{i}}{2}$ |
| C20A-4 | 0 1 $\frac{1}{3}$ | $\begin{gathered} 1 \\ =\frac{1}{\sqrt{2}} \\ \approx 0.866 \end{gathered}$ | $\begin{aligned} & \approx \omega_{i} \\ & \approx \omega_{i} / \sqrt{2} \\ & \approx \omega_{i} / 1.15 \end{aligned}$ | $\begin{aligned} & \omega_{h}>\frac{3 \omega_{i}}{2} \\ & \omega_{h}>\frac{1}{2} \omega_{i} \\ & \omega_{h}=\omega_{i} \end{aligned}$ |

TABLE 4.2. Values of $\alpha$ for Maximally Flat and for $Q_{p}=1$ and their Corresponding Stability Conditions for the Inverting Integrators Using the C20A's .
internally compensated $0 A^{\prime} s$ such as $741^{\prime} \mathrm{s}$ and $747^{\prime} \mathrm{s}$, $\mathrm{w}_{\mathrm{h}}$ is shown to be higher than $\omega_{i}$ on the graphs [50]. This achieves stable realization down to 0 dB closed loop gain. For externally compensated OA's such as the $702^{\prime \prime} s$ and $709^{\prime} s$, the compensation can be chosen to guarantee the stability conditions.

A comparison of C2OA-4 negative integrator with the state of the art negative integrator realizations [51-53], is given in Fig. 4.1 for $\omega_{t} / \omega_{i}=0.05\left(\omega_{t}=1 / \tau_{t}\right.$ where $\tau_{t}$ is the integrator time constant). This shows that the percentage deviation in magnitude and phase from ideal of the negative integrator for $\alpha=1 / 3$ is very close to the excellent performance of the Geiger's integrator [51]. (The C20A-4 integrator for $\alpha=$ 0 , becomes identical to that of Geiger's). On the other hand, stability problem will arise in the latter when internally compensated $0 A^{\prime}$ s used with a phase margin less than $60^{\circ}$ at 0 dB closed loop gain $\left(\omega_{h} / \omega_{i}<3 / 2\right)$. Thus, the value of the controlling parameter $\alpha$ is apparent since it results in guaranteed stable operation using commercial internally compensated OA's.

### 4.3 INVERTING INTEGRATORS USING C3OA'S

In this section three high frequency integrators using actively compensated multiple OA's (CNOA's) for $N=3$ are introduced. Fig. 2.7 (b,e,f) shows the different structures of these C3OA's. The actually realized open loop transfer function for each of these CNOA designs are given in Table 2.1.

Using the C3OA-2, C3OA-5 and C3OA-6 in the inverting

integrators yields the following integrator transfer functions

$$
\left(T_{a}^{\prime} s=T_{i} \cdot N / D\right)
$$

Using C3OA-2:

$$
T_{a}=T_{i} \cdot \frac{1+\frac{s}{\omega_{i}}}{\left[1+\frac{\omega_{t}}{\omega_{i}(1+\beta)}\right]+\left[1+\frac{1}{(1+\beta)}+\frac{\omega_{t}}{\omega_{i}(1+\alpha)}\right] \frac{s}{\omega_{i}}+\left[\frac{1}{1+\alpha}+\frac{\omega_{t}}{\omega_{i}}\right] \frac{s^{2}}{\omega_{i}^{2}}+\frac{s^{3}}{\omega_{i}^{3}}}
$$

using C30A-5:

$$
\frac{\left[1+\frac{1+\beta}{1+\alpha} \frac{s}{\omega_{i}}+(1+\beta) \frac{s^{2}}{\omega_{i}^{2}}\right]}{1+\left[\frac{1+\beta}{1+\alpha}\left(1+\frac{\omega_{t}}{\omega_{i}}\right)\right] \frac{s}{\omega_{i}}+\left[(1+\beta)+\frac{(1+\beta)}{(1+\alpha)}+\frac{\omega_{t}}{\omega_{i}}(1+\beta)\right] \frac{s^{2}}{\omega_{i}^{2}}+(1+\beta) \frac{s^{3}}{\omega_{i}^{3}}}
$$

and using C30A-6:

$$
\begin{equation*}
T_{a}=T_{i} \cdot \frac{\left[1+(1+\alpha) \frac{s}{\omega_{i}}+(1+\alpha)(1+\beta) \frac{s^{2}}{\omega_{i}^{2}}\right]}{1+(1+\alpha) \frac{s}{\omega}+\left[(1+\alpha)(1+\beta)+\frac{\omega_{t}}{\omega_{i}}(1+\alpha)(1+\beta)\right] \frac{s^{2}}{\omega_{i}^{2}}+[(1+\alpha)(1+\beta)]^{\frac{s^{3}}{3}}} \tag{4.6}
\end{equation*}
$$

where $\omega_{i}$ is the GBWP of the OA used
$\quad T_{i}=$ the ideal integrator transfer function $=-\omega_{t} / s$ and
$N / D \rightarrow 1$ as the $O A$ gain $A_{i}^{\prime \prime} s \rightarrow \infty$
From $(4.4)$ to (4.6), it can be easily shown that no differences
appear in any of the numerator and denominator coefficents. Thus, the low coefficient sensitivities are achieved, amplifiers do not need to be matched, and the necessary conditions for stability are satisfied. Assuming single pole $O A$ model, the necessary and sufficient conditions for stability, i.e. for the roots of $D$ to be in the left half of the $s$ plane, are given by:

$$
\begin{align*}
& {\left[\frac{1}{1+\alpha}\right]\left[1+\frac{1}{1+\beta}+\frac{\omega_{t}}{\omega_{i}(1+\alpha)}\right]+\left[\frac{\omega_{t}}{\omega_{i}}\right]\left[1+\frac{\omega_{t}}{\omega_{i(1+\alpha)}}\right]>1 \quad \text { (4.7.a) }} \\
& \text { (for C30A-2 integrator) } \\
& {\left[\frac{1+\left(\omega_{t} / \omega_{i}\right)}{1+\alpha}\right]\left[(1+\beta)+\frac{1+\beta}{1+\alpha}+\frac{\omega_{t}}{\omega_{i}}(1+\beta)\right]>1} \\
& \text { (for C30A-5 integrator) } \\
& (1+\alpha)\left(1+\frac{\omega_{t}}{\omega_{i}}\right)>1  \tag{4.7.c}\\
& \text { (for C30A-6 integrator) } \\
& \text { The new integrators are designed to satisfy the above stability } \\
& \text { conditions with a practical margin consequently allowing a wide } \\
& \text { range of } \alpha \text { and } \beta \text { variations. For illustration, sample results are } \\
& \text { shown in Figs. (4.2.a) and (4.2.b) using C3OA-6 and comparison is } \\
& \text { made with an excellent recently proposed integrator [51] that uses } \\
& \text { two } O A^{\prime} \text { s. The trade off between magnitude and phase, which will } \\
& \text { be in the next chapter, can be easily achieved by controlling } \alpha
\end{align*}
$$ and $\beta$.




#### Abstract

4.4 CONCLUSIONS

In this chapter, the application of the proposed CNOA's ( $N=2,3$ ) in inverting integrators is presented. This is a new technique for magnitude and phase compensation of inverting integrators. The transfer functions of the realized integrators are given. The effect of the second parasitic pole of the $O A$ on the stability of the proposed realiztions are studied. Comparing the CNOA's integrators with the state of the art designs show clearly the significant improvements in the integrator performance, namely, stability and magnitude and phase compensation.

In addition, it is worthwhile to mention that the same conclusion at the end of Chapter III is also valid here. That is although the integrator active compensation is achieved here through the use of a general composite $0 A^{\prime} s$ (that can be used in any active realizations), the results in integrator applications outperform the results of the best available realizations that was specifically designed as integrators.


CHAPTER V
EXTENDING ACTIVE FILTERS OPERATING FREQUENCIES USING CNOA'S


#### Abstract

5.1 INTRODUCTION

In recent years, a great deal of attention has been directed to designing active-RC second-order filters that have low sensitivities with respect to the active element. It is well known that the poles are displaced from their nominal positions because of the finite value of the GRWP of the OA. In some circuits the GBWP also affects the zeroes. Although the dependence of the transfer function on the GBWP has been extensively studied for a large number of filter circuits, no comprehensive discussion has been presented to discuss the effect of GBWP on filter performance in a general way. Indeed, even for specific circuits, no consistent method for evaluating active Eilters performance has been used.

In this chapter, a new general characterization of active-RC filters employing one, two, and three $O A^{\prime} s$ is presented. Active compensation of each type of these filters is accomplished through the use of the Composite OA's CNOA's. Extensive theoretical and experimental results are given. The active filters characteristics using $C N O A$ 's compare favorably with the state of the art designs.


### 5.2 GENERAL CLASSIFICATIONS OF ACTIVE FILTERS AND A NEW APPROACH FOR ACTIVE COMPENSATIONS

Active filters have been designed using a wide range of approaches $[2,3,54]$. In this chapter, active filters are considered to belong to one of two categories. The first category is realized using functional building blocks, namely, inverting integrators and/or finite gain amplifiers. Examples are the positive gain Sallen and Key, two integrator loop and SFG filters [2]. The second category contains the complement of the first category, i.e., those filters where the $O A^{\prime} s$ are embedded in the passive network and functional building blocks cannot be isolated in the filter structure. Examples are Multiple Feedback (MFB) and Generalized Immittance Converters (GIC) Filters [2,3,4,55].

It is easy to show that in the first category, as the active functional building blocks behavior, approaches the ideal over a wider range, extended operating frequencies would be obtained. This can be explained in the following.

Let us assume an active biquadratic filter realizing a transfer function $T$ using functional active building blocks, whose individual transfer functions are

$$
G_{1}, G_{2}, \ldots G_{n}
$$

Also let:

$$
T_{a}=\text { The actual realized biquadratic transfer }
$$

$\left.\begin{array}{rl} & \begin{array}{l}\text { function using non-ideal (frequency } \\ \\ \\ G_{1}, G_{2}, \ldots G_{n}\end{array} \\ = & \text { The actually realized (non-ideal) transfer }\end{array}\right\}$

Also let $\tau_{i}, G_{i j}, \ldots G_{n i}$ be the corresponding ideal transfer functions when the active elements (OA's) used, are frequency independent, i.e., the GBWP of the OA's used are $\infty$. $\quad\left(\tau_{i}=0\right.$ where $\tau_{i}=1 /$ GBWP $\left.=1 / \omega_{i}\right)$.
$T_{a}$ can be written as

$$
\begin{equation*}
T_{a}=f\left(G_{1}, G_{2}, \ldots G_{n}\right) \tag{5.1}
\end{equation*}
$$

and

$$
\begin{align*}
\quad G_{j} & =g\left(\tau_{i j}, \tau_{2 j}, \ldots \tau_{N j}\right)  \tag{5.2}\\
j & =1,2, \ldots, n
\end{align*}
$$

For simplicity, let $n=1$, and $N=2$. The following argument can be easily shown to be valid for any integer values of $n$ and $N$. The Taylor's series expansion of $T_{a}$ about $G_{i}$ is given by $T_{a}=\left.T_{a}\right|_{G=G_{i}}+\left.\frac{\partial T}{\partial G}\right|_{G=G_{i}}\left(G-G_{i}\right)+\left.\frac{1}{2} \frac{\partial^{2} T_{a}}{\partial G^{2}}\right|_{G=G_{i}}\left(G-G_{i}\right)^{2}+\ldots$
(5.3) can be rewritten as

$$
\begin{align*}
\Delta T & =T_{i}^{\prime}(\Delta G)+\frac{1}{2} T_{i}^{\prime \prime}(\Delta G)^{2}+\ldots  \tag{5.4}\\
& \simeq T_{i}{ }^{\prime} \Delta G \text { for } \Delta G \text { very small }
\end{align*}
$$

where
$\Delta T=T_{a}-T_{i}$ and $\Delta G=G-G_{i}$
It is to be noted that $\Delta G$ is complex in general. Also, $T_{i}{ }^{\prime}$, $T_{i} " \ldots$ are dependent on the topology of the active filter as well as. $G_{i}$ but independent of the nonidealness of $G$. Thus, $\Delta G$ has to be minimized to minimize $\Delta T$.

Similarly, from a Maclaurin series expansion of (5.2) in $\tau_{1}$ \& $\tau_{2}$ about their ideal values of $\tau_{1}=\tau_{2}=0$, it can be shown that

$$
\begin{align*}
& \Delta G=\frac{\partial G}{\partial \tau_{1}}\left|\tau_{1}+\frac{\partial G}{\partial \tau_{2}}\right| \tau_{1}+\frac{1}{2}\left[\frac{\partial^{2} G}{\partial \tau_{1}^{2}} \left\lvert\, \tau_{1}^{2}+\frac{\partial^{2} G}{\partial \tau_{2}^{2}}\right.\right.\left.\left|\tau_{2}^{2}+2 \frac{\partial^{2} G}{\partial \tau_{1} \partial \tau_{2}}\right| \tau_{1} \tau_{2}\right]+\ldots \\
& \tau_{1}=\tau_{2}=0 \quad \tau_{1}=\tau_{2}=0 \quad \tau_{1}=\tau_{2}=0 \quad \tau_{1}=\tau_{2}=0 \quad \tau_{1}=\tau_{2}=0 \tag{5.5}
\end{align*}
$$

Equation (5.5) can be rewritten as

$$
\begin{equation*}
\Delta G=G_{1}{ }^{\prime} \tau_{1}+G_{2}^{\prime} \tau_{2}+\frac{1}{2}\left[G_{1}^{\prime \prime} \tau_{1}^{2}+G_{2}^{\left.\prime \prime \tau_{2}^{2}+2 G_{12}^{\prime \prime} \tau_{1} \tau_{2}\right]+\ldots . . . . . . ~}\right. \tag{5.6}
\end{equation*}
$$

Also $G, G_{i}, T_{a}$ and $T_{i}$ can be expressed in a polar form as

$$
G=M_{G} e^{j \phi a}
$$

$$
\begin{align*}
& G_{i}=M_{G i} e^{j \phi i}  \tag{5.7}\\
& T_{a}=M_{T a} e^{j \theta a} \\
& T_{i}=M_{T i} e^{j \theta i}
\end{align*}
$$

where $M$ represents the magnitude of the function represented by the subscript.

Using (5.4) and (5.7), it is easy to show that

$$
\begin{equation*}
T=M_{T i} e^{j \theta i}\left[\frac{\Delta M_{T}}{\frac{M_{T i}}{}}+j \Delta \theta\right] \tag{5.8}
\end{equation*}
$$

$\simeq M_{G i} e^{j \phi i}\left[\frac{\Delta M_{G}}{M_{G i}}+j \Delta \phi\right] \cdot T_{i}^{\prime}$
where

$$
\begin{aligned}
\Delta M_{T} & =M_{T a}-M_{T i} \\
\Delta \theta & =\theta_{a}-\theta_{i} \\
\text { and } \quad \Delta \phi & =\phi_{a}-\phi_{i}
\end{aligned}
$$

From (5.8), if $\Delta T$ is to be minimized, both the phase and gain deviations of the functional building block are to be minimized appropriately.

In (5.6), one may be tempted to choose the structure for realizing $G$ such that the lower order derivatives $G_{1}{ }^{\prime}, G_{2}{ }^{\prime}, G_{1}{ }^{\prime \prime}$, can be set to zero. Great care should be taken in making this decision. The main reason is that the higher order derivatives in
(5.6) may be increased in a manner that offsets the reduction in $\Delta G$ obtained by nulling the lower order derivative terms, particularly as the frequency increases. It is to be noted that, for a given number of $O A^{\prime} s$, a realization that possesses the zero low order sensitivities may not be optimum and a structure may exist that has a lower $\Delta G$ over a wider frequency range without having the zero sensitivity property. This can be easily seen by comparing the performance of C20A-4 with C2OA-1 in finite gain applications, Fig. 3.6.

In addition, to control the phase angle of $G$, none of the poles of $G$ should be moved to the right half of the $s-p l a n e$ to cancel the phase shift contribution due to the other poles and zeroes. This is not tolerable in finite gain applications and very undesirable even when the active building block is embedded in a filter structures since it leads to local instabilities and the filter's performance depends on the dynamic behavior of the active elements. From (5.4) and (5.8) it is obvious that by replacing the active building blocks in an active filter by the proposed building blocks, which are less dependent on the active device parameters, extended operating frequencies should be obtained.

In the second category, $\mathrm{T}_{\mathrm{a}}$ can be expressed directly as a function of the $\tau$ 's of the $O A^{\prime} s$ (whether single or composite) as follows:

$$
\begin{equation*}
T_{a}=f\left(\tau_{1}, \tau_{2} \ldots, \tau_{n}\right) \tag{5.9}
\end{equation*}
$$

For a composite amplifier constructed using $N O A ' s, \tau_{j}$ can be expressed as

$$
\begin{equation*}
\tau_{j}=g\left(\tau_{1 j}, \tau_{2 j}, \ldots, \tau_{N j}\right) \tag{5.10}
\end{equation*}
$$

where $\tau_{i j}$ is the GBWP of the $i^{\text {th }}$ OA used in constructing the $j^{\text {th }}$ CNOA. For simplicity, let $n=1$ and $N=2$. Hence

$$
\begin{equation*}
T_{a}=f\left(\tau_{1}\right) \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{1}=g\left(\tau_{11}, \tau_{21}\right) \tag{5.12}
\end{equation*}
$$

Thus, the Maclaurin series expansion of (5.11) about its ideal value of $\tau_{1}=0$ is given by
$T_{a}=\left.T_{a}\right|_{\tau_{1}=\tau_{1 i}=0}+\left.\frac{\partial T_{a}}{\partial \tau_{1}}\right|_{\substack{\tau_{1}=\tau_{1 i}=0}}\left(\tau_{1}-\tau_{1 i}\right)+\left.\frac{1}{2} \frac{\partial^{2} T_{a}}{\partial \tau_{1}^{2}}\right|_{\tau_{1}=\tau_{l i}=0}\left(\tau_{1}-\tau_{1 i}\right)^{2}+\ldots$

Equation (5.13) can be rewritten as

$$
\begin{align*}
\Delta T & =\left.\frac{\partial T_{a}}{\partial \tau_{1}}\right|_{\tau_{1} \tau_{1 i}} ^{\Delta \tau_{1 i}}+\left.\frac{1}{2} \frac{\partial^{2} T_{a}}{\partial \tau_{1}^{2}}\right|_{\tau_{1}=\tau_{1 i}} .\left(\Delta \tau_{1}\right)^{2}+\ldots  \tag{5.14}\\
& =T_{i}^{\prime} \Delta \tau_{1}+\frac{1}{2} T_{i}^{\prime \prime}\left(\Delta \tau_{1}\right)^{2}+\ldots  \tag{5.15}\\
& =T_{i}^{\prime \Delta \tau}
\end{align*}
$$

also $\Delta \tau_{i}$ is given by

$$
\begin{equation*}
\left.\Delta \tau_{1}=\left.\frac{\partial \tau_{1}}{\partial \tau_{11}}\right|_{\tau_{11}=\tau_{21}=0}+\frac{\partial \tau_{1}}{\partial \tau_{21}} \right\rvert\, \tau_{11} \tau_{21}+\ldots \tag{5.16}
\end{equation*}
$$

$\Delta \tau$ in (5.14) is generally complex. Also from (5.14), one has to minimize $\Delta \tau$ appropriately to minimize $\Delta T$. This is shown to be achievable using the proposed CNOA's in filters of the second category.

### 5.3 EXAMPLE I - IMPROVING THE PERFORMANCE OF AN ACTIVE FILTER IN

THE FIRST CATEGORY (A MULTIPLE AMPLIFIER BIQUAD) USING C2OA'S
In this section, it is shown how the operating frequencies of the first category of filters can be extended through the novel practical active functional building blocks that were presented in Chapters III and IV. These blocks allow the minimization of $\Delta G$ (5.6) and the trade-off between gain and phase deviations to achieve stable high frequency operation with low sensitivity to the trade-off compensation elements.

A biquadratic active filter, using those functional building blocks, is designed and tested. The filter is a multiple-amplifier biquad, that is well known as the state variable filters [32], and is shown in fig. 5.1.a. It uses two inverting integrators and a differential finite gain amplifier. These were constructed using a C2OA-4 for each integrator and a C2OA-2 for the differential amplifier. Its transfer functions $\mathrm{T}_{\mathrm{i}}(\mathrm{s})$ (at the bandpass output) is given by

$$
\begin{equation*}
T_{i}(s)_{3 P}=\frac{\frac{1+R_{6} / R_{5}}{1+R_{3} / R_{4}} \cdot \frac{s}{R_{1} C_{1}}}{s^{2}+\frac{s}{R_{1} C_{1}} \cdot \frac{1+R_{6} / R_{5}}{1+R_{4} / R_{3}}+\frac{R_{6} / R_{5}}{R_{1} R_{2} C_{1} C_{2}}} \tag{5.17}
\end{equation*}
$$

The elements are chosen as

$$
c_{1}=c_{2}=c, R_{1}=R_{2}=R_{3}=R_{5}=R_{6}=R
$$

and $\omega_{0}=\frac{1}{R C}$
Referring to Chapter III, these design values correspond to

$$
\begin{equation*}
X=2 Q_{p}-1=R_{4} / R_{3} \tag{5.18}
\end{equation*}
$$

and $K=R_{6} / R_{5}=1$
For maximally flat response $\left(Q_{p}=1 / \sqrt{2}\right)$ of the differential amplifier, $\alpha=(\sqrt{1+K} / \sqrt{2})-1=0$ independent of $X$ and $Q_{0} \cdot \alpha$ equals 1 (maximally flat) was used in the C2OA-4's.

The experimental results are given in Figs. 5.1.b and 5.1.c, compared with those obtainable using single OA's. The appreciable improvement in the useful operating frequencies is obvious. The excellent theoretical sensitivity, stability and dynamic range performance were also verified. Total Harmonic Distortion (THD) of much less than one percent at any of the filter outputs was measured over a wide range of frequencies and signal levels. E.g., the $T H D$ was found less than 50 dB below



Fig. 5.1.b. Percentage Variation of $Q_{p}$ as a Function of $Q_{p}$ for the BP Filter of Fig. 5.1.a. ( $\omega_{p}=30.8$ \& $50 \mathrm{Krad} / \mathrm{sec}$ ) .


Fig. 5.1.c. Percentage Variation of $Q_{p}$ as a Function of $f_{0}$ for the $B P$ Filter of Fig. 5.l.a.
Fig. 5.1.
Experimental Results of the Two Integrator Loop BP Filter Using C2OA-2 and C2OA-4 (LM 747 OA) .
the fundamental of $f_{0}$ for an output voltage swing of twelve volts peak to peak, $V_{\text {power supply }}= \pm 12 \mathrm{~V}, \mathrm{f}_{0}=16 \mathrm{kHz}$, and $Q_{p}=$ 10. It is very interesting to note that as $\alpha$ in the integrator was set tc zero, resulting in a previously reported integrator [19,22,51], the filter became unstable in practice as predicted from the stability analysis in Chapter IV.
5.4 EXAMPLE II - IMPROVING THE PERFORMANCE OF ACTIVE FILTERS IN

THE SECOND CATEGORY (MULTIPLE FEEDBACK BIQUADS) USING C2OA'S AND

## C30A'S

In this section, two Multiple Feedback (MFB) singlebiquadratic bandpass filters are considered to show the performance improvements of filters of the second categories using C2OA's and C30A's.

The first filter section which is a single amplifier biquad, is shown in Fig. 5.2.a [7]. It realizes the bandpass transfer function $\mathrm{T}_{\mathrm{i}}$ (s) given by
$T_{i}(s)=\frac{k}{1+k} \cdot \frac{1}{R_{1} C_{1}} \cdot \frac{S}{s^{2}+s \frac{1}{1+k}\left(\frac{1}{R_{1} C_{1}}+\frac{1}{R_{2} C_{2}}+\frac{1}{R_{2} C_{1}}\right)+\frac{1}{1+k} \cdot \frac{1}{R_{1} R_{2} C_{1} C_{2}}}$

$$
\text { For } \begin{align*}
& R_{1}=R_{2}=R \& C_{1}=C_{2}=C \& \omega=\frac{1}{R C}  \tag{5.20}\\
& \frac{V_{0}}{V_{i n}}=k \frac{s / \omega}{1+3 \mathrm{~s} / \omega_{0}+(1+k) \mathrm{s}^{2} / \omega_{0}^{2}} \tag{5.21}
\end{align*}
$$

and $\omega_{0}=\omega / \sqrt{1+k}$

$$
\begin{align*}
& Q_{p}=\sqrt{1+k} / 3  \tag{5.23}\\
& B W=3 \omega \omega_{0} / \sqrt{1+k}
\end{align*}
$$

where $w_{0}$ and $Q_{p}$ are the filter poles resonant frequency and quality factor respectively.

The filter is designed for $\omega_{p}=3$ (resulting in $k=80$ ). $R$ equals $1 \mathrm{k} \Omega$ is chosen. $C 20 A-1$ is used to replace the single $O A$ of the negative finite gain amplifier in the filter. $\alpha$ is designed for maximally flat response given in Table 3.1 which yields

$$
\begin{equation*}
\alpha=(\sqrt{1+k} / \sqrt{2})-1=5.3(\text { for } k=80) \tag{5.25}
\end{equation*}
$$

$\omega_{0}$ is varied by changing $C$. Experimental results of the bandpass characteristics of the filter using C2OA-1 as well as the single $O A$ are given in Figs. 5.2.b to 5.2.e. The results show the considerable extension in the useful operating frequencies and the improvement of the filter sensitivity to passive components and power supply variations, due to the use of C2OA-1. It is worthwhile to note that the peaks of the different bandpass responses in Fig. 5.2.b follow a curve similar in shape to that of a finite gain amplifier of gain-80 using C2OA-1. This can be explained by using (5.14) where $\Delta T \simeq T_{i}{ }^{\prime}$. $\Delta T$. Also these results verified the stability and low sensitivity properties of the new design. In addition, the dynamic range and harmonic distortion characteristics were found similar to those obtained using a single OA.


Fig. 5.2.a. The MFB Single-Biquad BP Filter Using
C2OA-1 .


Fig. 5.2.b. Frequency Responses of the MFB BP Filter Using C20A-1 for Different $\omega_{0}$.


Fig. 5.2.c. Frequency Responses of the MFB BP Filter Using Single OA for Different $\omega_{0}$.


The second filter section is another MFB single-biquadratic bandpass active filter shown here in Fig. 5.3, as an example to illustrate the improved filler performance using one of the proposed C3OA's, namely, C30A-1. For ideal OA's, i.e., $A_{i}+\infty$ ( $i=1,2,3$ ) the filter transfer function $T_{i}$ is given by:

$$
\begin{align*}
T_{i} & =V_{0} / V_{i} \\
& =-R_{3} C s / 1+2 R_{1} C s+R_{1} R_{3} C^{2} s^{2} \tag{5.26}
\end{align*}
$$

Assuming finite gain amplifiers, the realized transfer function $T_{a}$ is given by:

$$
\begin{align*}
T_{a}= & -R_{3} C s /\left\{1+\left[2 R C+\frac{1}{\omega(1+\alpha)}\right] s+\left[R_{1} R_{3} C^{2}+\frac{\left(2 R_{1}+R_{3}\right) C}{\omega(1+\alpha)}+\frac{1}{\omega}\right] s^{2}\right. \\
& \left.+\left[\frac{\left(2 R_{1}+R_{3}\right) C}{\omega}+\frac{R_{1} R_{3} C^{2}}{\omega(1+\alpha)}\right] s^{3}+\left[\frac{R_{1} R_{3} c^{2}}{\omega}\right] s^{4}\right\} \tag{5.27}
\end{align*}
$$

Again, it can be easily shown that the dynamic range of this filter is identical, to that obtained, if a single $O A$ replaces the C30A. Also, neither OA gain matching is required, nor differences appear in any of the transfer function $T_{a}$ coefficients.

To illustrate extended frequency performance, a BP filter with $\mathrm{F}_{\mathrm{O}}=37.95 \mathrm{kHz}$, and $\mathrm{Q}_{\mathrm{p}}=10$, was designed and tested. The design values are:

$$
\begin{aligned}
& C=1 \mathrm{n} . \mathrm{f} \\
& \mathrm{R}_{\mathrm{i}}=250 \Omega \\
& \mathrm{R}_{1}=210 \Omega
\end{aligned}
$$

$$
\begin{aligned}
& R_{2}=1.3 \mathrm{k} \Omega \\
& R_{3}=84 \mathrm{k} \Omega \\
& \alpha R^{\prime}=0 \\
& R^{\prime}=\infty \\
& R=0 \\
& B R=\infty
\end{aligned}
$$

The OA's used are LM747 with GBWP $=1 \mathrm{MHz} \pm 10 \%$. Applying RouthHurwitz stability criterion, it can be easily shown that the necessary and sufficient conditions are well satisfied with a wide margin. Ideal and experimental results are shown in Fig. 5.4.

Performance comparisons are made with one of the best available high frequency designs [44]. Fig. 5.5 shows the theoretical amplitude responses of the BP filter using the design given here, and the design in [44] for $Q_{p}=10$ and $\omega_{0} / \omega_{i}=$ 0.1.

Also the experimental results using the two designs obtained from the BP filters are given in Fig. 5.6. The compensation remained fixed for the results in Fig. 5.6.

In the C3OA design, $\alpha=0, \beta=\infty$
In the [44] design, $\theta=0.2, \beta=1$
Fig. 5.6.a, shows the percentage deviation in $f_{0}$ as a function of $f_{0}$ for $Q_{p}=5,10$, and 20. Fig., 5.6.b, shows the percentage deviation in $Q_{p}$ as a function of $f_{o}$ for $Q_{p}=5$, 10, and 20. The comparison in Figs. 5.5 and 5.6 show the



Fig. 5.4. Experimental Amplitude Response of the MFB BP Filter Using C30A, and its Variations due to Passive Elements Variations .


Fig. 5.5.
Ideal Amplitude Response of the MFB BP Filter; and Theoretical Responses Using C30A, and [44] .


Fig. 5.6.a. Percentage Variations in $\omega_{0}$ of the MFB Fil-


Fig. 5.6.b. Percentage Variations in $Q_{p}$ of the MFB Filter for $Q_{p}=5,10,20$.

Fig. 5.6. Experimental Results fo the MFB BP Filter Using C3OA and the Design Proposed in [44]
performance improvements in the proposed filter design.

### 5.5 CONCLUSIONS

In this chapter a new method for reducing the limiting effect of the $O A$ 's GBWP on active filters is presented. A detailed analysis of magnitude and phase compensation effects on the active filters led to the classification of these filters into two main categories. One that employs active functional building blocks, namely, inverting integrators and finite gain amplifiers, winie the other category contains those filters where the functional building blocks cannot be isolated from the filter structure.

Practical examples of filters of both categories are given. The experimental performance of such filters designed using CNOA's is shown to be extremely close in agreement with theory. Performance comparison of the theoretical and experimental results of these filters with the state of the art designs, as well as with the designs using single $O A^{\prime} s$, show clearly the exceptional improvements of the filters characteristics.

In other words, active filters can be successfully operated at higher frequencies, if the filter structure is designed using compensated $O A^{\prime}$ s such as CNOA's.

In conclusion, we have shown that in precision applications of $O A^{\prime} s$, such as in the field of active-RC filters, the use of actively compensated $O A^{\prime} s$ (CNOA's) is not only possible but highly desirable. We have demonstrated theoretically the
advantage of such techniques, and have confirmed the results by
actual measurements. These new techniques allow the limited GBWP
effects of the $O A^{\prime} s$ to be minimized and extend the useful
operating frequency range of active filters designed, as well as
improving the stability and sensitivity of these designs even at
high $Q$ values.

## CHAPTER VI

HIGH FREQUENCY GENERALIZED IMMITTANCE CONVERTERS (GIC's) USING CNOA'S AND THEIR APPLICATIONS IN INDUCTANCE SIMULATIONS AND

PROGRAMMABLE FILTERS:

### 6.1 INTRODUCTION

In the previous chapter, we discussed an alternative technology for improving the performance of a given filter transfer function. The technique proposed, makes use of active devices ( $O A^{\prime}$ s) as well as RC components, with the resulting filters termed Active-RC filters or simply, Active filters.

The motivation behind the use of active-RC filters lies in the desire to have inductorless filter realizations. It is well known that of the three passive RLC elements, the inductor is the most nonideal one. More over, with the rapidly increasing interests in developing active filters in the integrated form, inductors become an obvious obstacle: So far, it has not been possible to fabricate inductors with reasonable values of inductance and quality factor by integrated circuit techniques. On the other hand, conventional inductors when miniaturized to be consistent in size with other integrated circuit components, are extremely poor in quality to be of any use for many applications [2,32].

Probably, the major difficulty in the use of inductors arises in the case of low frequency applications, like control systems and analog computers. At these frequencies (less than $\mathbf{l} \cdot \mathrm{kHz}$ ),
practical inductors of reasonable $Q$ tend to become unrealistically bulky and expensive.

A promising way to overcome the above diffulties is to design inductorless filters, using active elements and only resistors and capacitors as passive elements which are easily integrable. One of the methods of active-RC filter design consists of simulating the inductances in the LC Ladder by active-RC networks. The objective, therefore, is to find an active-RC network having an input impedance $Z_{i n}=S L$ where $L$ is the value of the simulated inductance. A variety of networks have been proposed $[26,55,56]$. One of the most promising designs was the introduction of the Generalized Immittance Converter (GIC) [55]. In this chapter, a brief introduction to the GIC is presented. The effect of using the proposed CNOA's $(N=2)$ in the GIC networks is also presented showing the considerable improvements of the GIC performances. Applications of GIC's in different filtering configurations is illustrated. Considerable bandwidth extension of the GIC filters is achieved through the use of C2OA's.

Two major applications of these improved GIC networks are discussed. The first is realizing a continuous time signal processing device using linear elements and switches controlled by logic signals to achieve fully programable filters. The filter can be digitally programmed to realize different filtering topologies, as well as different transfer function parameters.

The second application is realizing simulated inductances using the improved GIC networks.

### 6.2 HIGH FREQUENCY GIC'S USING C2OA'S

### 6.2.1 The GIC

The Generalized Immittance Converter (GIC) is an active twoport network in which $Y_{i}=h(s) Y_{L}$ where $Y_{i}$ and $Y_{L}$ are the input and load admittances respectively, and $h(s)$ is referred to as the (admittance conversion function). There are two types of GIC's namely, voltage inversion type and current inversion type. The later can be implemented using two OA's [55]. This type is going to be considered throughout the work in this chapter and will be referred to simply as the GIC.

Let us now consider the GIC circuit [55] shown in Fig. 6.1. Assuming ideal $O A^{\prime} s$, the chain matrix [a] of the GIC can be obtained as

$$
[a]=\left[\begin{array}{ll}
1 & 0  \tag{6.1}\\
0 & h(s)
\end{array}\right]
$$

where $h(s)$, the admittance conversion function, is given by

$$
\begin{equation*}
h(s)=Y_{2} Y_{3} / Y_{1} Y_{4} \tag{6.2}
\end{equation*}
$$

In the following sections we are going to show the applications of these GIC network in different practical active networks.

### 6.2.2 Active Filters Using GIC's

In a major contribution proposed in the literature [55], it has been shown that RC-active networks with low sensitivity to element variations can be designed by using GIC's. Several procedures using GIC's has been proposed to synthesis and realize different transfer functions. One major procedure is the proposed cascade synthesis, in which the basic active element is taken to be the GIC of Ref [55], shown in Fig. 6.2. In all, twelve secondorder sections are obtained which are found to have the following features:
i) Low sensitivity to passive element variations.
ii) Low sensitivity to DC gain variations.
ii) With the exception of one configuration, isolation amplfiers are unnecessary.
iv) Each configuration uses one GIC and, therefore only two OA's per section are required.

By using combinations of the various sections proposed, Butterworth, Chebychev, Bessel, elliptic, all pass transfer functions, etc. can be realized.

Using the configuration of Fig. 6.2, the transfer functions between the input terminal and the output terminals $1,2,3$ were obtained as

$$
\begin{align*}
& T_{1}=V_{1} / V_{i}=\left\{Y_{5}+h(s)\left[Y_{7}\left(1+Y_{6} / Y_{2}\right)-Y_{5} Y_{8} / Y_{2}\right]\right\} / D(s)  \tag{6.3}\\
& T_{2}=V_{2} / V_{i}=\left\{Y_{5}\left(1+Y_{8} / Y_{4}\right)-Y_{6} Y_{7} / Y_{4}+h(s) Y_{7}\right\} / D(s) \tag{6.4}
\end{align*}
$$



Fig. 6.1.
The Generalized Immittance Converter (GIC)
Implementation Using OA's .


Fig. 6.2. Active Filter Configuration Using the GIC of Fig. 6.1.

$$
\begin{align*}
& \qquad T_{3}=V_{3} / V_{i}=\left\{Y_{5}+h(s) Y_{7}\right\} / D(s)  \tag{6.5}\\
& \text { where } D(s)=Y_{5}+Y_{6}+h(s)\left(Y_{7}+Y_{8}\right)
\end{align*}
$$

The conversion function $h(s)$ and $Y_{5}-Y_{8}$ can be selected in many ways and it is found that any second-order transfer function can be realized. By assuming $Y_{i}=S C_{i}+G_{i}$, where $i=1,2,3$ or 4 , and using (6.2) we have

$$
\begin{equation*}
h(s)=\left(S C_{2}+G_{2}\right)\left(S C_{3}+G_{3}\right) /\left(S C_{1}+G_{1}\right)\left(S C_{4}+G_{4}\right) \tag{6.7}
\end{equation*}
$$

It is obvious, by omitting one or more conductances and/or capacitances, a number of specific conversion functions can be generated. A second-order transfer function can be expressed in the general form:

$$
\begin{equation*}
T(s)=\left(a_{2} s^{2}+a_{1} s+a_{0}\right) /\left(b_{2} s^{2}+b_{1} s+b_{0}\right) \tag{6.8}
\end{equation*}
$$

where $a_{1}=a_{2}=0, a_{0}=a_{1}=0, a_{0}=a_{2}=0$ or $a_{1}=0$ to realize $a$ low pass (LP), high pass (HP), band pass (BP) or a notch (N) section, respectively. The coefficients $a_{i}{ }^{\prime} s$ and $b_{i}{ }^{\prime} s$ of $T(s)$ for these sections are all positive. These sections can be realized by choosing $h(s)$ in a simple manner such as $k_{1} s, k_{2} s$, $k_{3} s^{2}+k_{4} s$ or their reciprocals. The different $K_{i}{ }^{\prime} s(i=1,2,3$ or 4) are positive constants. By comparing (6.3-6.6) with (6.8),
different filtering topologies can be realized as simple RLC networks [55].

All pass (AP) transfer functions are often needed for delay equalization and these can be realized by using second-order transfer functions of the type given by (6.8), where $a_{2}=b_{2}$, $a_{1}$ $=-b_{1}$ and $a_{0}=b_{0}$. Using (6.3, 6.4) and Fig. 6.2, it is clear that the responses are obtained from an $O A$ output, and decause of the low output impedance of the $O A$, any number of sections can be cascaded without isolation amplifiers resulting in higher order active networks.

The pole $Q$ factors and the undamped frequency of oscillation for the transfer function of (6.8) are defined as

$$
\begin{equation*}
Q_{p}=\sqrt{b_{0} b_{2}} / b_{1}, \omega_{p}=\sqrt{b_{0} / b_{2}} \tag{6.9}
\end{equation*}
$$

For a notch section, the notch frequency is defined by

$$
\begin{equation*}
\omega_{n}=\sqrt{a_{0} / a_{2}} \tag{6.10}
\end{equation*}
$$

and the multiplier constant can be taken to be

$$
\begin{equation*}
H_{N}=a_{0} / b_{0} \text { or } a_{2} / b_{2} \tag{6.11}
\end{equation*}
$$

for $\omega_{\mathrm{n}}>\omega_{\mathrm{p}}$ or $\omega_{\mathrm{n}}<\omega_{\mathrm{p}}$, respectively.
Similarly for the LP, $H P$ and $B p$ sections

$$
\begin{equation*}
H_{L P}=a_{0} / b_{0}, H_{H P}=a_{2} / b_{2}, H_{B P}=a_{1} / b_{1} \tag{6.12}
\end{equation*}
$$

Finally, for all pass sections
$Q_{z}=\sqrt{a_{0} a_{2}} / a_{1}, \omega_{z}=\sqrt{a_{0} / a_{2}}, H_{A P}=a_{2} / b_{2}$
Using the above procedure, twelve different excellent transfer functions were proposed [55]. Most of the practical filter specifications can be realized using these designs. The sensitivities of $Q_{p}, \omega_{p}, Q_{z}, \omega_{z}$ and also the multiplier constant of the realizations are found to be low with respect to the passive and active element variations. It was foync inat the realizations are free from low-frequency unstable modes of operation. Furthermore, the amplifier pole does not introduce any high frequency unstable mode. Also, $Q_{p}$ is not affected by the amplifier pole $\omega_{L}$, provided $A_{0} \omega_{L} \gg \omega_{\mathrm{P}}$. Experimental results show close agreement between theory and practice, and these results indicate that these realizations are insensitive to temperature and power supply variations.

### 6.2.3 The New GIC Using C2OA's

Although GIC filters proved to be a major breakthrough in active circuit designs, the same problems discussed in the previous chapter threaten and limit the use of these excellent designs, especially at higher operating frequencies. These problems arises from the finite and complex gain nature of the OA's that degrades the performance of RC-active filters (in general) significantly. $T l:$, means that active filters based on ideal $O A^{\prime}$ s result in actual characteristics that depart from the
ideal particularly when high pole - $\omega_{p}$ and pole $-Q_{p}{ }^{\prime} s$ are to be realized. The main thrust in dealing with these problems is to decrease the dependence of active networks on the GBWP's of the OA's used.

In this chapter we are going to follow the same technique used in the previous chapters to improve the performance of active filters. That is, by replacing the single OA's used in designing the GIC's with the composite OA C2OA's, one can obtain a GIC structure that is less dependent on the OA's GBWP's. Consequent1y, these improved GIC structures will be expected to provide better performance at higher $\omega_{p}$ 's and/or $Q_{p}$ 's.

All possible combinations of the four C2OA's structures were used to replace the two $O A$ 's in the GIC network of Fig. 6.2. This resulted in sixteen different composite GIC networks. Each of these sixteen GIC networks was implemented in the band pass filter configuration shown in Fig. 6.3a. The filter design values were chosen to realize a $B P$ filter with pole frequency $f_{p}=49.75 \mathrm{kHz}$ and pole $Q_{p}=9.97 \approx 10$. The gain of this configuration at the pole frequency $f_{p}$ is fixed at the value of 2 .

The best tested combination that was found to provide filter characteristics matches as close as possible the designed values is shown in Fig. 6.3b. This is a GIC BP filter with C2OA-4 and C2OA-3 replacing the first and second single $O A$ 's respectively in the GIC structure. The values of $\alpha_{1}$ and $\alpha_{2}$ ratios used for


Fig. 6.3.a. Practical BP Filter Realization Using Single OA GIC .


Fig. 6.3.b. Practical BP Filter Realization of the Composite GIC Using C2OA-4 and C2OA-3.

Fig. 6.3.
Practical BP Filter Realiaation Using the GIC .
the compensation of C2OA-4 and C2OA-3 are given in Fig. 6.3b, as well as the different design values of the GIC structure. Fig. 6.4 shows the experimental results of the composite GIC BP filter of Fig. 6.3b and the regular single GIC BP filter of Fig. 6.3a, both for the same $\omega_{p}$ and $Q_{p}$. The comparison clearly illustrates the considerable improvements obtained when using the C2OA's in place of the single $O A^{\prime} s$ in the GIC structures. Fig. 6.4 also shows the effect of the compensating ratios $\alpha_{1}$ and $\alpha_{2}$ variations on the filter response. The same BP filter structure was tested at higher pole frequency of 100 kHz and higher $Q_{p}$ of 20. The results were extremely, as close as possible to the designed values using the compensating resistor ratios as controlling. parameters. Furthermore, no instability problems were encountered in any of these experimental results. By changing some of the GIC passive elements other filtering functions can be obtained as mentioned in the previous section. Fig. 6.5 show the experimental results of different filtering functions using the new high frequency version of the GIC network employing C2OA-4 and C2OA-3.

To capitalize on the successful experimental results using the new proposed composite GIC configuration, it was necessary to verify these results theoretically. The ideal transfer function of the GIC BP filter of Fig. 6.3a (assuming ideal $O A^{\prime}$ 's) is given by:


Fig. 6.4. Experimental Results of Single and Composite GIC BP Filters of Fig. 6.3, and the Response Sensitivity for $\alpha_{1} \& \alpha_{2}$ Variations ( $\mathrm{f}_{\mathrm{o}}=50 \mathrm{kHz}, \mathrm{Q}_{\mathrm{p}}=10$ ).


Fig. 6.5.
Experimental Results of the Composite GIC Filter Response in BP, LP \& HP Realizations $\left(\mathrm{f}_{\mathrm{o}}=50 \mathrm{kHz}, \mathrm{Q}_{\mathrm{p}}=10\right)$.
$T_{i}(s)=V_{0} / V_{i n}=S_{3}\left(G_{2}+G_{6}\right) G_{7} /\left[s^{2} C_{3} C_{8} G_{2}+S C_{3} G_{2} G_{7}+G_{1} G_{4} G_{6}\right]$
Assuming the $O A$ single pole model of (2.2), the above ideal transfer function yields the following single pole GIC BP expression:

$$
\begin{equation*}
T_{s}(s)=V_{o} / V_{i n}=N_{s} / D_{s} \tag{6.15}
\end{equation*}
$$

where $N_{s}=s^{2} C_{3} G_{7} / \omega+s\left[C_{3} G_{7}+\left(G_{1} G_{7} / \omega\right)\right]$
and $D_{s}=s^{4}\left\{c_{3} c_{8} / \omega^{2}\right\}+s^{3}\left\{\left[c_{3} c_{8} / \omega\right]+\left[c_{8} G_{1} / \omega^{2}\right]+\left[c_{3} G_{7} / \omega^{2}\right]\right\}$

$$
\begin{aligned}
& +s^{2}\left\{\left[c_{3} C_{8} G_{2} /\left(G_{2}+G_{6}\right)\right]+\left[c_{8} G_{1} / \omega\right]+\left[c_{3}\left(G_{4}+G_{7}\right) / \omega\right]+\left[G_{1} G_{7} / \omega^{2}\right]\right\} \\
& +s\left\{\left[c_{3} G_{2} G_{7} /\left(G_{2}+G_{6}\right)\right]+\left[G_{1}\left(G_{4}+G_{7}\right) / \omega\right]\right\}+\left\{G_{1} G_{4} G_{6} /\left(G_{2}+G_{6}\right)\right\} .
\end{aligned}
$$

Also using the single pole OA model of (2.2), the composite GIC BP filter of Fig. 6.3b will have the transfer function given by:

$$
\begin{equation*}
T_{c}(s)=V_{0} / v_{\text {in }}=N_{c} / D_{c} \tag{6.16}
\end{equation*}
$$

where $N_{c}={ }^{3}\left\{\left(1+\alpha_{1}\right) C_{3} G_{7} / \omega^{2}\right\}+s^{2}\left\{\left[\left(1+\alpha_{1}\right) G_{1} G_{7} / \omega^{2}\right]+\left[\left(1+\alpha_{1}\right) C_{3} G_{7} / \omega\right]\right\}$

$$
+a\left\{C_{3} G_{7}\right\}
$$

and $D_{c}=s^{6}\left\{\left(1+\alpha_{1}\right)\left(1+\alpha_{2}\right) C_{3} C_{8} / \omega^{4}\right\}$

$$
+s^{5}\left\{\left[\left(1+\alpha_{1}\right)\left(1+\alpha_{2}\right) c_{3} c_{8} / \omega^{3}\right]+\left[\left(1+\alpha_{1}\right)\left(1+\alpha_{2}\right) c_{3}\left(G_{4}+G_{7}\right) / \omega^{4}\right]\right.
$$

$$
\begin{aligned}
& \left.+\left[\left(1+\alpha_{1}\right)\left(1+\alpha_{2}\right) C_{8} G_{1} / \omega^{4}\right]\right\} \\
& +s^{4}\left\{\left[\left(1+\alpha_{2}\right) C_{3} C_{8} / \omega^{2}\right]+\left[\alpha_{1} C_{3} C_{8} G_{2} /\left(G_{2}+G_{6}\right) \omega^{2}\right]\right. \\
& +\left[\left(1+\alpha_{1}\right)\left(1+\alpha_{2}\right) C_{3}\left(G_{4}+G_{7}\right) / \omega^{3}\right] \\
& \left.+\left[\left(1+\alpha_{1}\right) C_{8} G_{1} / \omega^{3}\right]+\left[\left(1+\alpha_{1}\right)\left(1+\alpha_{2}\right) G_{1}\left(G_{4}+G_{7}\right) / \omega^{4}\right]\right\} \\
& +s^{3}\left\{\left[\left(1+C_{1}\right) C_{3} C_{8} G_{2} /\left(G_{2}+G_{6}\right) \omega\right]+\left[\left(1+\alpha_{2}\right) C_{3}\left(G_{4}+G_{7}\right) / \omega^{2}\right]\right. \\
& +\left[\left(1+\alpha_{1}\right) C_{8} G_{1} / \omega^{2}\right] \\
& \left.+\left[\alpha_{1} C_{3} G_{2}\left(G_{4}+G_{7}\right) /\left(G_{2}+G_{6}\right) \omega^{2}\right]+\left[\left(1+\alpha_{1}\right) G_{1}\left(G_{4}+G_{7}\right) / \omega^{3}\right]\right\} \\
& +s^{2}\left\{\left[c_{3} C_{8} G_{2} /\left(G_{2}+G_{6}\right)\right]+\left[\alpha_{1} C_{3} G_{2} G_{7} /\left(G_{2}+G_{6}\right) \omega\right]\right. \\
& +\left[C_{3} G_{2}\left(G_{4}+G_{7}\right) /\left(G_{2}+G_{6}\right) \omega\right] \\
& \left.+\left[\left(1+\alpha_{1}\right) G_{1}\left(G_{4}+G_{7}\right) / \omega^{2}\right]\right\} \\
& +8\left\{\left[C_{3} G_{2} G_{7} /\left(G_{2}+G_{6}\right)\right]+\left[\alpha_{1} G_{1} G_{4} G_{6} /\left(G_{2}+G_{6}\right) \omega\right]+\left[G_{1} G_{4} / \omega\right]\right\} \\
& +\left\{G_{1} G_{4} G_{6} /\left(G_{2}+G_{6}\right)\right\}
\end{aligned}
$$

where the GBWP of all the $O A^{\prime}$ 's used assumed to be equals for simplicity i.e. $A_{1}=A_{2}=A_{3}=A_{4} \cong \frac{\omega}{s}$.

Note that the ideal transfer function (6.14) can be obtained from either (6.15) or (6.16) by letting $\omega+\infty$.

Computer plots of the three BP transfer functions (6.14)(6.16) are shown in Fig. 6.6, for a pole frequency $f_{p}=49.75$


Fig. 6.6.
Computer Plots of the Theoretical Frequency Responses of Ideal, Single and Composite GIC $\left(\mathrm{f}_{\mathrm{o}}=50 \mathrm{kHz}, \mathrm{Q}_{\mathrm{p}}=10\right)$.
kHz , and a pole $Q_{p}=10$. The figure shows clearly the considerable improvements in the filter response when using C2OA's in the GIC structure over that of a single GIC of this high $\omega_{p}$ and Qp. Figs. 6.7a and 6.7b illustrate, the passive and active sensitivities of the composite GIC structures with respect to variations in the compensating ratios $\alpha_{1}$ and $\alpha_{2}$ as well as the OA GBWP's. The computer frequency response plots of Figs. 6.6 and 6.7 are in close agreement with the experimental results of Fig. 6.4.

To verify the experimental results of the wide BW applications of the new composite GIC filter, Figs. 6.8a and 6.8b show the computer plots of the filter frequency responses at $\mathrm{f}_{\mathrm{p}}=$ 49.75 kHz and $\mathrm{Q}_{\mathrm{p}}^{\prime} \mathrm{s}=10,20,40$, as well as responses at $\mathrm{f}_{\mathrm{p}}=$ 100 kHz and $\mathrm{Q}_{\mathrm{p}}{ }^{\prime} \mathrm{s}=10,20,40$. Similar results were previously obtained experimentally and were found in close agreement with the ideal responses.

Another verification of the theoretical and experimental results obtained for the new composite GIC design was through the use of Electronic Circuit Analysis Program (ECAP) to simulate the responses of the structure. Fig. 6.9 shows the OA model used to simulate each single $O A$ in the filter structure. The complete ECAP program used is listed in Appendix D.2. Again the results obtained using this simulation were in close agreement with both the theoretical and experimental responses.


Fig. 6.7.a. Computer Plots of the Composite GIC BP Filter Responses with Compensating Elements Variations Effects.


Fig. 6.7.b. Computer Plots of the Composite GIC BP
Filter Responses with GBWP Variations
Effects .

Computer Plots of the Composite GIC BP Filter Responses with Element Variations Effects ( $\mathrm{f}_{\mathrm{o}}=50 \mathrm{kHz}, \mathrm{Q}_{\mathrm{p}}=10$ ) .
Fig. 6.7.



Fig. 6.8.b. Computer plots of the Composite GIC BP Filter Frequency Responses for $f_{0}=100 \mathrm{kHz} \& Q_{p}$
$=10$, 20 , 40 .

Fig. 6.8.
Computer Plots of the Composite GIC BP Filter Frequency Responses for Different


### 6.3 APPLICATIONS OF THE GIC NETWORKS IN PROGRAMMABLE FILTERS

### 6.3.1 Programmable Filters

Signal processing devices evolved considerably over the last several years. The progress was motivated by the advancement in film and semiconductor technologies, as well as the continuous upgrading of systems specifications to take advantage of the available technologies to the limits.

Linear filtering finds many applications, such as speech processing (irecognition or synthesis), geology, instrumentation, communications, process control, adaptive balancing, etc. There has been much emphasis on performing the filter function digitally, largely because of the ease of varying and optimizing the transfer function. However, for many reasons, such as cost, size signal processing complexity, and bandwidth, it would be desirable to perform the filter function with linear components, yet retain. the flexability of varying the filter parameters digitally.

Recently, several advantages of combining linear components (amplifiers and capacitors) and nonlinear elements (switches) have been demonstrated using MOS switched capacitor techniques [57,58]. Here, we are presenting the results of realizing a continuous active device using linear elements and switches controlled by digital signals to achieve fully programmable filters [30].

Our research addressed two different aspects of programmability, namely:

1. Prograuming the filter's topology using a minimal set of elements to obtain any type of filtering function desired, e.g., LP, HP, BP, N, AP., etc.
2. Programming the transfer function parameters, e.g., pole resonant frequency $\omega_{p}$ and quality factor $Q_{p}$ for $a$ chosen type of filtering function.

### 6.3.2 The Proposed GIC Programable Filter

The basic active network considered here as the heart of the programmable filter is the GIC structure [55] of Fig. 6.2, whose superior performance was established in the literature [59] and in the previous section. The transfer function realized was given in (6.8).

Table 6.1, illustrates that for any of the LP, $H P, B P$ and $N$ realizations, five resistors, two capacitors and two OA's are required. The passive elements are connected to different nodes, shown in Fig. 6.10a, for the different realizations. A set of MOS bilateral switches controlled by a digital binary word, are used to interchange the elements to achieve the different types of filter realizations as shown in Fig. 6.10b. The truth table of the switch control logic is shown in Table 6.2, while Fig. 6.11 illustrates the minimum CMOS logic circuit used to realize this table.

While four of the resistors are equal and of value $R$ each, the fifth resistor is the $Q_{p}$ determining resistor and of value

| Filter <br> Type | $\mathrm{Y}_{1}$ | $\mathrm{Y}_{2}$ | $\mathrm{Y}_{3}$ | $\mathrm{Y}_{4}$ | $\mathrm{Y}_{5}$ | $\mathrm{Y}_{6}$ | $\mathrm{Y}_{7}$ | $\mathrm{Y}_{8}$ | Transfer Function |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| LP | G | C | $\mathrm{C}+\mathrm{G}$ | GP | G | 0 | 0 | G | $\mathrm{T}_{2}=2 \mathrm{Wp}{ }^{2} / \mathrm{D}(\mathrm{s})$ |
| HP | G | G | C | G | 0 | G | C | G | $\mathrm{T}_{1}=2 \mathrm{~S}^{2} / \mathrm{D}(\mathrm{s})$ |
| BP | G | G | C | G | 0 | G | $\frac{\mathrm{G}}{\mathrm{QP}}$ | C | $\mathrm{T}_{1}=2(\mathrm{Wp} / \mathrm{Qp})^{\mathrm{s}} / \mathrm{D}(\mathrm{s})$ |
| $\mathrm{N}+$ | G | G | C | G | G | O | C | G | $\mathrm{T}_{2}=\left(\mathrm{s}^{2}+\mathrm{W}_{\mathrm{n}}{ }^{2}\right) / \mathrm{D}(\mathrm{s})$ |

where $T(s)=N(s) / D(s)$ and $D(s)=s^{2}+(W p / Q p) S+W_{p}^{2}$
+The other output $\mathrm{T}_{1}$ realizes all-pass for the same elements.

TABLE 6.1. The Elements Identification for Different Realizations of the GIC Filter .


Fig. 6.10.a. Schematic Diagram of the Programmable GIC Filter Showing the Controlled Nodes .

| To be Connected in Case of | Component Represented Realized | Node in <br> Fig. 1 | Component \& Switches | Node in <br> Fig. 1 | Component Represented Realized | To be connected in case of |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| L, H, B, N | $\mathrm{R}_{2}, \mathrm{R}_{5}$ | (2) - |  | $\begin{array}{r} 9 \\ +60 \end{array}$ | $\mathrm{R}_{2}$ $\mathrm{R}_{5}$ | $\begin{aligned} & \mathrm{H}, \\ & \mathrm{~L}, \\ & \mathbf{E} \end{aligned}$ |
| $\mathrm{L}, \stackrel{\mathrm{~N}}{\mathrm{H}, \mathrm{~B}}$ | ${ }^{R_{6},}{ }^{R_{2} R_{8}}$ | (9) | $\rightarrow \mathrm{S}_{16}^{\mathrm{S}} \mathrm{NW}^{\mathrm{R}} \rightarrow \mathrm{~S}_{4}^{3}$ | $+(2)$ | $\mathrm{R}_{6}, \mathrm{R}_{8} \mathrm{R}_{2}$ | $\begin{aligned} & \mathrm{H}, \mathrm{~B}, \mathrm{~N} \\ & \mathrm{~L} \end{aligned}$ |
| $\begin{aligned} & \mathrm{L} \\ & \mathrm{H}, \mathrm{~B}, \mathrm{~N} \end{aligned}$ | ${ }^{C_{7}},{ }^{C_{2}} C_{8}$ | (2) <br> (4) |  | $\begin{array}{\|c} 9 \\ \hline-6 \\ \hline-6 N D \end{array}$ | $\begin{aligned} & \mathrm{C}_{2} \\ & \mathrm{C}_{7} \\ & \mathrm{C}_{\mathrm{g}} \end{aligned}$ | $\begin{gathered} \mathrm{L} \\ \mathrm{H}, \mathrm{~N} \end{gathered}$ |
| $\mathrm{H}, \begin{aligned} & \mathrm{L} \\ & \mathrm{~B}, \mathrm{~N} \end{aligned}$ | $\begin{gathered} \mathrm{RQ}_{3} \\ \mathrm{RQ}_{7}, \mathrm{RQ}_{8} \end{gathered}$ | (8) <br> (4) | $\mathrm{S}_{11}$ |  | $\begin{aligned} & \mathrm{RQ}_{3} \\ & \mathrm{RQ}_{7} \\ & \mathrm{RQ}_{8} \end{aligned}$ | $\begin{aligned} & \text { L } \\ & \text { B } \\ & \mathrm{H}, \mathrm{~N} \end{aligned}$ |
| $\begin{array}{ll}\text { H, } \\ \mathrm{L}, & \mathrm{N} \\ \end{array}$ | T $\mathrm{T}_{2}$ | (9) <br> (8) | $\rightarrow \mathrm{S}_{30}$ | $\pm \mathrm{Ou}$ | put | L, H, B, N |

Fig. 6.10.b. Different Elements Realizations and the
Corresponding Switches Used for Digitally Selecting the Filtering Type .

| Binary <br> Input <br> fa fb | Switch <br> Filter | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{S}_{5}$ | $\mathrm{S}_{6}$ | $\mathrm{S}_{7}$ | $\mathrm{S}_{8}$ | $\mathrm{S}_{9}$ | $\mathrm{S}_{10}$ | $\mathrm{S}_{11}$ | $\mathrm{S}_{12}$ | $\mathrm{S}_{13}$ | $\mathrm{S}_{14}$ | $\mathrm{S}_{15}$ | $\mathrm{S}_{16}$ | $\mathrm{S}_{29}$ | $\mathrm{S}_{30}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | Low Pass | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 |
| 10 | High Pass | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 |
| $0 \quad 1$ | Band Pass | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 |
| 11 | Notch | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 1 |

TABLE 6.2. The Truth Table of the Switches Logic Used to Select the Filtering Function .


Fig. 6.11. The CMOS Logic Diagram Used to Control the
Analog CMOS Switches of Fig. 6.10.b and to Realize the Truth Table 6.2 .
$R_{Q}=R Q_{p}$. The two capacitors are equal and of value $c=$ ( $1 / \omega_{p} R$ ) each. Two equal banks of capacitors are used to control $\omega_{p}$. Each bank contains $n$ binary weighted capacitors connected in parallel through analog CMOS switches as shown in Fig. 6.12. Using a digital binary word of $n$ bits to control $\omega_{p}$, different values of $c$ will result at the 2 terminals of both capacitor banks that correspond to $2^{n}$ different values of $\omega_{p}$. Using a similar technique the value of $R_{q}$ can be controlled through a bank of $m$ binary weighted resistors connected in series through analog CMOS switches as shown in Fig. 6.13. Using a digital binary word of $m$ bits to control $Q_{p}$, different values of $R_{q}$ can be achieved that correspond to $2^{m}$ different values of $Q_{p}$. Thus, full independent control of the pole pair $\omega_{p}$ and $Q_{p}$ are achieved by programing the digital words controlling the switches to obtain the corresponding $c$ and $R_{q}$. It can be easily shown that with minor modifications, an additional programmable element can be added for the control of the notch frequency.

The experimental results obtained using two-bit world to select the type of transfer function and two words four-bits each to determine $\omega_{p}$ and $Q_{p}$ independently are given in Tables 6.2 and 6.3. Figs. 6.14a-6.14d illustrates the different responses of the filter for different digital words to program the filtering function, $Q_{p}$ and $\omega_{p}$ in different configurations.

Using the composite GIC network in this programmable filter design provides a better performance and extends the filter


Fig. 6.12. The Two Capacitor Banks Realizations for the Programming of $\omega_{p}$.
 for the Programing of $Q_{p}$.


$$
Q_{p}\left(R=20 \mathrm{~K} \Omega, C_{1}=1 \cdot \mathrm{nF}, R_{1}=10 \mathrm{~K} \Omega\right)
$$

TABLE 6.3. The Two Four-Bit Words that Control $f_{p}$ and $Q_{p}$ and their Corresponding Realized $f_{p}$ and $Q_{p}$


$\mathrm{Q}_{\mathrm{p}}$ Programming of a High-Pass Filter ( $\mathrm{f}_{\mathrm{p}}=$
1.15 kHz ).

> $\omega_{p}$ Programming of a Bandpass Filter $\left(Q_{p}=3\right)$
> Programmable Filter Experimental Frequency Responses .

> Fig. 6.14.

bandwidth at higher $Q$. This can be easily shown from the results of the previous section in comparison to this results.

The availability of such compact, versatile, analog, programmable filter, opens up many novel and independent application areas.

### 6.4 APPLICATION OF THE GIC NETWORKS IN INDUCTANCES SIMULATIONS

The GIC network was initially proposed as the best OA inductance simulation circuit. This circuit is shown in Fig. 6.15a, where all resistors and capacitors have been replaced by general impedance branches. Analysis of this circuit yields the input impedance

$$
\begin{equation*}
Z_{11}=V_{1} / I_{1}=Z_{1} Z_{4} Z_{6} / Z_{2} Z_{3} \tag{6.17}
\end{equation*}
$$

Thus for $Z_{11}$ to be in the form $Z_{11}=S L$,
one possibility is when $Z_{1}=R_{1}, Z_{2}=R_{2}, Z_{3}=\frac{1}{s c_{3}}, Z_{4}=R_{4}$ and $Z_{5}=R_{5}$ leading to the circit shown in Fig. 6.15b with

$$
\begin{equation*}
Z_{11}=s C_{3} R_{1} R_{4} R_{6} / R_{2}=S L \tag{6.18}
\end{equation*}
$$

i.e. $L=C_{3} R_{1} R_{4} R_{6} / R_{2}$

In the above, we assumed ideal OA's for realizing the GIC and hence obtained ideal inductances. Let us now address the nonideal performance of the GIC due to the finite gain and BW of the $O A^{\prime} s$,


Fig. 6.15.a. Practical Single GIC Configuration Used for Inductance Simulation.


Fig. 6.15.b.
Single GIC Structure Simulating 0.1 H Inductance .
the following expression for the simulated inductance can be easily derived using one pole OA model of (2.2):

$$
\begin{equation*}
\mathrm{L}_{\mathrm{s}}=\mathrm{V}_{\mathrm{i}} / \mathrm{I}_{\mathrm{i}}=\mathrm{N}_{\mathrm{s}} / \mathrm{D}_{\mathrm{s}} \tag{6.20}
\end{equation*}
$$

where $N_{s}=s^{2}\left[c_{3} / \omega^{2}\right]+s\left[\left(G_{1} / \omega^{2}\right)+\left(c_{3} / \omega\right)\right]+\left[\left(G_{1} / \omega\right)+G_{2} C_{3} /\left(G_{2}+G_{6}\right)\right]$
and $D_{s}=s^{3}\left[C_{3} G_{4} / \omega^{2}\right]+s^{2}\left[\left(G_{1} G_{4} / \omega^{2}\right)+\left(C_{3} G_{4} / \omega\right)\right]+s\left[G_{1} G_{4} / \omega\right]$

$$
+\left[G_{1} G_{4} G_{6} /\left(G_{2}+G_{6}\right)\right]
$$

Using the composite GIC structure proposed in Section 6.2 the following expression for the simulated inductance of the circuit of Fig. 6.16, can be obtained.

$$
\begin{equation*}
L_{c}=V_{i} / I_{i}=N_{c} / D_{c} \tag{6.21}
\end{equation*}
$$

where $N_{c}=s^{4}\left\{\left(1+\alpha_{1}\right)\left(1+\alpha_{2}\right) C_{3} / \omega^{4}\right\}+s^{3}\left\{\left(1+\alpha_{1}\right)\left(1+\alpha_{2}\right) G_{1} / \omega^{4}\right\}$
$+s^{2}\left\{C_{3}\left(1+\alpha_{2}\right) / \omega^{2}+G_{1}\left(1+\alpha_{1}\right) \alpha_{2} / \omega^{3}\right\}$
$+s\left\{\left[G_{2} C_{3} \alpha_{2} / \omega\left(G_{2}+G_{6}\right)\right]+\left[G_{1}\left(1+\alpha_{1}\right) / \omega^{2}\right]\right\}+\left\{G_{2} C_{3} /\left(G_{2}+G_{6}\right)\right\}$
and $D_{c}=s^{5}\left\{\left(1+\alpha_{1}\right)\left(1+\alpha_{2}\right) C_{3} G_{4} / \omega^{4}\right\}+s^{4}\left\{\left(1+\alpha_{1}\right)\left(1+\alpha_{2}\right) G_{1} G_{4} / \omega^{4}\right\}$

$$
\begin{aligned}
& +s^{3}\left\{\left[C_{3} G_{4}\left(1+\alpha_{2}\right) / \omega^{2}\right]+\left[G_{1} G_{4}\left(1+\alpha_{1}\right) \alpha_{2} / \omega^{3}\right]\right\} \\
& +s^{2}\left\{G_{1} G_{4}\left(1+\alpha_{1}\right) \alpha_{2} / \omega^{2}\right\}+s\left\{G_{1} G_{4} G_{6} \alpha_{2} / \omega\left(G_{2}+G_{6}\right)\right\}+\left\{G_{1} G_{4} G_{6} /\left(G_{2}+G_{6}\right)\right\}
\end{aligned}
$$

This results in an excellent inductance simulation that will have performance very close to the ideal even at high frequency of

operation. These results can be easily noted from Fig. 6.17 where the simulated inductance obtained using the structure of Fig. 6.16 is plotted and compared with the ideal realization and the circuit of Fig. 6.15 b using single GIC.

### 6.5 CONCLUSIONS

At present, miniature inductors have small $Q$ factors, the feasible inductance range is limited, and they are not compatible with either integrated circuit or thin film technology. In an effort to produce inductors with superior performance several types of active structures were proposed to simulate inductors using $R C$ active networks. A major contribution in that effort was the introduction of GIC the networks. In this chapter, a brief presentation of the GIC structures were discussed along with important applications of the GIC's in active filters. A new composite GIC designs were proposed using the C2OA's to replace the single $O A^{\prime}$ 's in the GIC networks. The result were superior networks regarded for their high frequency and high $Q$ applications. Applications of these GIC networks in programmable filters were discussed. A compact versatile analog network that can be controlled by digital signals to achieve fully programmable filters was presented. The filter topology as well as the transfer function parameters can be digitally controlled through the use of analog switches.


Fig. 6.17.a. Computer Plots of the Simulated Inductances Using Single and Composite GIC, Structures.


Fig. 6.17.b. Computer Plots of $Q$ of the Simulated Inductances Using Single and Composite GIC Structures.

Finally, the application of the new composite GIC in inductance simulations is also presented. The computer plots of the simulated inductor show clearly the considerable improvements contributed by the use of composite GIC and C2OA's.

## CHAPTER VII

CONCLUSIONS
The main objective of this research was to introduce a general technique that helps solving the problem of high-frequency roll-off of the operational amplifiers, which imposes a practical limitation to their usefulness in RC-active filter design.

A new approach for extending the useful operating frequencies in a wide range of linear active networks, realized using $O A^{\prime} s$, has been presented. The BW extension is achieved by replacing each of the single $O A^{\prime} s$ in the active realization by a composite OA (CNOA). A technique has been given for the generation of the CNOA's. Each CNOA is constructed using $N$ single $O A^{\prime} s$ and $2(N-1)$ active compensating resistors resulting in ( $N-1$ ) resistor ratios. The CNOA is versatile since it has 3 terminals that resembles those of the single OA.

The suggested method generates a'large number of CNOA's for a given $N$. For $N=2,3$ and 4, CNOA's were generated and examined according to a stringent performance criteria that considers stability, sensitivity, BW properties and the GBWP mismatch effect of the single $O A ' s . \quad$ Several of the CNOA's, namely C2OA-1 to C2OA-4, C3OA-1 to C3OA-6 and C4OA-1 to C4OA-5, have passed the performance criteria, and have been found very useful in the most frequently used applications. Each CNOA is constructed using $N$ $0 A^{\prime} s$, that do not require GBWP matching, and $2(N-1)$ low accuracy
and low spread resistors for active compensation. The ratio of these resistors can be used advantageously to minimize the gain and phase error in an appropriate manner, that depends on the application, to reduce the deviation of the active realization's response from ideal, and to guarantee stability. No extra high accuracy passive components are required compared to the single $O A$ realization.

It is to be noted that the slew rate of the generated composite amplifiers is not any better than the slew rate of the OA's used for constructing the CNOA's themselves. On the other hand, using $O A^{\prime}$ 's with higher slew rate as an output stage in the CNOA construction, while using a high input impedance $O A$ 's in the input stage will result in a composite amplifier with high impedance and fast slew rate. Such an advantage can only be possible due to the fact that relatively large mismatch of the GBWP's of the OA's used to construct the CNOA's are tolerated within practical range. Consequently different types of $O A^{\prime} s$ can be mixed in the design to achieve most of the required specifications.

The theoretical excellent performance properties of the realizations using the proposed $C N O A$ 's, including wide dynamic range, stability and low sensitivity, were verified in numerous applications. Different examples of the basic active building blocks, namely finite gain (inverting, non-inverting and differential) amplifiers, as well as inverting integrators
utilizing the proposed CNOA's are exhaustively studied. The theoretical and experimental results illustrates their superior performance compared to the best reported contributions with respect to stability and useful BW .

To illustrate the improvement contributed by the applications of CNOA's in active filters, a new classification of these filters into two major categories was discussed. The first filters category employs the above active building blocks, while the other one contains these filters where the functional blocks cannot be isolated from the filter structure. Practical examples of filters of both categories constructed using the proposed CNOA's were implemented. Theoretical and experimental results of these realizations compared favorably with the state of the art designs, as well as with these designs using single $O A \cdot s$.

Using the CNOA's to construct Generalized Immittance Converter Networks proved to be an excellent application to demonstrate the usefulness of the proposed composite amplifiers. The appreciable improvements of the new composite GIC performance was a major motivation that led to the introduction of two important applications. The first, is a new fully programmable linear active filter. The filter combines the use of linear element and analog CMOS switches to achieve a compact versatile analog network that can be controlled by digital signals to select the filter topology as well as the transfer function parameters.

The second application of the composite GIC is inductances simulations, where the excellent results obtained can be very beneficial in a broad range of applications.

In conclusion, solving the problem of the $B W$ limitation resulting from the $O A$ frequency dependence in the manner presented, resulted in a general solution with a wide range of useful applications as demonstrated theoretically and experimentally. As stated earlier this contribution has achieved two objectives. The main one was describing a new general technique for bandwidth extension of linear active networks using OA's while maintaining the other important properties such as stability, sensitivity and dynamic range. This resulted in several families of novel composite $O A$ 's. The second objective was to show that when these CNOA's are used in a wide range of important applications then, for a given number of $O A^{\prime} s \mathrm{~N}$, the realizations obtained were found superior to, or in a few cases as good as, the best available circuits which were reported for specific applications. The performance improvements in these realizations led to the introduction of two useful applications namely the programmable filter and the use of composite GIC's in inductance simulations.

In addition, it is worthwhile to mention that the generator method presented in this contribution is actually a composite dependent scurce generation technique, i.e., it is also applicable
to any of the four types of dependent sources, voltage (and current) controlled voltage (or current) 3ources. Novel composite dependent sources with considerably performance improvements are expected to result when the procedure described is applied to other linear active networks employing devices other than $O A^{\prime} s$, e.g. transistors.

The technique presented in this research, generated numerous new composite networks that might be useful in solving the problem of designing high performance non-inverting integrators. The availability of such high performance positive integrators will be a considerable contribution to active filters design.

The proposed designs and technique open the field to a broad range of applications for future research. One cannot deny the benefits of these ideas in switched capacitor networks, where researchers have started recently to investigate the limited effects imposed by the $O A^{\prime} s$ on the performance of switched capacitor networks. It is also quite rewarding to see the recognition of this work in some recent contributions [60,61].
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APFENDIXA

* $\quad$ *
* 

*************************


```
            4 C.2OA - 5
        F=NP/D
NP = (1,+G)
D = 1. + (1.+G) * (A-1.) * S * Y + (1.+G)*A*S*S*Y*Y
F = NN/D
NN = - G
+
                                    C2OA - 6
                                    #
F = NP/D
NP=(1.tG)
D = 1. + A*(1.+G)*S*Y + A*(1.+G)*S*S*Y*Y
F = NN/D
NN = -G
                            * C.20A - 7 *
F=NP/D
NP = (1.tG)*A
| = 1. + (A+(1.+G))*S*Y + A*(1.+G)*S*S*Y*Y
F = NN/D
NN = -G * (1.+A*S*Y)
```

* C20A-8.

```
F. = NP / D
NP = (1.+G)*(A-1.)
| = 1. + ((1.+G)+A)*S*Y + (1.+G)*A*S*S*Y*Y
F=NN/I
NN = -G *(1.+A*S*Y)
```

* C2.0A - 9 *

```
F=NP/D
NP=(1,+G)
D = 1. + A*S*Y + A*(1.+G)*S*S*Y*Y
F = NN/D
NN = -G
```

* C20A - 10 *
$F=N P / D$
$N P=(1,+G) *(1,+A * S * Y)$
D $=1 .+(A-1) *.(1 .+G) * S * Y+A *(1 .+G) * S * S * Y * Y$
$F=N N / D$
$\mathrm{NN}=-\mathrm{G}$
$F=N P / D$
$N P=(1,+G)$
$\mathrm{D}=1 .+5 * Y+(1,+6) * S * S * Y \neq Y$
$F=N N / D$
$N N=-G *(1++S * Y)$
$F=$ TRANSFER FUNCTIOA
$=\quad N / D$
$r=1 /$ GBWP
G $=$ FINITE GAIN
A $=$ (ALPHA +1 )
B $=$ ( $\operatorname{BETA}+1$ )
$c=($ GAMMA +1$)$
$W=1 /$ INEGRFTOR TIMF CONSTANT


C20A-11

| * |  |  |  |
| :---: | :---: | :---: | :---: |
| \$ | APPENDIX |  | * |
| \# * |  |  |  |
|  |  |  |  |

\section*{ <br> 

C

| ```F=(1,+G)*(1,+1./(1.+A)*S*Y+S*S*Y*Y)/ K(1.t(1,+(1.+(G)/(1,+B))*S*Y+(1.+G)/(1,+A)*S*S*Y*Y+(1.+G)*S**3*Y**3) F=-6*(1.+S*Y)/ K(1.+(1,+(1.+G)/(1,+R))*S*Y+(1,+G)/(1.+A)*S*S*Y*Y+(1,+G)*S**B*Y**3) C30A - 7 F=(1.+G)*(1.+(2.+B)/(1.+B)*S*Y+S*S*Y*Y)/``````K(1.+G)*Y**3*S**3) Fa=-(G)/(1,+(1.+(i)/(1.+A)/(1.+B)*Y#S+(1.+G)*(1./(1.+A)+1./(1.+R)) K*Y*Y*S*S+{1.+G)*Y**3*S**3)``` |  |
| :---: | :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

$F=(1,+G) *(1,+1, /(1,+A) * S * Y+S * S * Y * Y) /$
$K(1,+(1,+G) /(1,+B) * S * Y+(1,+G) /(1,+A) * S * S * Y * Y+(1,+(1) * S * * 3 * Y * * 3)$
F=-F/
$K(1 .+(1 .+G) /(1 .+B) * S * Y+(1 .+G) /(1 .+A) * S * S * Y * Y+(1 .+G) * S * * 3 * Y * * 3)$
C.3nA - B *
$F=(1,+G) *(1,+S * Y) /(1,+(1,+G) /(1,+A) /(1 .+B) * Y * S+(1,+G) *(1, /(1,+A)+1$
K. ( $(1 .+8)) * Y * Y * S * S+(1,+G) * Y * * 3 * S * * 3)$
* C30A - 5 *
$F=(1,+6) *(1,+(1,+A) * Y * S+(1,+A) * Y * Y * S * S) /(1,+(A+(1,+G) /(1,+B)) * Y * S+$
$K(1,+G) *(1 .+A) /(1,+R) * Y * Y * S * S+(1,+G) *(1,+A) * Y * * 3 *(i * * 3)$
$F=-(G) *(1,+A * Y * S) /(1++(A+(1,+G) /(1 .+R)) * Y * S+(1,+A) *(1 .+G) /(1++R$

C.EOA - 10
*
$F=(1,+G) *(1,+(1,+A+B /(1,+B)) * S * Y+A * S * S * Y * Y) /$
$K(1,+(1,+A) * Y * S+(1,+G) *(1,+A) /(1,+R) * Y * Y * S * S+(1,+G) *(1,+A) * Y * * 3 * S * *$
K3)

$C$

$F=(1 .+G) *(1 .+(1,+A) * Y * S+A * Y * Y * S * S) /(1,+(2 \cdot+A) * Y * S+(1,+G) *(1 .+A) /$
K(1. +B$) * Y * Y * S * S+(1 .+G) *(1 .+A) * Y * * 3 * S * * 3)$
$F=-G *(1,+(2 .+A) * Y * S) /(1,+(2 .+A) * Y * S+\{1 .+G) *(1 .+A) /$

C3ロA - 13
*
$F=(1 \cdot+G) *(1,+B /(1,+A) * Y * S+R * Y * Y * S * S) /$
$K(1 .+(1,+R) /(1,+A) * Y * S+((1,+B)+(1,+G) \neq(1,+B) /(1,+A)) * Y * Y * S * S+(1 .+B)$

$F=-G(1,+(1,+B) /(1,+A) \neq Y * S+(1,+B) \neq Y * Y * S * S) /$
$K(1 \circ+(1,+B) /(1,+A) * Y * S+((1,+B)+(1,+G) *(1,+B) /(1 \circ+A)) * Y * Y * S * S+(1,+B)$

* C3nA - 15 事
$F=(1 .+G) *(1 .+A * S * Y+R *(1 .+A) * S * S * Y * Y) /$
$K(1 .+(1 .+A) * S * Y+(1 .+A) *(1 .+8) * S * S * Y * Y+(1 .+A) *(1 .+8) *(1 .+6) * S * * 3 * Y * *$
K3)
$F=(-G) *(1 .+(1 .+A) * S * Y+(1 .+A) *(1 .+R) * S * S * Y * Y) f$

K3)
$F=(1 .+G) *(1,+A *(1,+(1,+A) * * ? /(1,+\dot{A}+2 . * B+2 . * A * B)) * S * Y+$
K(A*R*(1.+A)**2/(1. +A+2.*B+2.*A*B))*S*S*Y*Y)/
$K(1,+(1,+A) *(1,+A *(1,+A) /(1,+A+2, * B+2 . * A * R)) * S * Y+$
$K((1 .+A) * * 3 *(1 .+B)+(1,+A) * * 2 * R) /(1 .+A+2 . * R+2 . * A * R) * S * S * Y * Y+$
$K(1,+A) * * 3 *(1,+R) *(1,+G)+R *(1,+A) * * 2 *(1,+G)) /(1,+A+2 \cdot * R+2 \cdot * A * R)$
K*S**3*Y**3)


$K(1 .+(1, f A) *(1 .+A *(1,+A) /(1,+A+2, * R+2 . * A * R)) * S * Y+$
$K((1,+A) * * 3 *(1 .+R)+(1,+A) * * 2 * R) /(1 .+A+2, * B+2 . * A * B) * S * S * Y * Y+$
$K((1,+A) * * 3 *(1,+B) *(1,+G)+B *(1,+A) \neq \$ 2 *(1,+G)) /(1 .+A+2, * R+2 \cdot * A * R)$
KちSもあるれYまれる)

| F | TRANSFER FUNCTION N 1 |
| :---: | :---: |
| $Y=$ | 1 ／GBWP |
| 6 | FINITE GAIN |
| A | （ ALPHA +1 |
| B | （ BFTA＋ 1 ） |
| C | （ GAMMA＋ 3 ） |
| H | $1 /$ INEGRATOR TIME |





```
                            AC3OA- 1
    F=T*(1.+S*Y)/
&((1.+W/R)+(1.+1./R+W/A)*S*Y+(1./A+W)*S*S*Y*Y+S**ふ*Y**3)
    ACSOA- 3
    F=T/
E((1.+W/R)+(1./B+W/A)*S*Y+(1./A+W) &S#S#Y*Y+S**3*Y**3)
                            ACBOA- 5
    F=T*(1.+(A-1.)*S*Y)/
8((1.+W/R)+((A-1.)+1./R+W*A/R)*S*Y+
8(A/R+W*A)*S*S*Y*Y+A*S**3*Y**3)
                                    AC30A-7
    F=T/
8((1.+W/A/R)+(3./A/B+W/A+W/B)*S*Y+(1./A{1./B+W)*S*S*Y*Y+
35**3*Y**3)
```

                            AC3nA- 10
    \(F=T \neq(1+\) +AKS*Y)/
    E(1.+(A+W*A/R)*S*Y+(A/R+W*A)*S*S*Y*Y+A*S**3*Y**
ACJOA- 12
$F=T *(1 .+R / A * S * Y+R * S * S * Y * Y) /$
E(1. $+(B / A+W * B / A) * S * Y+(R+R / A+W * R) * S * S * Y * Y+B * S * * 3 * Y * * 3)$
AC30A- 14
$F=T *(1,+(A+1) * S * Y$,
(1. $1 .+(A+1 .+W * A / R) * S * Y+(A / R+W * A) * S * S * Y * Y+A * S * * 3 * Y * * 3)$
AC30A- 15
$F=T *(1 .+A * S * Y+A * B * S * S * Y * Y) /$
\&(1. $+A * S * Y+(A * B+W * 1 * B) * S * S * Y * Y+A * R * S * * 3 * Y * * 3)$
F = TRANSFER FIJNCTION
$=N / D$
$\gamma=1 /$ GBUP
O-FINITE GAIN
$A=($ AL.PHA +1$)$
$B=(B E T A+1)$
$C=(G A M M A+1)$
$4=1 /$ INFGRATOR TIME CONSTANT


$+$



C

C

C

C
c
*
C40A-1
*
$F=G *(1++(1, / B+1, / C) * S * Y+(R+1,) / K * S * S * Y * Y+S * * 3 * Y * * 3) /$ $8(1 .+(1 .+G / A / C) * S * Y+\{G / C+G / A / A) * S * S * Y * Y+(G / A+G / B) * S * * 3 * Y * * 3+$ 1G*S**4*Y**4)
$\mathrm{F}=-(\mathrm{G}-1) *.(1 .+\mathrm{S} * \mathrm{Y}) /$
F=G/
\& (1. $+G / B / C * S * Y+(G / C+G / A / R) * S * S * Y * Y+(G / A+G / R) * S * * 3 * Y * * 3+G * S * * 4 * Y * * 4)$
F=-(G-1.) )
Fab*(1.+S*Y)/
\&(1.+(1.+G/R/C)*S*Y+(G/A/R+G/C)*S*S*Y*Y+(G/A+G/B)*S**3*Y**3+ 8G*S**4*Y**4)
$F=-(G-1) *,(1,+S * Y) /$

* C.4nA - 4
* 

$F=G *(1,+(1, / A+1, / B) * S * Y+(1,+1 . / B) * S * S * Y * Y+S * * 3 * Y * * 3) /$
\&(1.+G/A/C*S*Y+(G/C+G/A/R)*S*S*Y*Y+(G/A+G/R)*S**3*Y**3+G*S**4*Y**4) $F=-(\theta-1$.

F=G*(1.+1./B*S*Y+S*S*Y*Y)/
\&(1.+G/A/C*S*Y+(1.+1./B)*G*C.*S*S*Y*Y+(1.+A/R)*G*C末S**.3*Y**3+ 8B*S**4*Y**4)
$F=-(G-1$,$) )$

FZB\#(1,+2.*S*Y+S*S*Y*Y)/CAnA-6 *
\&(1.+(1.+G/B/C)*S*Y+(G*A*R+G*C)*S*S*Y*Y+G*C*(A+B)*S**3*Y**3+ 8G*S**4*Y**4)
$F=-(G-1) *.(1 .+5 * Y) /$
F=G*(1.+5*Y)/
\&(1. $+G / B / C . * S * Y+(G / A / B+G / C) * S * S * Y * Y+(G / B+G / A) * S * * 3 * Y * * 3+G * S * * 4 * Y * * 4)$ F=-(G-1.)/

C
F=G*(1.+1./R*S*Y+S*S*Y*Y)/
(1.+(1.+G/A/C)*S*Y+(G/A/B+G/A/C)*S*S*Y*Y+(G/A+G/B)*S**3*Y**B+ EG*S**4*Y**4)
$F=-(6-1) *.(1 .+5 * Y) /$
$F=G *(1 .+(R-1) * S * Y$.
8(1.+R*S*Y+R*G/C:S*S*Y*Y+R*G/A*S**3*Y**3+B*E*S**4*Y**4)
F=-(G-1.)*(1.+B*S*Y)/
.) *S $*$ Y $/$
F=0*(1.+(A-1.)*S*Y)/
8(1.+((A-1.)+G/R/C)*S*Y+(G*A/B/C+G/C)*S*S*Y*Y+
8(G*A/C+G*A/E)*S**3*Y**S+A*(I*S**4*Y**4)
$F=-(G-1) *.(1 .+(A-1) * S * Y$.
$F=G *(1 .+(\Gamma,-1.) / R * S * Y+(\Gamma,-1) * S * S * Y * Y$.
\& (1.+1./A*S*Y+(1C+A*G/A/B)*S*S*Y*Y+(C*G/A+C*G/R)**3*Y**3+
EC*G*S**4*Y**4)
Fz-(G-1,) *(1.+1./A*S*Y+S*S*Y*Y)/

* C.40A - 20
* 

F=G*(1.+(A+B-2.)*S*Y+(A-1.)*(R-1.) *S*S*Y*Y)/
E(1. $+(A+B-1) * S * Y+.(B+R * G / C) * S * S * Y * Y+A * B * G / C * S * * 3 * Y * * 3+$
\&A*B*(S*S**4*Y**4)
$F=-(G-1) *.(1 .+(A+R-1) * S * Y+.B * S * S * Y * Y) /$

* C.40A - 22
* 

$F=G *(1 .+(B-1) * S * Y+.(C-1) * R * S * S * Y * Y$.
(1.+R*S*Y+R*C*S*S*Y*Y+R*C, A*S**3*Y**3+B*C*S**4*Y**4)
$F=-(G-1) *.(1 .+R * E * Y+R * \Gamma * S * S * Y * Y) /$

* C.40A - 23
* 

$F=G *(1 .+((A-1) / C+.(C-1) * A / C+.1 . / R) * S * Y+((A-1) / B+1.) * S * S * Y * Y+$.
( $(A-1) * S * * 3 * Y * * 3,) /$
\& (1.+(A\&1.) $* S * Y+(A+A * G / C) * S * S * Y * Y+A * G / R * S * * 3 * Y * * 3+A * G * S * * 4 * Y * * 4)$
$F=-(G-1) *.(1 .+(A+1) * S * Y+.A * S * S * Y * Y) /$


ع(1.+((B-1.) +G/A/C) $\# 5 * Y+(B * G / C / A+G / C) * S * S * Y * Y+$ E(G*B/C+G*G/A)*S**3*Y**3+B*G*S**4*Y**4)
$F=-\{G-1) *,(1,+(B-1) * S * Y$.

* C.40A - 25 *

F=G*(1.+(((A-1.)+(C-1.)*A)/C+R)*S*Y+R*(((A-1.)+(C-1.)*A)/C+1.)

 8A*B*G*S**4*Y**4)


* C49A - 29 *
$F=G *(1,+(B+C-1,) / R * S * Y+(\Gamma-1) * S * S * Y * Y$,
\&(1.jC/B*S*Y+(C+C.kG/A/R)*S*S*Y*Y+(E*G/A+C*G/B)*S**B*Y**3+ 8C*G*S**4*Y**4)
F=-(B-1.) * (1. + C/R*S*Y+C*S*S*Y*Y)/
CAOA - 30 *
$F \approx 6 *(1,+A * S * Y+(A-1) * S * S * Y * Y$,
(1) $1 .+((A-1)+.G / B / C) * S * Y+(A * G / B / C+G / C) * S * S * Y * Y+(A * G / C+A * G / B) * S * * 3$ 8*Y**3+A*(5*S**4*Y**4)
F=-(G-1.)*(1.+(A-1.)*S*Y)/

( $(A-1) * S * * 3 * Y * * 3.) /$
\& (1.+A*S*Y+A*G/C.*S*S*Y*Y+A*G/B*S**3*Y**3+A*G*S**A*Y**A)
$F=-(G-1) *.(1++A * S * Y) /$
* C40A - 33
* 

F=6*(1.+R*S*Y+B*S*S*Y*Y)/
\&(1.+((B-1.) +G/A/C.)*S*Y+(G/C+G*R/A/C)*S*S*Y*Y+ E(B*G/C+B*G/A)*S**3*Y**3+R*(3*S**4*Y**4)
F=-(G-1.)*(1.+(B-1.)*S*Y)/
C40A - 34 *
F=0
(1. $1+(B+1) * S * Y+.(B+R * G / C) * S * S * Y * Y+R * G / A * S * * 3 * Y * * 3+B * G * S * * 4 * Y * * 4)$

F=-(G-1.)*(1.+(B+1.)*S*YQB*S*S*Y*Y)/
F=G/
\&(1.+G/C*S*Y+G/R*S*S*Y*Y+G/A*S**3*Y**3+G*S**4*Y**A) F=-(G-1.) /

| $F=$ | TRANSFER FUNCTIBN N/D |
| :---: | :---: |
| $Y=$ | 1 / GRUP |
| $0=$ | FINITE GAIN |
| A | ( ALPHA + 1 ) |
| B | $($ BETA +1$)$ |
| C $=$ | ( GAMMA + 1 ) |
| W | 1 / INEGRATOR TIME |



C40A-22


C4OA-24


C40A-29



##  <br> * APPENDIX ${ }^{*}$ -



##  * * <br> * EXAMFLE FROGRAM FOR SIMULATJNG THF AMPLITUJF ANת * * PHASE RESPONSE OF THE CAMA-1 FINITE GAIN AMPLIFIFR * $+$ <br> 

```
//WYL17CD JOR (EE.2917CD,1168),'SHERIF',TIME=2
/*JOBPARM I=5,l=5
/*ROUTE FKINT RMT29
// EXEC FORTGCLG
//FORT.SYSIN IIN *
C *******************************
C
C
C
C
C
C
C
C
C
C ##******************************
AA=1.3
IO 1 L = 1,50
BE=1.3
DO 2M = 1,50
CC=1.3
10 3N=1,50
```


## CALL CURUE (AA, BB,CC.)

$3 C C=C C+3$
$2 \mathrm{BB}=\mathrm{BB}+.3$
$1 A A=A A+.3$
STIOP
END
SUBROUTINE CURUE(A,B,C)
DIMENSION AY(101),AX(101),NPT(1),ICHAR(1),AT(101)
COMPLEX FF
DATA NFT/1*101/,JCHAR/'****'/
OMEGA $=160$.
CALL FUN(FF,OMEGA,A,B,C.)
F1 $=20 . * A L O G 10(C A R S(F F))$
IF(F1.LT. 39.5) RETURN
IF(F1.GT,40.5) RETURN
OMEGA $=200$.
CALL FUN(FF,OMEGA,A,RsC)
F1 = 20.*ALDG10(CARS(FF))
IF (F1.LT. 39.5) RETURN
IF(FI.GT.40.5)RETURN
OMEGA $=240$.
CALL FUN(FF, तMEGA,A,B,C)
F1 $=20$ * *ALOG10(CABS(FF))
IF (F1.LT. 39.5) RETURN
IF(F1.GT.40.5)RETURN
OMEGA $=300$.
CALL FUN(FF, amega, A,R,C)
F1 $=20$ **ALOG10(CARS(FF))
IF(F1.LT.39.5)FETURN
IF(F1.GT.40.5)RETURN
DMEGA $=360$.
DO $10 \mathrm{M}=1,10$
CALL FUN(FF,OMEGA,A,B,C)
OMEGA $=$ OMEGA +40 .
FN = 20.*ALOG10(CARS(FF))
IF (FN.GT.40.5)RETUKN
10 CONTINUE
A $1=A-1$.
$\mathrm{B} 1=\mathrm{R}-1$.
C1 $=\mathbf{C - 1}$.

```
        DO 20 K = 1,101
    OMEGA = OMEGA + 5.0
    AX(K) = OMEGA
    CALL FUN(FF,OMEGA,A,酉,C)
    AZ(K) = 20.0*AL.OG10(R.ARS(FF))
    AR = REAL(FF)
    AI = AIMAG(FF)
    AY(K) = ATAN2(AI,AR)
20 CONTINUE
    CALL FPPLOT(AX,AT,NFT, ICHAR,1,101)
    NRITE(B,60)A1,R1,C1
    URITE(6,66)
    CALL. FPFLGT{AX;AY =NPT=ICHAR=1:101).
    WRITE(6,60)A1,E1,C1
    WRITE(6,66)
60 FORMAT(' ALPHA = ',F10.2,/%' BFTA = ',F10.%,/,' GAMA
    L= ',F10.2.///////)
66 FORMAT('1')
    RETURN
    END
    SUBROUTINE FUN(F,OMEGA,A,R,C.)
    COMPLEX S,F
    G = 101.
    Y=.001
    S=CMFLX(0,0,OME.GA)
C
    F=G*(1.+(1./R+1./C)*S*Y+(B+1,)/R*S*S*Y*Y+S**3*Y**3)/
    &(1.+(1.+G/A/C.)*S*Y+(G/C+G/A/R)*S*S*Y*Y+(G/A+G/B)*S**3*Y**3+
    &G*S**4*Y**4)
        RETURN
        END
1*
//
/*
F= TRANSFER FIJNCTION
= N/N
Y = 1/GRWF
G = FINITE GATN
A = (AL.FHA + 1)
B = (RETA + 1)
C = (GAMMA + 1. )
H=1/ INEGRATOR TIMF CONSTANT
```





```
//HYL17C.MN JOR (17CN,****);'SHERIF',TIME=(2,00),REGION=512K
/*ROUTE PRINT RMT29
/GJOBPARM L=2
//S1 EXEC RECAP
//ECAP.INPUT IN *
    AC ANALYSIS
B1 N(1,0),F=1E8
B2 N(2,0),F=1FB
B3 N(3,0),R=1F-2
B4 N(4,0),R=1E-2
B5 N(3,5),R=1E3
B6 N(4,5),R=1E3
B7 N(5,0),R=1F3
B8 N(5,0),R=1EE
B9 N(6,0),R=1E-2
B10 N(G,7),R=1E3
B11 N(7,0),C=16E-6
B12 N(7,0),R=1E8
B13 N(8,0),R=1E-2
B14 N(9,0),R=1E8
B15 N(10,0),R=1EB
B16 N(11,0),R=1E-2
B17 N(12,0),R=1F-2
B18 N(11,13),K=1E3
B19 N(12,13),R=1E3
B20 N(13,0),R=1E3
B21 N(13,0),R=1EB
B22 N(14,0),R=1F-2
B23 N(14,15),R=1E3
B24 N(15,0),C=16E-G
```

| 825 | $N(15,0), R=1 E B$ |
| :---: | :---: |
| 826 | $N(16,0), E=1 E-2$ |
| B27 | $N(17,0), R=1 E 8$ |
| B28 | $N(18,0), R=1 E 8$ |
| B29 | $N(19,0), R=1 E-2$ |
| B30 | $N(20,0), R=1 .-2$ |
| B31 | $N(19,21), R=1 E 3$ |
| B32 | $N(20,21), R=1 E .3$ |
| B33 | $N(21 ; 0), R=1 E 3$ |
| 834 | N(21:0) - R=aE? |
| B35 | $N(22,0), R=1 E-2$ |
| B36 | N(22,23),R=1E3 |
| B37 | $N(23,0), C=16 E-6$ |
| B38 | $N(23,0), R=1 E 8$ |
| 839 | $N(24,0), \mathrm{K}=1 \mathrm{E}-2$ |
| B40 | $N(2.5,0), R=1 E G$ |
| B41 | $N(26,0), R=1 E 8$ |
| 842 | $N(27,0), \mathrm{K}=1 \mathrm{E}-2$ |
| B43 | $N(28 ; 0), R=1 \mathrm{E}-2$ |
| B44 | N(27,29),R=1E3 |
| B45 | $N(28,29), \mathrm{F}=1 \mathrm{E} 3$ |
| B46 | $N(29,0), R=1 E 3$ |
| B47 | $N(29,0), R=1 E 8$ |
| B48 | $N(30,0), R=1 . E-2$ |
| B49 | $N(30,31), R=1 E 3$ |
| B50 | N(31,0), C=16E-6 |
| B51 | N(31,0), $\mathrm{F}=1 \mathrm{E} 8$ |
| B52 | $N(32,0), \mathrm{K}=1 \mathrm{E}-2$ |
| 853 | $N(2,10), R=1,75 E 3$ |
| B54 | $N(10,8), R=3,78 F 4$ |
| B55 | $N(9,1), R=1 E-5$ |
| 856 | $N(26,25), R=3,87 E 3$ |
| B57 | $N(24,26), R=4.775 E 4$ |
| B58 | N(25,17), R=1E-5 |
| 859 | $N(1,17), R=1 E-5$ |
| 860 | $N(0,33), R=1 E-2, E=1$ |
| B61 | $N(32,1), R=4,6 E 3$ |
| 862 | N(32,2), $\mathrm{N}=4.6 \mathrm{E} 3$ |
| B63 |  |
| B64 | $N(16,18), F=4,6 \mathrm{~S}$ |
| B65 | $N(3.3,2), R=1820$ |
| 븐슬 | N(0.2), $\mathrm{N}=4.6 \mathrm{SK}$ |
| B67 | $N(3.3,1.3), R=9.2 \mathrm{E} 4$ |
| 868 | $N(0,18), C=.688 \mathrm{~F}-9$ |
| 11 | $B(1,3), B E T A=1 E 15$ |
| T2 | $\mathrm{R}(2,4)$, $\mathrm{BETA}=-1 E 15$. |
| T3 | $B(8,9), \mathrm{BETA}=3 \mathrm{~F} 19$ |
| 14 | $B(12,13)$, EH T $A=1 F .10$ |
| 55 | $8(14,16), \mathrm{BETA}=1 \mathrm{E} 5$ |
| T6 | R(15,17), BFTA=-1E15 |

```
T7 B(21,22),RETA=?ZESO
T8 B(25,26), BETA=1E10
T9 B(27,29),RETA=1E15
T10 B(28,30), BETA=-1F15
T11 B(34,35),BETA=3F10
T12 B(38,39),BETA=1E10
T13 B(40,42), BETA=1E15
T14 B(41,43),RETA=-1E.1.5
T15 R(47,48),EETA=3E10
T16 E(51,52), BETA=1E10
    FREQUENCY=47E3
    PRINT,VOLTAGES,C.URRENTS
    MOUIFY
    FREQUENC.Y=47.3E.3(1.00547604^)60F3
C% STORE(FREQ,NU(32,MAG))
    EXECUTE
    END
//S2 EXEC FORGO
//FTO1F001 IN ISN=88ECAPDATA,MISP=(QLD,DEI.ETE)
\prime\primeSOLRCE nt *
    DIMENSIUN AY(23),AX(23),NFT(1),ICHAR(1),AT.(33)
            DATA NPT/1*23/,IC.HAR/'****'/
            DO 88 I_ =1.23
            READ(1,900,ENH=110) AX(L),AZ(L)
            AY(L)=20.0*ALOG10(AZ(L.))
            HRITE(S,900)AX(I.),AZ(L)
        88 CONTINUE
    110 J=L-1
            DO 15 K=1.23
            IF(AY(K).LT.AY(K+1))GO TO 15
            HRITE(6,500)AX(K),AY(K)
            GO TO 50
        15 CONTINUE
        50 F =1.
        500 FORMAT(10X,'CENTER FRFQUENCY = ',F1O.A,SX,'GAIN AT CENTER = ',
        *F6.2)
    900 FORMAT(2E20.6)
    CALL FPPLDT(AX,AY,NPT,IC.HAR,1,23)
    ENI
//INPUT IDD*
/*
1/
/*
```


Fig. D.2. ECAP Diagram for the Composite GIC
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