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1. Introduction 

Machine learning (ML) is a subset of artificial intelligence in which computers are more adept at learning without 

human direction. ML's ability to embrace newer software that can adapt when not secure. Fig. 1 depicts the three ways 

ML algorithms are graded as supervised, unsupervised, and reinforcement learning [1], [2], [3]. 
 

 
 

Fig. 1 - The different types of machine learning [4] 

 

Supervised learning aims to produce a training example for each of the meanings to be identified. For supervised 

learning, every example is a pillar with an input object (usually a vector amount) and an enforced output value (may also 

Abstract: The rapid development of technology reveals several safety concerns for making life more 

straightforward. The advance of the Internet over the years has increased the number of attacks on the Internet. The 

IDS is one supporting layer for data protection. Intrusion Detection Systems (IDS) offer a healthy market climate 

and prevent misgivings in the network. Recently, IDS has been used to recognize and distinguish safety risks using 

Machine Learning (ML). This paper proposed a comparative analysis of the different ML algorithms used in IDS 

and aimed to identify intrusions with SVM, J48, and Naive Bayes. Intrusion is also classified. Work with the KDD-

CUP data set, and their performance has been checked with the WEKA software. A comparison of techniques such 

as J48, SVM, and Naïve Bayes showed that the accuracy of j48 is the higher one which was (99.96%). 
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be referred to as a supervisory signal). A monitored algorithm for learning performs the task of analyzing the data and 

builds a contingent feature to draw up new examples. The maximum configuration would likely allow the algorithm to 

courageously mark the class for the covered cases [5],[6]. The supervised learning algorithm needs to be used to 

"rationally" reduce data from training data to covered circumstances. These regulated methods can be used in different 

applications, including marketing, security of the network, prediction about attacks, finance, manufacturing, research, 

stock market forecasting,[7],[8], etc. 

The computers on the Internet have given rise to a lot of social and economic progress. In recent years, the impact 

of global trade, healthcare, and healthcare systems in both developed and developing countries has expanded 

significantly. This has brought about an ever-increasing focus on network security by business and academic entities 

alike. Networks can be breached from both inside and outside; IDS is essential to detect attacks. “The value of Intrusion 

Detection Systems (IDS) is considerable because they can be attacked from both the inside and the outside” [9],[10],[11].  

The solution to those problems has been established with human-independent IDS incorporating machine learning 

techniques. Machine training IDS is learned by training on a dataset from regular traffic and abnormal transport to prevent 

an assassination attack [12]. A number of machine learning techniques have been applied successfully, but they have 

multiple faults, such as low throughput and a high rate of erroneous detection [13],[14]. 

The Denial-of-service attack (DOS) is considered one of the most frequently reported harmful attacks. DOS attacks 

aim to deny multiple end-user services temporarily. In general, network resources are created, and the system is 

overloaded with unwanted demands. That is why the DOS serves as an excellent guide for all forms of attacks to consume 

computers and network resources [15],[16]. Yahoo was the first DOS attack victim in 2000, and DOS published the first 

attack on the same day [17]. 

From another aspect, Remote Attacks to Local (R2L) attacks are another umbrella for all kinds of attacks that have 

local rights because specific network resources are only available to local users, e.g., file servers. Some forms of R2L 

attacks exist, e.g., SPY and PHF, which are aimed at preparing unauthorized access to network resources [18]. 

 Regarding unauthorized access to the network and computing services, the User's attacks to Root (U2R) seek to 

transfer the attacker's license to the root user, who has complete computer and network access privileges[19]. Regarding 

the literature [20],[21] Detection of attacks is called a Classification challenge because it aims to explain whether the 

packet is a common one or a packet attack. Thus, based on significant learning algorithms, the agreed intrusion detection 

device model can be applied. This paper has been used to test and precisely the model intrusion detection scheme, based 

on a database dataset based on information Discovery in databases (KDD), which contains the following forms of assault, 

 

 
 

Fig. 2 - ML in intrusion detection system [22] 

 

The structure of this paper is organized: Section 2 shows related work. Section 3 presents the materials and methods 

used in the studies and provides a brief overview of selected ML classifier types. The results are shown in Section 4. The 

paper is finally closed in Section 5. 

 

2. Related Work 

Computer training methods have been a widely researched field of study in recent years in intrusion detection 

systems. Many different methods have been developed with many publicly accessible datasets to tackle the network 

attack detection issue. Currently, classification models are standard methods used for the field of intrusion detection. 
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Since they typically perform better than conventional machine learning models, the methods in this field became popular. 

Here you can find some of the analysis.  

In [23], the author has suggested hybrid approaches that combine J48, the Vector Support, and Bayesian Naïve to 

detect various attack types, including different algorithm precision types. All of these experiments were performed on 

NSL-KDD. 

In [24] The proposed computer teaching methods, such as SVM and Extreme Learning Machine (ELM), are designed 

to create a hybrid model. Modified K-means was used to construct a data set of high quality. It produces small datasets 

that display original datasets overall. This move reduces the classifier's training time. For implementation, KDDCUP 

1999 was used. It is accurate at approximately 95.75%. 

Wang et al. [25] Proposed a system for intrusion detection focused on SVM and validated NSL–KDD data set 

methodology. They argued that their method, which has an efficacy rate of 99.92 %, was higher than other methods; 

however, results, training numbers, and test samples were not mentioned. When much data is involved, the SVM output 

declines and is not the optimal option for analyzing massive intrusion traffic in the network. 

Teng et al. [26] Significant analysis has been carried out, and They built a model focused on decision-making bodies 

and SVMs and validated their model using a dataset of KDD CUP 1999. The findings showed a precision of 89.02%. 

However, for the high calculation cost and low efficiency, SVMs are not favored for rich datasets. 

Lia et al. [27]  Used GA pre-processed data set KDD Cup 99 in a data reduction pre-processing module as data 

processing with all 41 features was difficult. For selecting 10 of the 41 features in the KDD Cup 99 dataset and using the 

SVM for classification, GA was used. The experiment was conducted with 100 datasets, of which 95% were used as 

training data and 10% as test data. The classification process continued until ten times the results were reviewed. Four 

separate SVM attacks were classified (DOS, probe, U2R, R2L attacks). Accuracy of up to 92.02%. 

Bhavani et al. [28] Introduced An intrusion detection method focused on the classification of a single computer, 

using random KDD-NSL data set forest and tree decision techniques. The random classifier gives an improved result 

accuracy of 95,323 %. The proposed work did not address low detection and false-positive rates. 

In paper [29], the standard and PCA-based algorithm Naive Bayes was used with the KDD data set without an 

accuracy comparison library. The Naive Bayesian Classification has the advantage that missing values are handled by 

simply omitting probabilities of members of each group are likely. The results showed that the PCA-based algorithm is 

more precise than conventional Naive Bayes, reducing the runtime for ten key components. However, the precision 

decreases by increasing the number of features. 

In a study of [30], the author proposed a new algorithm to select the function using the data set KDD CUP 99. They 

have chosen the relevant features for network intrusion detection from the total number of features (41). C4.5 function 

selection is made possible using several feature selection methods based upon Mutual Information (MI) and Bayesian 

network wrapper. Instead of an existing approach for feature selection, they are proposed selection technique produces 

better results, the precision of 99.93%. 

In a study of [31], the proposed NIDS is trained and evaluated on the NSL-KDD data set. The results of the evaluation 

showed its effectiveness in acknowledging normal behavior and detecting attacks with a high degree of detection 

accuracy and a low probability of false alarms. In addition, the comparison with the other IDSs involved is carried out, 

and the outcome of our proposed system is 99.11 %. 

 

3. Materials and Methodology 

WEKA (Waikato Environment for Knowledge Analysis) used the popular open-source data mining method (version 

3.8.5) for this research. Data sets of KDDs Cup99 have been used, and numerous significant algorithmic classification 

(classifiers) have been tested. The research was conducted with an Intel® Core TM i5 CPU fitted with an HP Windows 

10 Enterprise unit and 4 GB of RAM. Fig. 3 illustrates the research methodology. 
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Fig. 3 - Research methodology 

 

3.1 Data Sets 

The KDD Cup-99 data set has been developed by the 1998 DARPA IDS validation data set processing of the TCP-

dump segment. This data set is prepared by Stolfo et al. Of Lincoln Labs, U.S.A [32], [33]. DARPA-98 consists of 

approximately 4 gigabytes of compressed raw (binary) TCP-dump data from 7 weeks of network traffic, converted into 

approximately 5 million link logs, each containing about 100 bytes. There are approximately 2 million link records in the 

two weeks of test results. The data collection for the KDD Cup-99, The Fifth World Congress on Knowledge Discovery 

and Data Mining served as the foundation for the Third International Knowledge Discovery Conference. Data Mining 

Tools contest. KDD Cup-99 has been the most widely used data collection for evaluating anomaly detection methods 

since 1999 [34], [35]. 

The training dataset of KDD Cup- 99 comprises approximately 4,900,000 individual link vectors, each with 41 

features and labeled as regular or as an attack, with precisely one particular form of attack[36]. The data collection 

includes 24 attack forms (connections) falling into one of the four main categories: denial of service (DOS), 

sample/scanning, root user (U2R), and user remote (R2L). A complete listing of features given for the link vectors in the 

KDD cup 99 datasets is provided [37], [38]. Taxonomy of the target attribute in the KDD 99 dataset is shown in Fig. 4. 

 

 
 

Fig. 4 - The target attribute's taxonomy in the KDD 99 dataset [39] 

 

3.2 WEKA (Waikato Environment for Knowledge Analysis) 

Weka is a library of machine learning techniques for performing data mining tasks. Alternatively, the techniques can 

be applied directly to a dataset [40]. Weka includes tools for pre-processing data, classifying it, performing regression, 

clustering, defining association rules, and visualizing it. Additionally, it is well-suited for the development of novel 

machine learning schemes. WEKA is comprised of the following components: Explorer, Experimenter, Knowledge Flow, 

Simplified Command Line Interface, and Java interface [41]. The WEKA tool incorporates the following steps [42],[43]:  
 Analyze and pre-process the database's features, as well as evaluate the data's accuracy. 
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 Definition of the class attributes that categorize the set of instances. 

 Extraction of potential classifier features.  

 A subset of features is selected to be used in the learning process. 

 Investigate a potential imbalance in the given data set and devise a strategy for resolving it. 

 Selection of a subset of examples, i.e. the records on which to base learning. 

 The learning process is aided by using a classification algorithm. 

 I was deciding on a method for estimating the performance of the chosen algorithm. 

3.3 Architecture of Intrusion Detection System 

Intrusion detection systems are positioned strategically in a network for threats and packet monitoring. The IDS 

gathers data and reviews data against potential risks from various networks and network resources [46], [47]. The IDS 

features were expected to have included gathering information on risks, making corrections when it notices them, and 

gathering and recording all relevant events. [13]. Fig. 5 illustrates an intrusion detection system model. 

 

 
 

Fig. 5 - Intrusion detection system [48] 

 

 

3.3.1 Host-Based IDS (HIDS) Vs. Network-Based IDS (NIDS) 

The Host-Based is the first type of IDS to be developed [49][50]. Host-based (HIDS) are software items mounted on 

the host machine to analyze and track all traffic events in device application files and operating systems [51]. Network-

Based IDS are located at strategic points on the network to catch and analyze the stream of packets passing through 

network links, in contrast to the HIDS, which analyzes each host individually [52][53]. The difference between HIDS 

and NIDS is shown in Table 1. 

 

Table 1 - Difference between HIDS and NIDS [30] 

NIDS HIDS 

Well for sensing attacks from outside Well for sensing attacks from inside that 

NIDS cannot examine. 

Examiner pocket header &entire packet Does not understand the packet header. 

Host independent Hos dependent 

Bandwidth in need Bandwidth free 

Reduce the speed of networks with IDS clients 

installed 

Reduce the speed of hosts that have an 

IDS client installed 

Sense network attack, as the payload is analyzed Sense local attacks before they hit the 

network. 

 

3.3.2 Anomaly Intrusion Detection Systems and Signature-Based Intrusion 

Table 2 shows the difference between Anomaly and Signature-Based—systems for detecting anomalous intrusions. 

Signature-based intrusion detection relies on comparisons to known attacks' signatures stored in a database, but it is 

incapable of detecting unknown attacks [54]. However, anomaly-based IDS use a statistical approach to identify 
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behaviors that deviate from the normal resource use and behavior parameters. The rate of false positives and negatives 

remains high when using anomaly-based detection.  

 
Table 2 - Difference between anomaly and signature-based 

 Signature detection Anomaly detection 

Definition 

Matching the sequence of “ 

signature action” of know 

intrusion scenario 

Using statistical measure on 

system feature. 

Shortcoming 

- Must hand-coded know pattern. 

-Unable to detect any future 

intrusion. 

 

- Rely on while deciding on a 

system feature 

-Has to study the sequential 

interrelation between transactions. 

Example STAT [HLMS90] IDES [LTG+92] 

 

Centered on an anomaly Detection method should be established to detect abnormal behaviors and achieve optimal 

accuracy. Machine learning techniques are based on mathematical algorithms that are used to train models from datasets. 

If sufficient training data is available and appropriate algorithms are implemented, an IDS can also predict zero-day 

attacks [55], [56]. Cyber security administrators may use these strategies to ensure the effectiveness of security initiatives. 

 

3.4.Machine Learning Methods for Intrusion Detection System 

This section contains a comprehensive classification of machine learning techniques. Each technique is explained in 

detail and how they were implemented as Intrusion detection system IDS [57].  

Support Vector Machine (SVM) is a decision-making algorithm that is based on the concept of decision planes 

referred to as decision boundaries. These decision planes aid SVM in categorizing data. SVM's primary goal is to 

determine the optimum decision boundary. These boundaries are built-in multidimensional spaces to obtain the best result 

possible when dealing with non-linear data. This is a significant advantage of SVMs over straightforward linear 

classifiers. Margin is critical to the classification accuracy of a new data point. The margin is the distance between the 

nearest data point, alternatively referred to as the 'Support Vector,' and the decision boundary. SVM mathematical 

representation [58] is given in Fig. 6: 
 

 
 

Fig. 6 - SVM architecture 

The naïve Bayes algorithm is based on the attribute independence hypothesis and conditional probability. The Naive 

Bayes classifier calculates the conditional probabilities for each sample. The sample is allocated to the class with the 

highest probability [59], [60]. Fig. 7 shows the architecture of the Naive Bayes classifier. 
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Fig. 7 - Naïve Bayes architecture 

When the naive Bayes algorithm has reached its optimum state, then the attribute independence hypothesis is 

satisfied. Unfortunately, it does not hold up in reality; so, it cannot be said that the Naïve Bayes model is the ideal 

algorithm for dealing with attribute data. 

The decision tree algorithm classifies data using several rules. The model is like a tree and can be interpreted. The 

algorithm of the decision tree will remove obsolete and redundant features automatically [61]. The process of learning 

involves the selection of functions, the development of the tree, and tree cutting. The algorithm selects the most 

appropriate features individually when a decision tree model is formed and creates child nodes from the root node [62], 

[63]. The tree of judgment is a fundamental classifier. There are some advanced algorithms, such as random forest and 

extreme gradient boosting (JGBoost). The J48 is a C4.5 application that, like ID3, uses the Information Entropy theory 

to construct decision-making trees from training data collection [37]. The data training set S = s1, s2,... consists of 

previously classified samples. Each sample SI = x1, x2... is represented as a vector in which x1, x2... are sample attributes 

or features. DT's are simple to use and extremely accurate when dealing with massive amounts of data. C4.5 selects one 

data characteristic at each node of the tree that efficiently divides the set of samples into subsets enriched in one or the 

other class. [64] [65][66]. The advantages and disadvantages of various classifiers are summarized in Table 3.  

 

Table 3 - Advantages and disadvantages between classifiers 

Algorithms  Advantages Disadvantages Improvement Measures 

SVM 
Learn valuable knowledge from 

the small data package; 

Perform poorly on tasks 

involving large amounts of data 

or multiple classifications; 

Kernel function parameters are 

taken into account. 

Parameters optimized via 

particle swarm optimization 

(PSO) [8] 

Naïve Bayes  
Sensitive to noise; Capable of 

gradual learning 

Perform poorly when it comes 

to attribute-related data 

Latent variables were 

imported in order to relax the 

independent presumption 

[11]. 

J48 
Pick features automatically; Highly 

interpreted 

Classification result trends 

toward the dominant class; data 

correlations are ignored. 

SMOTE was used to balance 

datasets; latent variables were 

introduced. 

 
4. Performance Evaluation 

Many techniques of machine learning are used to test the accuracy and value of algorithms. These measures are used 

to select the most effective models. In IDS research, many metrics are also used simultaneously to fully quantify the 

detection effect [44], [45]. 

 Accuracy: is defined as the percentage of correctly labeled samples in relation to the total number of items. 

Accuracy A is a useful statistic for determining whether a dataset is balanced. However, standard samples are far 

more plentiful than irregular samples in real-world network environments; consequently, accuracy may not be the 

appropriate metric. Accuracy has been calculated based on Equation 1. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
                                                                                                         (1) 

 Precision (P) is defined as the ratio between true positive and predicted positive samples, the trust in attack 

detection. Precision has been calculated based on Equation 2. 
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𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                                                                      (2) 

 The Recall (R) is the percentage of true positive to total positive samples, also known as the detection rate, is 

defined. The identification rate represents the capacity of the model to identify threats, a significant component of 

IDS. Recall has been calculated based on Equation 3. 

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                                                                                     (3) 

 The F-measure (F) is the harmonic average of the precision and recall. F-measure has been calculated based on 

Equation 4. 

𝐹 =
2 ∗ 𝑃 ∗ 𝑅

𝑃 + 𝑅
                                                                                                                      (4) 

 The False Negative Rate (FNR) is calculated as the ratio of false-negative to total positive samples. The FNR is 

also known as the missing warning rate. In assault detection. The missed alarm rates. FNR has been calculated 

based on Equation 5. 

𝐹𝑁𝑅 =
𝐹𝑁

𝐹𝑁 +  𝑇𝑃
                                                                                                                     (5) 

 The False Positive Rate (FPR): is the percentage of false-negative to total test data is determined. In assault 

detection. FPR has been calculated based on Equation 6.      

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 +  𝑇𝑁
                                                                                                                           (6) 

Where TP is the true positive, FP is the false positive, the true negatives are TN, and the false ones are FN. An IDS 

aims to detect threats, so anomalies are typically considered positive, and average samples are usually considered 

negative. The most commonly used measurements include precision, reminder or detection time, FNR (or missing 

warning rate), and FPR in attack detection (or false alarm rate) [67]. Table 4 shows the confusion matrix. 

 

Table 4 - Confusion matrix 

 Predicted Class 

Actual Class Attack Normal 

Attack True Positive  False Negative 

Normal False Positive True Negative 

 
According to the methodology as we mentioned in section 3. We used machine learning algorithms Such as (SVM, 

J48, and Naïve Bayes) with the KDD Cup99 dataset by using Weka Application; we got different results in each 

algorithm, as shown in the following tables (Tables 5-8). 

 

Table 5 - Comparison of accuracy using different ML algorithms on KDD CUP 99 dataset 

Class Accuracy Time in Sec 

Naive Bayes 92.16% 56.32 

SVM 99.89% 718.02 

J48 99.96% 134.56 

 

Table 6 - Result of all evaluation metrics by using Naïve Bayes 

Naive Bayes 

Class F-Measure Recall Precision FP Rate TP Rate 

normal 0.911 0.862 0.965 0.008 0.862 

U2R 0.015 0.904 0.008 0.013 0.904 

Dos 0.967 0.939 0.997 0.01 0.939 

R2L 0.387 0.343 0.443 0.001 0.343 
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Proble 0.202 0.877 0.114 0.057 0.877 

weighted 

Avg. 

0.948 0.922 0.982 0.01 0.922 

 

Table 7 - Result of all evaluation metrics by using SVM 

 

 

 

 

 

 

 

Table 8 - Result of all evaluation metrics by using J48 

J48 

Class F-Measure Recall Precision FP Rate TP Rate 

Normal  0.999 1.00 0.999 0.000 1.000 

U2R 0.518 0.423 0.667 0.000 0.423 

Dos 1.000 1.000 1.000 0.000 1.000 

R2L 0.970 0.958 0.982 0.000 0.958 

Probe 0.994 0.992 0.995 0.000 0.992 

weighted 

Avg.  

1.000 1.000 1.000 0.000 1.000 

 

Based on the classification (support vector machine, Naive Bayes, and j48) results, in IDS dataset KDD Cup99, 

using the Weka application, the accuracy was different in each algorithm since each algorithm spent a different period of 

time, as it's shown in Table 7. The proposed J48 scored a mean classification accuracy of 99.96%, with the best accuracy. 

Meanwhile, SVM recorded the second-highest accuracy performance, scoring classification accuracy of 99.89%, and in 

comparison, Naïve Bayes with the other two algorithms gives the lowest accuracy. Fig. 8 shows the accuracy analysis of 

all algorithms, and Fig. 9 shows the time. 

 

 
 

Fig. 8 - Accuracy analysis of all algorithms 

88.00%

90.00%

92.00%

94.00%

96.00%

98.00%

100.00%

102.00%

Neive Bayes SVM J48

Support Vector Machine  

Class F-Measure Recall Precision FP Rate TP Rate 

Normal  0.997 0.998 0.996 0.001 0.998 

U2R 0.568 0.442 0.793 0.000 0.442 

Dos 1.000 1.000 1.000 0.001 1.000 

R2L 0.906 0.898 0.915 0.000 0.898 

Proble 0.986 0.976 0.995 0.000 0.976 

Weighted Avg.  0.999 0.999 0.999 0.001 0.999 
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Fig. 9 - Time analysis of all algorithms 

 

5. Conclusion  

In this paper, various experiments have been carried out and tested to assess J48, Naive Bayes, and SVM's efficiency 

and output. Every test was based on the data set for KDD intrusion detection. Approximately 79 percent of DOS, 19 

percent of usual packets, and 2 percent of others are attacks of a different kind inside the KDD dataset (R2L, U2R, and 

PROBE). Several measurements of success are calculated (accuracy rate, precision, false positive, true positive). The 

experiments have shown that no single learning machine algorithm can manage all forms of attacks effectively. The 

decision table (Bayes naïve) had the lowest precision, but the (j48) algorithm was far from the highest actual rate. 
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