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recherche français ou étrangers, des laboratoires
publics ou privés.

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by HAL-Ecole des Ponts ParisTech

https://core.ac.uk/display/48339579?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://hal.archives-ouvertes.fr
https://hal.archives-ouvertes.fr/hal-00733750


On generalized Cramér-Rao inequalities, generalized Fisher

informations and characterizations of generalized q-Gaussian

distributions‡

J.-F. Bercher

E-mail: jean-francois.bercher@univ-paris-est.fr
Laboratoire d'informatique Gaspard Monge, UMR 8049 ESIEE-Paris, Université Paris-Est

Abstract. This paper deals with Cramér-Rao inequalities in the context of nonextensive
statistics and in estimation theory. It gives characterizations of generalized q-Gaussian
distributions, and introduces generalized versions of Fisher information. The contributions of
this paper are (i) the derivation of new extended Cramér-Rao inequalities for the estimation of a
parameter, involving general q-moments of the estimation error, (ii) the derivation of Cramér-Rao
inequalities saturated by generalized q-Gaussian distributions, (iii) the de�nition of generalized
Fisher informations, (iv) the identi�cation and interpretation of some prior results, and �nally,
(v) the suggestion of new estimation methods.

PACS numbers: 02.50.-r, 05.90.+m, 89.70.-a

AMS classi�cation scheme numbers: 28D20, 94A17, 62B10, 39B62

‡ This is a preprint version that di�ers from the published version, J. Phys. A: Math. Theor. 45 255303 2012,
doi:10.1088/1751-8113/45/25/255303, in minor revisions, pagination and typographics details.
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1. Introduction

It is well known that the Gaussian distribution has a central role with respect to classical information
measures and inequalities. For instance, the Gaussian distribution maximizes the entropy over all
distributions with the same variance; see [1, Lemma 5]. Similarly, the Cramér-Rao inequality, e.g.
[1, Theorem 20], shows that the minimum of the Fisher information over all distributions with a
given variance is attained for the Gaussian distribution. Generalized q-Gaussian distributions arise
as the maximum entropy solution in Tsallis' nonextensive thermostatistics, which is based on the
use of the generalized Tsallis entropy. The Generalized q-Gaussian distributions also appear in
other �elds, namely as the solution of non-linear di�usion equations, or as the distributions that
saturate some sharp inequalities in functional analysis. Furthermore, the generalized q-Gaussian
distributions form a versatile family that can describe problems with compact support as well as
problems with heavy tailed distributions.

Since the standard Gaussian is both a maximum entropy and a minimum Fisher information
distribution over all distributions with a given variance, a natural question is to �nd whether this
can be extended to include the case of the generalized q-gaussian distribution, thus improving the
information theoretic characterization of these generalized q-Gaussians. This question amounts to
look for a de�nition of a generalized Fisher information, that should include the standard one as
a particular case, and whose minimum over all distributions with a given variance is a q-Gaussian.
More generally, this should lead to an extension of the Cramér-Rao inequality saturated by q-
Gaussian distributions.

Several extensions of the Fisher information and of the Cramér-Rao inequality have been
proposed in the literature. In particular, the beautiful work by Lutwak, Yang and Zhang [2] gives
an extended Fisher information and a Cramér-Rao inequality saturated by q-Gaussian distributions.
In an interesting work, Furuichi [3] de�nes another generalized Fisher information and a Cramér-
Rao inequality saturated by q-Gaussian distributions. In this latter contribution, the statistical
expectations are computed with respect to escort distributions. These escort distributions are
one parameter deformed versions of the original distributions, and are very useful in di�erent
formulations of nonextensive statistics. In the present paper, we will recover these results and show
that the two generalized Fisher informations above and the associated Cramér-Rao inequalities are
actually linked by a simple transformation.

In section 2, we give the main de�nitions and describe the ingredients that are used in the
paper. In particular, we give the de�nition and describe the importance of generalized q-Gaussians,
we de�ne the notion of escort distributions, and �nally give some de�nitions related to deformed
calculus in nonextensive statistics.

The Cramér-Rao inequalities indicated above are inequalities characterizing the probability
distribution, and the Fisher information is the Fisher information of the distribution. Actually,
the Fisher information is de�ned in a broader context as the information about a parameter of
a parametric family of distributions. In the special case of a location parameter, it reduces to
the Fisher information of the distribution. The Cramér-Rao inequality appears in the context of
estimation theory, and as it is well known, de�nes a lower bound on the variance of any estimator
of a parameter. In section 3, we describe the problem of estimation, recall the classical Cramér-Rao
inequality, and show that the standard Cramér-Rao inequality can be extended in two directions.
First we consider moments of any order of the estimation error, and second we use generalized
moments computed with respect to an escort distributions. This lead us to two new Cramér-Rao
inequalities for a general parameter, together with their equality conditions. In this context, the
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de�nitions of the generalized Fisher informations will pop up very naturally. For a very general
de�nition of escort distributions, we also recover a general Cramér-Rao inequality given in a deep
paper by Naudts [4].

In section 4, we examine the special case of a translation parameter and show, as an immediate
consequence, that the general results enable to easily recover two Cramér-Rao inequalities that
characterize the generalized q-Gaussian distributions. So doing, we recover the de�nitions of
generalized Fisher informations previously introduced by Lutwak et al. [2] and Furuichi [3].
Furthermore, we show that the related Cramér-Rao inequalities, which are similar to those of
[2] and [3], are saturated by the generalized q-Gaussians. Finally, in section 5, we discuss some
new estimation rules that emerge from this setting, and in particular point out a connection to the
MLq-likelihood method that has been introduced recently, c.f. [5, 6].

2. De�nitions and main ingredients

2.1. Generalized q-Gaussian

The generalized Gaussian distribution is a family of distributions which includes the standard
Gaussian as a special case. These generalized Gaussians appear in statistical physics, where they
are the maximum entropy distributions of the nonextensive thermostatistics [7]. In this context,
these distributions have been observed to present a signi�cant agreement with experimental data.
They are also analytical solutions of actual physical problems, see [8, 9] [10], [11], and are sometimes
known as Barenblatt-Pattle functions, following their identi�cation by [12, 13]. Let us also mention
that the generalized Gaussians are the one dimensional versions of explicit extremal functions of
Sobolev, log-Sobolev or Gagliardo�Nirenberg inequalities on R

n, as was shown by [14, 15] for n ≥ 2
and by [16] for n ≥ 1.

De�nition 1. Let x be a random variable on R. For α ∈ (0,∞), γ a real positive parameter and
q > 1−α, the generalized q-Gaussian with scale parameter γ has the symmetric probability density

Gγ(x) =

{

1
Z(γ) (1− (q − 1) γ|x|α)

1

q−1

+ for q 6= 1
1

Z(γ) exp (−γ|x|
α) if q = 1

(1)

where we use the notation (x)+ = max {x, 0}, and where Z(γ) is the partition function such that
Gγ(x) integrates to one:

Z(γ) =
2

α
(γ)

−
1

α ×















(1− q)−
1

αB
(

1
α
,− 1

q−1 − 1
α

)

for 1− α < q < 1

(q − 1)−
1

αB
(

1
α
, 1
q−1 + 1

)

for q > 1

Γ
(

1
α

)

if q = 1.

(2)

where B(x, y) is the Beta function.

For q > 1, the density has a compact support, while for q ≤ 1 it is de�ned on the whole real
line and behaves as a power distribution for |x| → ∞. Notice that the name generalized Gaussian
is sometimes restricted to the case q = 1 above. In this case, the standard Gaussian is recovered
with α = 2.



4 Generalized q-Cramér-Rao inequalities

2.2. Escort distributions

The escort distributions are an essential ingredient in the nonextensive statistics context. Actually,
the escort distributions have been introduced as an operational tool in the context of multifractals,
c.f. [17], [18], with interesting connections with the standard thermodynamics. Discussion of their
geometric properties can be found in [19, 20]. Escort distributions also prove useful in source coding,
as noticed in [21]. They are de�ned as follows.

If f(x) is a univariate probability density, then its escort distribution g(x) of order q, q ≥ 0, is
de�ned by

g(x) =
f(x)q
´

f(x)qdx
, (3)

provided that Golomb's �information generating function� [22]

Mq[f ] =

ˆ

f(x)qdx (4)

is �nite.
Given that g(x) is the escort of f(x), we see that f(x) is itself the escort of g(x) of order

q̄ = 1/q.
Accordingly, the (absolute) generalized q-moment of order p is de�ned by

mp,q[f ] := Eq [|x|
p] =

ˆ

|x|pg(x)dx =

´

|x|pf(x)qdx
´

f(x)qdx
, (5)

where Eq[.] denotes the statistical expectation with respect to the escort of order q. Of course,
standard moments are recovered in the case q = 1.

2.3. Deformed functions and algebra

In Tsallis statistics, it has appeared convenient to use deformed algebra and calculus, c.f. [23, 24].
The q-exponential function is de�ned by

expq(x) := (1 + (1− q)x)
1

1−q

+ , (6)

while its inverse function, the q-logarithm is de�ned by

lnq(x) :=
x1−q − 1

1− q
. (7)

When q tends to 1, both quantities reduce to the standard functions exp(x) and ln(x) respectively.
In the following, we will use the notation q̄ = 1/q that already appeared above in connection with
escort distributions, and the notation q∗ = 2− q that changes the quantity (1− q∗) into (q−1), e.g.

expq∗(x) := (1 + (q − 1)x)
1

q−1

+ . We note the following expressions for the derivatives of deformed
logarithms:

∂

∂θ
lnq (f(x; θ)) =

∂
∂θ
f(x; θ)

f(x; θ)
f(x; θ)1−q and

∂

∂θ
lnq∗ (f(x; θ)) =

∂
∂θ
f(x; θ)

f(x; θ)
f(x; θ)q−1. (8)
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The q-product is a deformed version of the standard product such that standard properties of
exponential and logarithm functions still hold for their deformed versions. The q-product is de�ned
by

x⊗q y :=
(

x1−q + y1−q − 1
)

1

1−q (9)

and gives the identities

lnq(x⊗q y) = lnq(x) + lnq(x) and expq(x+ y) = expq(x)⊗q expq(y) (10)

2.4. Fisher information

The importance of Fisher information as a measure of the information about a parameter in a
distribution is well known, as exempli�ed in estimation theory by the Cramér-Rao bound which
provides a fundamental lower bound on the variance of an estimator. The statement of the standard
Cramér-Rao inequality, as well as several extensions, will be given in section 3.

It might be also useful to note that Fisher information is used as a method of inference and
understanding in statistical physics and biology, as promoted by Frieden [25, 26]. It is also used
as a tool for characterizing complex signals or systems, with applications, e.g. in geophysics,
in biology, in reconstruction or in signal processing. Information theoretic inequalities involving
Fisher information have attracted lot of attention for characterizing statistical systems through
their localization in information planes, e.g. the Fisher-Shannon information plane [27, 28] or the
Cramér-Rao information plane [29].

De�nition 2. Let f(x; θ) denote a probability density de�ned over a subsetX of R, and θ ∈ Θ a real
parameter. Suppose that f(x; θ) is di�erentiable with respect to θ. Then, the Fisher information
in the density f about the parameter θ is de�ned as

I2,1[f, θ] =

ˆ

X

(

∂ ln f(x; θ)

∂θ

)2

f(x; θ)dx. (11)

When θ is the location parameter, i.e. f(x; θ) = f(x − θ), the Fisher information, expressed at
θ = 0, becomes a characteristic of the distribution: the Fisher information of the distribution:

I2,1[f ] =

ˆ

X

(

d ln f(x)

dx

)2

f(x)dx. (12)

The meaning of the subscripts in the de�nition will appear in the following.

3. Generalized Cramér-Rao inequalities

In this section, we begin by recalling the context of estimation, the role of Fisher information and
the statement of the standard Cramér-Rao theorem. Then, we show how this can be extended to
higher moments, and to generalized moments computed with respect to an escort distribution.

3.1. The standard Cramér-Rao inequality

The problem of estimation, in a few words, consists in �nding a function θ̂(x) of the data x,
that approaches the unknown value of a characteristic parameter θ (e.g. location, scale or shape
parameter) of the probability density of these data.

A standard statement of the Cramér-Rao inequality is recalled now.
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Proposition 1. [Cramér-Rao inequality] Let f(x; θ) be a univariate probability density function
de�ned over a subset X of R, and θ ∈ Θ a parameter of the density. If f(x) is continuously
di�erentiable with respect to θ, satis�es some regularity conditions that enable to interchange
integration with respect to x and di�erentiation with respect to θ, then for any estimator θ̂(x)
of the parameter θ,

E

[

∣

∣

∣
θ̂(x)− θ

∣

∣

∣

2
]

I2,1[f ; θ] ≥

∣

∣

∣

∣

1 +
∂

∂θ
E
[

θ̂(x)− θ
]

∣

∣

∣

∣

2

. (13)

When the estimator is unbiased, that is if E
[

θ̂(x)
]

= θ, then the inequality reduces to

E

[

∣

∣

∣
θ̂(x)− θ

∣

∣

∣

2
]

I2,1[f ] ≥ 1. (14)

The estimator is said e�cient if it is unbiased and saturates the inequality. This can happen

if the probability density and the estimator satisfy ∂
∂θ

ln f(x; θ) = k(θ)
(

θ̂(x)− θ
)

.

3.2. Generalized Cramér-Rao inequalities for higher moments and escort distributions

The Fisher information is usually de�ned as the second order moment of the score function, the
derivative of the log-likelihood, but this de�nition can be extended to other moments, leading to a
generalized version of the Cramér-Rao inequality. This extension, which seems not well known, can
be traced back to Barakin [30, Corollary 5.1]. This generalized Fisher information, together with
the extension of the Cramér-Rao inequality, has also been exhibited by Vajda [31] as a limit of a
χα-divergence. We will recover this general Cramér-Rao inequality, as well as the standard one,
as a particular case of our new q-Cramér-Rao inequalities. The main idea here is to compute the
bias, or a moment of the error, with respect to an escort distribution g(x; θ) of f(x; θ) instead of

the initial distribution. If we �rst consider the q-bias de�ned by Bq(θ) := Eq

[

θ̂(x)− θ
]

, we have

the following general statement

Theorem 1. [Generalized q-Cramér-Rao inequality] - Let f(x; θ) be a univariate probability density
function de�ned over a subset X of R, and θ ∈ Θ a parameter of the density. Assume that f(x; θ)
is a jointly measurable function of x and θ, is integrable with respect to x, is absolutely continuous
with respect to θ, and that the derivative with respect to θ is locally integrable. Assume also that
q > 0 and that Mq[f ; θ] is �nite. For any estimator θ̂(x) of θ, we have

E
[
∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α] 1

α

Iβ,q[f ; θ]
1

β ≥

∣

∣

∣

∣

1 +
∂

∂θ
Eq

[

θ̂(x)− θ
]

∣

∣

∣

∣

(15)

with α and β Hölder conjugates of each other, i.e. α−1 + β−1 = 1, α ≥ 1, and where the quantity

Iβ,q[f ; θ] = E

[

∣

∣

∣

∣

f(x; θ)q−1

Mq[f ; θ]

∂

∂θ
ln

(

f(x; θ)q

Mq[f ; θ]

)
∣

∣

∣

∣

β
]

=

(

q

Mq[f ; θ]
1

q

)β

E





∣

∣

∣

∣

∣

∂

∂θ
lnq∗

(

f(x; θ)

Mq[f ; θ]
1

q

)
∣

∣

∣

∣

∣

β




(16)
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is the generalized Fisher information of order (β, q) on the parameter θ. The equality case is obtained
if

q

Mq[f ; θ]
1

q

∂

∂θ
lnq∗

(

f(x; θ)

Mq[f ; θ]

)

= c(θ) sign
(

θ̂(x)− θ
) ∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α−1

, (17)

with c(θ) > 0.

Observe that in the case q = 1, M1[f ; θ] = 1 and the deformed logarithm reduces to the
standard one. Immediately, we obtain the extended Barakin-Vajda Cramér-Rao inequality in the
q = 1 case, as well as the standard Cramér-Rao inequality (13) when q = 1 and α = β = 2.

Corollary 1. [Barakin-Vajda Cramér-Rao inequality] - Under the same hypotheses as in Theorem1,
we have

E
[
∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α] 1

α

Iβ,1[f ; θ]
1

β ≥

∣

∣

∣

∣

1 +
∂

∂θ
E
[

θ̂(x)− θ
]

∣

∣

∣

∣

(18)

with

Iβ,1[f ; θ] = E

[

∣

∣

∣

∣

∂

∂θ
ln (f(x; θ))

∣

∣

∣

∣

β
]

(19)

and equality if ∂
∂θ

ln (f(x; θ)) = c(θ)sign
(

θ̂(x)− θ
)
∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α−1

.

This inequality generalizes the standard α = 2 Cramér-Rao inequality to moments of any order
α > 1.

Proof. [of Theorem 1] Consider the derivative of the q-bias

∂

∂θ
Bq(θ) =

∂

∂θ

ˆ

X

(

θ̂(x)− θ
) f(x; θ)q

Mq[f ; θ]
dx. (20)

The regularity conditions in the statement of the theorem enable to interchange integration with
respect to x and di�erentiation with respect to θ, so that

∂

∂θ

ˆ

X

(

θ̂(x)− θ
) f(x; θ)q

Mq[f ; θ]
dx = −

ˆ

X

f(x; θ)q

Mq[f ; θ]
dx

+

ˆ

X

(

θ̂(x)− θ
)

[

q
∂
∂θ
f(x; θ)

f(x; θ)
−

∂
∂θ
Mq[f ; θ]

Mq[f ; θ]

]

f(x; θ)q−1

Mq[f ; θ)]
f(x; θ) dx,

or, since the �rst term on the right is equal to -1 and since the term in bracket can be written as
the derivative of the logarithm of the escort distribution of f(x; θ),

1 +
∂

∂θ
Bq(θ) =

ˆ

X

(

θ̂(x)− θ
) ∂

∂θ
ln

(

f(x; θ)q

Mq[f ; θ]

)

f(x; θ)q−1

Mq[f ; θ]
f(x; θ) dx. (21)

Consider the absolute value of the integral above, which is less than the integral of the absolute
value of the integrand. By the Hölder inequality, with α > 1 and β its Hölder conjugate, we then
have

∣

∣

∣

∣

1 +
∂

∂θ
Bq(θ)

∣

∣

∣

∣

≤

(
ˆ

X

∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α

f(x; θ) dx

)
1

α

(

ˆ

X

∣

∣

∣

∣

∂

∂θ
ln

(

f(x; θ)q

Mq[f ; θ]

)

f(x; θ)q−1

Mq[f ; θ]

∣

∣

∣

∣

β

f(x; θ) dx

)
1

β

(22)
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which is the generalized Cramér-Rao inequality (15). By elementary calculations, we can identify
that the generalized Fisher information above can also be expressed as the derivative of the q∗-
logarithm, as indicated in the right side of (16). Finally, the case of equality follows from the
condition of equality in the Hölder inequality, and from the requirement that the integrand in (21)
is non negative: this gives

∣

∣

∣

∣

∣

q

Mq[f ; θ]
1

q

∂

∂θ
lnq∗

(

f(x; θ)

Mq[f ; θ]
1

q

)∣

∣

∣

∣

∣

β

= k(θ)
∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α

and
(

θ̂(x)− θ
) ∂

∂θ
lnq∗

(

f(x; θ)

Mq[f ; θ]
1

q

)

≥ 0,

(23)

which can be combined into the single condition (17), with c(θ) = k(θ)
1

β > 0.

By the properties of escort distributions, we can also obtain an inequality that involves the

q-moment of the error
(

θ̂(x)− θ
)

instead of the standard moment. Indeed, if g(x; θ) denotes the

escort distribution of f(x, θ) of order q, then, as already mentioned, f(x; θ) is the escort of order q̄
of g(x; θ), and

f(x; θ) =
g(x; θ)q̄

Nq[g; θ]
, (24)

with Nq[g; θ] =
´

X
g(x; θ)q̄dx =Mq[f ; θ]

−q̄.
With these notations, we see that the expectation with respect to f is the q̄-expectation with

respect to g, and that the q-expectation with respect to f is simply the standard expectation with
respect to g. On the other hand, we also have a simple property that links the deformed logarithms
of orders q∗ and q̄:

Proposition 2. Let b > 0, a = bq. With q∗ = 2− q and q̄ = 1/q, the following equality holds:

lnq̄(a) = q lnq∗(b). (25)

Proof. By direct veri�cation.

In particular, we note that with a = g(x; θ) = bq = f(x;θ)q

Mq [f ;θ]
, we have

lnq̄(g) = q lnq∗(f(x; θ)/Mq[f ; θ]
1

q ). (26)

With these elements, the simple expression of the extended Cramér-Rao inequality (15) in
terms of the escort g(x; θ) of f(x, θ) yields the following corollary.

Corollary 2. [Generalized escort-q-Cramér-Rao inequality] - Under the same hypotheses as in
Theorem1, we have

Eq̄

[
∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α] 1

α

Īβ,q̄[g; θ]
1

β ≥

∣

∣

∣

∣

1 +
∂

∂θ
E
[

θ̂(x)− θ
]

∣

∣

∣

∣

(27)

with α and β Hölder conjugates of each other, i.e. α−1 + β−1 = 1, α ≥ 1, and where the quantity

Īβ,q̄[g; θ] = (Nq[g; θ])
β
Eq̄

[

∣

∣

∣

∣

g(x; θ)1−q̄
∂

∂θ
ln (g)

∣

∣

∣

∣

β
]

= (Nq[g; θ])
β
Eq̄

[

∣

∣

∣

∣

∂

∂θ
lnq̄ (g(x; θ)

∣

∣

∣

∣

β
]

(28)
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is the generalized Fisher information of order (β, q) on the parameter θ. The equality case is obtained
if

∂

∂θ
lnq̄ (g(x; θ) = c(θ)sign

(

θ̂(x)− θ
) ∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α−1

. (29)

Note that this is simply a rewriting of the initial extended expression of extended Cramér-Rao
inequality (15) in terms of the escort g(x; θ) of f(x, θ). The generalized Fisher information Īβ,q̄[g]
is the same as Iβ,q[f ; θ], up to the rewriting in terms of g. The second Cramér-Rao inequality in
(27) is nice because it exhibits a fundamental estimation bound for a q-moment on the estimation
error, thus making a bridge between concepts in estimation theory and the tools of nonextensive
thermostatistics. What we learn from this result is the fact that for all estimators with a given
bias, the best estimator that minimizes the q-moment of the error is lower bounded by the inverse
of the (generalized) Fisher information.

We shall also discuss in some more details the case of equality in the two Cramér-Rao inequality.
It appears that the general solution that saturates the bounds is in the form of a deformed q-
exponential.

Consider the conditions of equality (17) and (30) in the two Cramér-Rao inequalities. In the
�rst case, we have that the distribution which attains the bound shall satisfy

∂

∂θ
lnq∗

(

f(x; θ)

Mq[g; θ]
1

q

)

= c(θ) sign
(

θ̂(x)− θ
) ∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α−1

, (30)

where c(θ) is a positive function. The general solution of this di�erential equation has the form

f(x; θ) ∝ expq∗

(
ˆ

Θ

c(θ) sign
(

θ̂(x)− θ
)
∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α−1

dθ

)

. (31)

Similarly, in the second Cramér-Rao inequality, we get that

g(x; θ) ∝ expq̄

(
ˆ

Θ

c(θ) sign
(

θ̂(x)− θ
) ∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α−1

dθ

)

, (32)

which is the escort of f(x; θ).

3.3. Yet another pair of Cramér-Rao inequalities

It is quite immediate to extend the Cramér-Rao inequalities above to an even broader context:
let us consider a general pair of escort distributions linked by say g = φ(f), with φ : R+ → R

+

monotone increasing, and f = φ−1(g) = ψ(g). Denote Eφ and Eψ the corresponding expectations,
e.g. Eφ [|x|

α] =
´

X
|x|αφ (f(x)) dx. Following the very same steps as in Theorem 1, we readily

arrive at

E
[∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α] 1

α

Iβ,φ[f ; θ]
1

β ≥

∣

∣

∣

∣

1 +
∂

∂θ
Eφ

[

θ̂(x)− θ
]

∣

∣

∣

∣

(33)

where

Iβ,φ[f ; θ] =

ˆ

X

f(x; θ)

∣

∣

∣

∣

∂φ(f)/∂θ

f(x; θ)

∣

∣

∣

∣

β

dx = E

[

∣

∣

∣

∣

∂φ(f)/∂θ

f(x; θ)

∣

∣

∣

∣

β
]

. (34)
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Then, the analog of corollary 2 takes the form

Eψ

[∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α] 1

α

Īβ,ψ[g; θ]
1

β ≥

∣

∣

∣

∣

1 +
∂

∂θ
E
[

θ̂(x)− θ
]

∣

∣

∣

∣

, (35)

with

Īβ,ψ[g; θ] =

ˆ

X

ψ(g)

∣

∣

∣

∣

∂g/∂θ

ψ(g)

∣

∣

∣

∣

β

dx = Eψ

[

∣

∣

∣

∣

∂

∂θ
lnψ (g)

∣

∣

∣

∣

β
]

, (36)

where the function lnψ(u) is de�ned by lnψ(u) :=
´ u

1
1

ψ(x)dx, and where the equality case in (35)

occurs if and only if g(x; θ) ∝ expψ
´

Θ
k(θ)

∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α−1

dθ, with expψ the inverse function of lnψ .

During the writing of this paper, we realized that a result similar to (35), though obtained using a
di�erent approach and with slightly di�erent notations, has been given in a deep paper by Naudts
[4]. In this interesting work, the author studied general escort distributions and introduced, in
particular, the notion of ψ-exponential families.

4. Inequalities in the case of a translation family

In the particular case of a translation parameter, our q-Cramér-Rao inequalities reduce to two
interesting inequalities that characterize the q-Gaussian distributions.

Let θ be a location parameter, and de�ne by f(x; θ) the family of density f(x; θ) = f(x−θ). In
this case, we have that ∂

∂θ
f(x; θ) = − d

dxf(x−θ), and the Fisher information becomes a characteristic
of the information in the distribution.

Let us denote by µq the q-mean of f(x), that is of the escort distribution g(x) associated with

f(x).We immediately have that the q-mean of f(x; θ) is (µq+θ). Thus, the estimator θ̂(x) = x−µq is

a q-unbiased estimator of θ, since Eq

[

θ̂(x)− θ
]

= 0. Similarly, if we choose θ̂(x) = x, the estimator

will be biased, Eq

[

θ̂(x)− θ
]

= µq, but independent of θ, so that the derivative of the bias with

respect to θ is zero. Finally, let us observe that for a translation family, the information generating
function Mq[f ; θ] =Mq[f ] is independent of the parameter θ.

4.1. Cramér-Rao characterizations of generalized q-Gaussian distributions

These simple observations can be applied directly to our two Cramér-Rao inequalities (15) and (27).
This is stated in the two following corollaries.

Corollary 3. [Generalized q-Cramér-Rao inequality] - Let f(x) be a univariate probability density
function de�ned over a subset X of R. Assume that f(x) is a measurable function of x, is integrable
with respect to x. Assume also that q > 0 and that Mq[f ] is �nite. The following generalized
Cramér-Rao inequality then holds:

E [|x|
α
]
1

α Iβ,q[f ]
1

β ≥ 1 (37)

with α and β Hölder conjugates of each other, i.e. α−1 + β−1 = 1, α ≥ 1, and where the quantity

Iβ,q[f ] = E

[

∣

∣

∣

∣

q

Mq[f ]
f(x)q−1 d

dx
ln (f(x))

∣

∣

∣

∣

β
]

=

(

q

Mq[f ]

)β

E

[

∣

∣

∣

∣

d

dx
lnq∗ (f(x))

∣

∣

∣

∣

β
]

(38)
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is the generalized Fisher information of order (β, q) of the distribution. The equality case is obtained
if

f(x) ∝ expq∗ (−γ |x|
α
) , with γ > 0. (39)

Proof. This is a direct consequence of (15), with θ̂(x) = x and θ = 0. The case of equality is obtained
by integration and simpli�cations of (30), where the derivative with respect to θ is replaced by the
derivative with respect to x; with ∂

∂θ
f(x; θ) = − d

dxf(x− θ).

Corollary 4. [generalized escort-q-Cramér-Rao inequality] - Under the same hypotheses as in
Theorem1, we have

Eq̄ [|x|
α
]
1

α Īβ,q̄[g]
1

β ≥ 1 (40)

with α and β Hölder conjugates of each other, i.e. α−1 + β−1 = 1, α ≥ 1, and where the quantity

Īβ,q̄[g] = (Nq[g])
β
Eq̄

[

∣

∣

∣

∣

g(x)1−q̄
d

dx
ln (g)

∣

∣

∣

∣

β
]

= (Nq[g])
β
Eq̄

[

∣

∣

∣

∣

d

dx
lnq̄ (g(x)

∣

∣

∣

∣

β
]

(41)

is the generalized Fisher information of order (β, q) of the distribution g. The equality case is
obtained if and only if

g(x) ∝ expq̄ (−γ |x|
α
) , with γ > 0. (42)

In these two cases, the general extended Cramér-Rao inequalities lead to inequalities for the
moments of the distribution, where the equality is achieved for a generalization of the Gaussian
distribution.

Let us �nally note that by the same reasoning as above, the general inequalities (33) and (35)
yield

E [|x|α]
1

α E

[

∣

∣

∣

∣

d

dx
lnψ (φ(f(x)))

∣

∣

∣

∣

β
]

1

β

≥ 1 (43)

with equality if and only if

g(x) = φ(f(x)) ∝ expψ (−γ |x|
α
+ k) , with γ > 0 and k a constant. (44)

4.2. Connections with earlier results

In the case q = 1, the characterization result in Corollary 3 has �rst been given by Boekee [32], who
studied the generalized Fisher information Iβ,1[f ] and gave a Cramér-Rao inequality saturated by
the generalized Gaussian g(x) ∝ exp (−γ |x|

α
) .

It is also important to link our �ndings to a result by Lutwak et al. [2]. In that remarkable
paper, the authors de�ned a generalized Fisher information, which can be written as

φβ,q[f ] = E

[

∣

∣

∣

∣

f(x)q−1 d

dx
ln (f(x))

∣

∣

∣

∣

β
]

= E

[

∣

∣

∣

∣

d

dx
lnq∗ (f(x))

∣

∣

∣

∣

β
]

(45)

and is similar to our Iβ,q[f ] in (38), up to a factor
(

q
Mq [f ]

)β

. Then, they established a general

Cramér-Rao inequality in the form

E [|x|
α
]
1

α φβ,q[f ]
1

βq ≥ EG [|x|
α
]
1

α φβ,q[G]
1

βq , (46)
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where G is any generalized Gaussian as in (1). Actually, their result (obtained in a very di�erent
way), can be seen as an improved version of (37). Indeed, rewriting the inequality (37) in terms of
φβ,q[f ], we have

E [|x|
α
]
1

α φβ,q[f ]
1

β ≥ q−1Mq[f ]. (47)

Then, the inequality (46) can be obtained by minimizing the lower bound in the right of (47), as is
described in [33].

Similarly, the characterization result in Corollary 4 can be connected to a recent result by
Furuichi [3, 34] in the case α = β = 2. In these very interesting works, the author investigated
Cramér-Rao inequalities involving q-expectations. More precisely, he considered unnormalized
escort distributions, that is distributions g(x) = f(x)q, and de�ned expectations Ẽq[.] as the
expectations computed with respect to these unnormalized escort. He de�ned a generalized Fisher
information which is essentially the same as our Fisher information (41) � although it is written
in terms of unnormalized q-expectation. Then, he derived a Cramér-Rao inequality [34, Theorem
1], [3, Theorem 4.1], with its case of equality. This inequality can be recovered at once from (40),
which is rewritten below in a developed form

(
ˆ

X

g(x)q̄

Nq[g]
|x|

α
dx

)
1

α

×Nq[g]

(

ˆ

X

g(x)q̄

Nq[g]

∣

∣

∣

∣

d

dx
lnq̄ (g(x)

∣

∣

∣

∣

β

dx

)
1

β

≥ 1. (48)

It su�ces to simplify the normalizations Nq[g], using the fact that α−1 + β−1 = 1 to get

Ẽq̄ [|x|
α
]
1

α Ẽq̄

[

∣

∣

∣

∣

d

dx
lnq̄ (g(x)

∣

∣

∣

∣

β
]

≥ 1, (49)

recovering Furuichi's de�nition of generalized Fisher information and the associated Cramér-Rao
inequality, with equality if and only if g(x) ∝ expq̄(−γ|x|

α).

5. Further remarks

In this section, we add some further comments on two possible estimation procedures that can be
derived by examination of the condition of equality in the q-Cramér-Rao inequalities.

5.1. Maximum escort likelihood

Let us �rst return to the case of equality in the generalized q-Cramér-Rao inequalities. For the
second Cramér-Rao inequality, the condition (29) is

∂

∂θ
lnq̄ (g(x; θ)) = c(θ) sign

(

θ̂(x)− θ
) ∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α−1

. (50)

Thus, we see that if the bound is attained (the estimator could then be termed �q-e�cient�), then
this suggests to look for the parameter that maximizes the escort distribution of the likelihood:

θ̂MEL = argmax
θ

g(x; θ) = argmax
θ

f(x; θ)q

Mq[f(x; θ)]
, (51)
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where MEL stands for �maximum escort likelihood�. Indeed, in these conditions, we have that the
derivative in the left of (50) is zero, and thus that

∂

∂θ
lnq̄ (g(x; θ))

∣

∣

∣

∣

θ=θ̂MEL

= c(θ) sign
(

θ̂(x)− θ
) ∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α−1
∣

∣

∣

∣

θ=θ̂MEL

= 0. (52)

Therefore, we get from the equality in the right side that θ̂(x) = θ̂MEL. Hence, we see that if
it exists a q-e�cient estimator, it is the estimator de�ned by the maximum of the escort of the
likelihood. Of course, we recover the standard maximum likelihood estimator in the q = 1 case.
The analysis of the properties of this estimator will be the subject of future e�orts.

5.2. Maximum Lq-likelihood estimation

We also saw that in case of equality, then the likelihood, or equivalently its escort, must be under
the form of a q-exponential:

f(x; θ) ∝ expq∗

(
ˆ

Θ

c(θ) sign
(

θ̂(x)− θ
)
∣

∣

∣
θ̂(x)− θ

∣

∣

∣

α−1

dθ

)

. (53)

Actually, it seems that there is only some very particular cases where this could occur. For instance,
if the measurements consists in a series of independent and identically distributed observations
xi, then f(x; θ) = Πif(xi; θ) and one would have to �nd a distribution f(xi; θ) such that the
product f(x; θ) writes as a q∗-exponential. A possible amendment to the formulation can be
to consider a q∗-product of the densities f(xi; θ) instead of the standard product, and de�ne
f (q∗)(x; θ) =

⊗

q∗,i
f(xi; θ). Such q-likelihood has already been considered by [35]. Here, the

Cramér-Rao inequality still applies for the q∗-likelihood f (q∗)(x; θ), and the equality is obtained
if f (q∗)(x; θ) is a q∗-exponential. By the properties (10) of the q-product, we see that the individual
densities f(xi; θ) must be q∗-exponentials. Similarly, we see that the escort-likelihood will have the
form of q-exponential if we use the q-product of the escort densities: g(q̄)(x; θ) =

⊗

q̄,i g(xi; θ).

The equality condition (29), applied to the q̄ escort-likelihood g(q̄)(x; θ) then suggests to de�ne
the estimator as the maximizer of the q̄ escort-likelihood, or, equivalently, as the maximizer of the
lnq̄ escort-likelihood:

θ̂MLq = argmax
θ

lnq̄

(

g(q̄)(x; θ)
)

= argmax
θ

(

∑

i

lnq̄ g(xi; θ)

)

. (54)

Actually, the rule de�ned by (54) has been proposed and studied in the literature. It has been
introduced by Ferrari [5, 36], and independently by Hasegawa [6]. As a matter of fact, the �rst
authors, de�ning a problem as in (54) with data distributed according to f(x; θ), showed that the
distribution g(x; θ) must be the escort of f(x; θ). These authors have shown that (54) yields a robust
estimator with a tuning parameter, q, which balances e�ciency and robustness. When the number
of data increases, then the estimator appears to be the empirical version of

θ̂MLq = argmin
θ

−E [lnq̄ g(xi; θ)] = argmin
θ

1

Nq[g; θ]

1

(1− q̄)

(
ˆ

g(x; θ)q̄dx− 1

)

, (55)

which is nothing but the normalized Tsallis entropy attached to the escort distribution g. Such links
between maximum likelihood and the minimization of the entropy with respect to the parameter θ
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can be traced back to Akaike in [37]. Here, this gives a direct interpretation of the MLq method as an
approximate minimum entropy procedure, and highlights the particular role of escort distributions
in this context. Interestingly, it is shown in [5] and [6] that the asymptotical behaviour of the
estimator is governed by a generalized Fisher information similar to (28). Our �ndings add the
fact that the MLq estimator satis�es the Cramér-Rao inequality (27), for the product distribution
g(q̄)(x; θ).

6. Conclusions

The generalized q-Gaussians form an important and versatile family of probability distributions.
These generalized q-Gaussians, which appear in physical problems as well as in functional
inequalities, are the maximum entropy distributions associated with Tsallis or Rényi entropy. In this
paper, we have shown that the generalized q-Gaussians are also the minimizers of extended versions
of the Fisher information, over all distributions with a given moment, just as the standard Gaussian
minimizes Fisher information over all distributions with a given variance. Actually, we obtain more
precise results in the form of extended versions of the standard Cramér-Rao inequality, which
are saturated by the generalized q-Gaussians. These Cramér-Rao inequalities, and the associated
generalized Fisher informations, recover, put in perspective and connect earlier results by Lutwak
et al. [2] and Furuichi [3, 34].

As a matter of fact, these characterizations of the generalized q-Gaussians appear as simple
consequences of more general extended Cramér-Rao inequalities obtained in the context of
estimation theory. Indeed, considering moments of any order of the estimation error, and using
statistical expectations with respect to an escort distribution, we have derived two general Cramér-
Rao inequalities that still include the Barakin-Vajda as well as the standard Cramér-Rao inequality
as particular cases. This gives rise to general de�nitions of generalized Fisher information, which
reduce to the standard one as a particular case, and make sense in this context. We have also
characterized the case of equality and shown that the lower bounds of the inequalities can be
attained if the parametric density belongs to a q-exponential family. Finally, we have indicated that
these �ndings suggest some new estimation procedures, recovering in particular a recent Maximum
Lq-likelihood procedure.

These results have been derived and presented in the monodimensional case. An important
point will be to extend these results to the multidimensional case. This would be important both for
the estimation inequalities as well as for the Cramér-Rao inequalities characterizing the generalized
q-Gaussians. As far as the latter point is concerned, some results are already available in [33], and
should be connected to estimation problems. As is well-known, the Weyl-Heisenberg uncertainty
principle in statistical physics is nothing but the standard Cramér-Rao inequality for the location
parameter. Thus it would be of particular interest to investigate on the possible meanings of the
uncertainty relationships that could be associated to the extended Cramér-Rao inequalities. Fisher
information, Cramér-Rao planes have been identi�ed as useful and versatile tools for characterizing
complex systems, see e.g. [29, 38, 39], and it would be therefore interesting to look at the potential
bene�ts of using the extended versions in such problems. An open issue is the possible convexity
property of the generalized Fisher information. Indeed, it is known that the standard Fisher
information, as well as the generalized versions with q = 1, are convex functions of the density.
If this were also true for any value of q, then it would be possible to associate to the generalized
Fisher information a statistical mechanics with the standard Legendre structure and with the q-
Gaussian as canonical distribution. Finally, future work shall also examine the estimation rules
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suggested by our setting and study their statistical properties.
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