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Draft #1

On a (β, q)-generalized Fisher information and inequalities involving q-Gaussian

distributionsa)
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Laboratoire d'informatique Gaspard Monge, UMR 8049 ESIEE-Paris,

Université Paris-Est

In the present paper, we would like to draw attention to a possible generalized Fisher

information that �ts well in the formalism of nonextensive thermostatistics. This

generalized Fisher information is de�ned for densities on Rn. Just as the maximum

Rényi or Tsallis entropy subject to an elliptic moment constraint is a generalized q-

Gaussian, we show that the minimization of the generalized Fisher information also

leads a generalized q-Gaussian. This yields a generalized Cramér-Rao inequality. In

addition, we show that the generalized Fisher information naturally pops up in a sim-

ple inequality that links the generalized entropies, the generalized Fisher information

and an elliptic moment. Finally, we give an extended Stam inequality. In this series of

results, the extremal functions are the generalized q-Gaussians. Thus, these results

complement the classical characterization of the generalized q-Gaussian and intro-

duce a generalized Fisher information as a new information measure in nonextensive

thermostatistics.
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I. INTRODUCTION

The Gaussian distribution has a central role with respect to standard information mea-

sures. For instance, it is well known that the Gaussian distribution maximizes the entropy

over all distributions with the same variance; see Dembo et al. 11, Lemma 5. Similarly, the

Stam 36 inequality shows that the minimum of the Fisher information over all distributions

with a given entropy also occurs for the Gaussian distribution. Finally, the Cramér-Rao

inequality, e.g. Dembo et al. 11, Theorem 20, shows that the minimum of the Fisher infor-

mation over all distributions with a given variance is attained for the Gaussian distribution.

It is thus natural to inquire for similar results for extended entropies and an associated

generalized Fisher information. In the context of the nonextensive thermostatistics intro-

duced by Tsallis 37,38 , the role devoted to the standard Gaussian distribution is extended to

generalized q-Gaussian distributions, see e.g. Lutz 26 , Schwämmle et al. 35 , Vignat and Plas-

tino 39 , Ohara and Wada 31 . The generalized q-Gaussians are also explicit extremal functions

of Sobolev, log-Sobolev or Gagliardo�Nirenberg inequalities on Rn, with n ≥ 2, see Del Pino

and Dolbeault 9,10 . This family of distributions will precisely achieve the equality case in all

the information inequalities presented in the sequel.

De�nition 1. Let x be a random vector of Rn. For α ∈ (0,∞), γ a real positive parameter

and q > (n − α)/n, the generalized q-Gaussian with scale parameter γ has the radially

symmetric probability density

Gγ(x) =


1

Z(γ)
(1− (q − 1) γ|x|α)

1
q−1

+ for q 6= 1

1
Z(γ)

exp (−γ|x|α) if q = 1
(1)

where |x| denotes the standard euclidean norm, where we use the notation (x)+ = max {x, 0},

and where Z(γ) is the partition function such that Gγ(x) integrates to one. Its expression

is given in (A2).

For q > 1, the density has a compact support, while for q ≤ 1 it is de�ned on the whole Rn

and behaves as a power distribution for |x| → ∞. Notice that the name generalized Gaussian

is sometimes restricted to the case q = 1 above. In the following, we will simply note G,

rather than G1, the generalized q-Gaussian obtained with γ = 1. The general expressions

of the main information measures attached to the generalized Gaussians are derived in

Appendix A.
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Let us recall that if x is a vector of Rn with probability density f(x) with respect to

the Lebesgue measure, then the information generating function introduced by Golomb 16 is

de�ned by

Mq[f ] =

ˆ
f(x)qdx, (2)

for q ≥ 0. Associated with this information generating function, the Rényi entropy is given

by

Hq[f ] =
1

1− q
logMq[f ] (3)

while the Tsallis entropy is given by

Sq[f ] =
1

1− q
(1−Mq[f ]) . (4)

Finally, we will also call �entropy power� of order q, or q-entropy power, the quantity

Nq[f ] = Mq[f ]
1

1−q = exp (Hq[f ]) =

(ˆ
f qdx

) 1
1−q

, (5)

for q 6= 1. For q = 1, we let Nq[f ] = exp (Hq[f ]) . Note that the entropy power is usually

de�ned as the square of the quantity above, with an additional factor. We will also use the

de�nition of the elliptic moment of order α, given by

mα[f ] =

ˆ
|x|αf(x)dx, (6)

where |x| denotes the euclidean norm of x.

In the context of nonextensive thermostatistics, the study of the role of Fisher informa-

tion, or the de�nition of an extension has attracted some e�orts. Several authors have intro-

duced generalized versions of the Fisher information and derived the corresponding Cramér-

Rao bounds. Among these contributions we note the series of papers Casas et al. 5 , Chimento

et al. 6 , Pennini et al. 32,33 where the proposed extended Fisher information involves a power

f q of the original distribution f , or a normalized version which is the escort distribution.

We shall point out here the early contribution of P. Hammad17 that essentially introduced

the previous escort-Fisher information. A modi�ed version, that also involves escort distri-

butions, is considered by Naudts 29,30 . A recent contribution in the nonextensive literature

and in this journal is the proposal of Furuichi 13,14 , where the logarithm is replaced by a

deformed one and a Cramér-Rao type inequality is given.

In the present paper, we present an extension of the Fisher information measure, the

(β, q)-Fisher information Iβ,q[f ] that depends on an entropic index q and on a parameter
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β. This information has been introduced by Lutwak et al. 23 . It reduces to the standard

Fisher information in the case q = 1,β = 2. We look for the probability density function

with minimum generalized Fisher information, among all probability density functions with

a given elliptic moment, let us say mα[f ] = m:

Iβ,q(m) = inf
f
{Iβ,q[f ] : f(x) ≥ 0,

ˆ
f(x)dx=1 and mα[f ] = m}. (7)

It will turn out that the extremal distribution is precisely the generalized q-Gaussian with

the prescribed elliptic moment. Actually, there is a more precise statement of the result

in the form of a Cramér-Rao inequality that links the Fisher information and the elliptic

moment mα[f ]. It is shown in section IV that for α and β Hölder conjugates of each other,

with α ≥ 1, then

Iβ,q[f ]
1
βλmα[f ]

1
α ≥ Iβ,q[G]

1
βλmα[G]

1
α (8)

with λ = n(q − 1) + 1, and where the equality is obtained for any generalized q-Gaussian

distribution f = Gγ. This inequality means in particular that the minimum of the general-

ized Fisher information subject to an elliptic moment constraint is reached by a generalized

Gaussian. This complements the classical characterization of the generalized q-Gaussian

that are found as the maximum Rényi or Tsallis entropy distributions with a given mo-

ment. Incidentally, we will also �nd, from a general sharp Gagliardo-Nirenberg inequality,

that the generalized entropy power and Fisher information are linked by an inequality that

generalizes the Stam inequality

Nq[f ]Iβ,q[f ]
n
βλ ≥ Nq[G]Iβ,q[G]

n
βλ , (9)

again with λ = n(q − 1) + 1.

Actually, the inequalities (8) and (9) have been presented in the monodimensional case

in the remarkable paper by Lutwak et al. 23 whose reading has deeply in�uenced this work.

Beyond the highlighting on the result in the nonextensive statistics context, a contribution

of the present paper is the extension of the de�nitions and results in the multidimensional

case. Furthermore, we show in section III, that the expression of the generalized Fisher

information naturally pops up from a simple application of Hölder's inequality, which leads

to an inequality that links the generalized Fisher information, the Rényi entropy power and

the elliptic moment. We show that this inequality, which is saturated by the generalized q-

Gaussian, immediately suggests the Cramér-Rao inequality (8). This Cramér-Rao inequality

is derived in section IV with the help of the generalized Stam inequality (9).
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II. ON THE GENERALIZED (β, q)-FISHER INFORMATION

We begin by the de�nition of the generalized (β, q)-Fisher information and its main

consequences.

De�nition 2. Let f(x) be a probability density function de�ned over a subset Ω of Rn.

Let |x| denote the euclidean norm of x and ∇f the gradient of function f(x) with respect

to x. If f(x) is continuously di�erentiable over Ω, then for q ≥ 0, β > 1, the generalized

(β, q)-Fisher information is de�ned by

Iβ,q[f ] =

ˆ
Ω

f(x)β(q−1)+1

(
|∇f(x)|
f(x)

)β
dx. (10)

The standard Fisher information (q = 1, β = 2), see for instance Cohen 7 , Huber and

Ronchetti 19 , Plastino et al. 34 is a convex functional of the probability density f. It was

shown by Boekee 3 that this is also true for the generalized Fisher information with q = 1

and any β > 1. It is also easy to check that this is still true in the case β(q − 1) + 1 = β.

Unfortunately, the general characterization of the convexity or pseudo-convexity properties

of the generalized Fisher information remains an open problem.

A radially symmetric function f(x) only depends on the euclidean distance r = |x| of

the argument from the origin. Hence, in the case of radially symmetric function de�ned

on a symmetric domain Ω, we have f(x) = fr(|x|) = fr(r), where fr is an univariate

probability density de�ned on a subset Ωr of R+. With these notations, we simply have

|∇f(x)| =
∣∣∣dfr(r)dr

∣∣∣. In polar coordinates, with r = |x|, dx = rn−1drdu and
´
du = nωn,

where ωn is the volume of the n-dimensional unit ball, the expression of the generalized

Fisher information becomes

Iβ,q[f ] = nωn

ˆ
Ωr

rn−1fr(r)
β(q−1)+1

∣∣∣∣f ′r(r)fr(r)

∣∣∣∣β dr.

In the following, it will also be convenient to use the simple transformation f(x) = u(x)k,

with k = β/ (β(q − 1) + 1). Indeed, with this notation and taking into account that |∇f | =

|k|uk−1|∇u|, the generalized Fisher information reduces to

Iβ,q[f ] = |k|β
ˆ

Ω

|∇u(x)|βdx, (11)

which corresponds to the β-Dirichlet energy of u(x). In the case k = 2, the function u(x) is

analog to a wave function in quantum mechanics.
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The variational problem (7) can be restated as follows:

Iβ,q(m) = inf
u
{
ˆ

Ω

|∇u(x)|βdx :

ˆ
Ω

u(x)kdx = 1 and m =

ˆ
Ω

|x|αu(x)kdx}. (12)

The Lagrangian associated with the problem (12) is

L(u; a, b) =

ˆ
Ω

|∇u(x)|βdx+ a

ˆ
Ω

u(x)kdx+ b

ˆ
Ω

|x|αu(x)kdx (13)

where a and b are the Lagrange parameters associated with the two constraints. It is

remarkable to note that the same kind of formulation has been introduced in the book

by Frieden 12 , and solutions derived in the cases k = 2 and k = 1, with the mention of the

physical interest of the latter case. The Euler-Lagrange equation, see Brunt 4 , corresponding

to the variational problem (12) is

div
(
|∇u(x)|β−2∇u(x)

)
− k

β
(a+ b|x|α) u(x)k−1 = 0, (14)

It has the form of a p-Laplace equation as in Lindqvist 22 , here with p = β,

4βu(x)− k

β
(a+ b|x|α) u(x)k−1 = 0,

where 4β denotes the β-Laplacian operator. Observe that in the special case k = 2, (14)

is analogous to the Schrödinger equation for the quantum oscillator in a relativistic setting

(Klein-Gordon equation). In such case, it is known that the ground state is a normal

distribution. In the radial case, with r = |x| and u(x) = ur(r), the nonlinear second order

di�erential equation reduces to

(
rn−1u′r(r)

β−1
)′ − k

β
rn−1 (a+ brα) ur(r)

k−1 = 0. (15)

In our context, it is thus natural to suspect that the generalized q-Gaussian could be a

solution. Actually, it is easy to check that if Gγ is the generalized q-Gaussian (1), then

u(x) = Gγ(x)
1
k is indeed a solution of this equation, with the following relations between

the parameters:

a = −An, b = A(1 + n(q − 1))γ where A =

(
β

k

)β (
γ

β − 1

)β−1

Z(γ)k−β. (16)

It will be shown in the following that the generalized Gaussian is not only a possible

solution, but the actual optimum solution of the problem.
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Let us �nally note that in the case β = 2, the nonlinear di�erential equation (15) is an

instance of the generalized Emden-Fowler equation u′′(x) + h(x)u(x)γ = 0, where h(x) is a

given function. This kind of equations arise in studies of gaseous dynamics in astrophysics,

in certain problems in �uid mechanics and pseudoplastic �ow, see Nachman and Callegari 27 ,

as well as in some reaction-di�usion processes, as mentioned by Covei 8 .

In the radial case, the minimum Fisher information can be written in terms of the con-

straints and of the Lagrange parameters associated with these constraints.

Proposition 1. Let Ω be the n-dimensional ball of radius R, possibly in�nite, centered on

the origin. Among all radial densities f = uk de�ned on Ω and such that fr(R) = 0, the

minimum Fisher information in (12) can be expressed in terms of the constraints and the

Lagrange multipliers as
1

|k|β
Iβ,q(m) = −k

β
(a+ bm) . (17)

Proof. By integration by parts,

nωn

ˆ R

0

rn−1
(
u′r(r)

β
)

dr = nωn

ˆ R

0

rn−1
(
u′r(r)

β−1
)
u′r(r)dx (18)

=nωn
[(
rn−1u′r(x)β−1

)
ur(x)

]R
0
− nωn

ˆ R

0

ur(r)
(
rn−1u′r(r)

β−1
)′

dx

(19)

Using the boundary condition and the di�erential equation (15), we then obtain

nωn

ˆ R

0

rn−1
(
u′r(r)

β
)

dr = −nωn
k

β

ˆ R

0

rn−1 (a+ brα) ur(r)
kdx.

Taking into account the values of the constraints, this reduces to (17) .

It can be noted that the Lagrange parameters are actually (complicated) functions of the

constraints, so that the right hand side of (17) is not a simple a�ne function in m.

III. A FISHER-MOMENT-ENTROPY INEQUALITY AND THE

EXTENDED CRAMÉR-RAO INEQUALITY

We show here that the generalized Fisher information naturally pops up in a simple

inequality that links this generalized Fisher information, the information generating function

and the elliptic moment of order α. Then, we show that this inequality suggests the general

Cramér-Rao inequality (8).
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Theorem 1. Let f(x) = fr(|x|) a radially symmetric probability density on the n-dimensional

ball Ω of radius R, possibly in�nite, centered on the origin. Assume that the density is ab-

solutely continuous and such that limr→R r
n fr(r)

q = 0. Let also α ≥ 1 and β be its Hölder

conjugate. Then, for q > n/(n + α) and provided that the involved information measures

are �nite, we have

Iβ,q[f ]
1
β mα[f ]

1
α ≥ n

q
Mq[f ] (20)

with equality if and only if f is a generalized Gaussian f = Gγ for any γ > 0.

Proof. Let us consider the information generating function Mq[f ]. Since the density is as-

sumed radially symmetric, the use of polar coordinates reduces the computation to the

evaluation of an univariate integral. By integration by parts, we obtain

Mq[f ] =

ˆ
Ω

f(x)qdx = nωn

ˆ R

0

rn−1fr(r)
qdr = nωn

[
rn

n
fr(r)

q

]R
0

− nωnq
ˆ R

0

rn

n
f ′r(r) fr(r)

q−1dr

(21)

= nωn
q

n

ˆ R

0

[r]

[
−f

′
r(r)

fr(r)
fr(r)

(q−1)

]
rn−1 fr(r)dr (22)

where we used the fact that limr→R r
n fr(r)

q = 0. We can then use the fact that
∣∣´ g(x)dx

∣∣ ≤´
|g(x)| dx with equality i� g(x) ≥ 0, and the Hölder inequality which states that(ˆ

|u(x)|αw(x)dx

) 1
α
(ˆ
|v(x)|βw(x)dx

) 1
β

≥
ˆ
|u(x)v(x)|w(x)dx

with α−1 +β−1 = 1, α > 1 and where w(x) ≥ 0 is a weight function. The equality case then

occurs i� |u(x)|α = k|v(x)|β, with k > 0.

Let us now apply these inequalities to the remaining integral in (22), with g(r) =

u(r)v(r)w(r), u(r) = r, v(r) = −f ′r(r)
fr(r)

fr(r)
(q−1), and w(r) = rn−1 fr(r). Immediately, we

obtain(
nωn

ˆ R

0

∣∣∣∣f ′r(r)fr(r)

∣∣∣∣β fr(r)β(q−1) rn−1 fr(r)dr

) 1
β (

nωn

ˆ R

0

rα rn−1 fr(r)dr

) 1
α

≥ n
q
Mq[f ] (23)

which is inequality (20) in polar coordinates.

The conditions for equality give here f ′r(r) < 0 on the one hand, and rα = k
∣∣∣f ′r(r)fr(r)

∣∣∣β fr(r)β(q−1),

k > 0, on the other hand. Finally, using the fact that α/β = α− 1, the �rst-order nonlinear

di�erential equation reduces to

rα−1fr(r)
2−q = −K f ′r(r). (24)
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Then, it is easy to check that the unique normalized solution of the di�erential equation

(24) is nothing but the generalized Gaussian (1).

We shall mention that in the monodimensional case, the radial symmetry hypothesis is

not necessary, as the integration can be achieved on the real line, and the previous result

holds for all probability densities. In the case q = 1, the information generating function

in the right side of (20) equals to 1, so that the inequality reduces to Iβ,1[f ]
1
β mα[f ]

1
α ≥ 1

which is a Cramér-Rao inequality that has been exhibited by Boekee 3 .

As a direct consequence, we obtain a possible derivation of the more general Cramér-Rao

inequality (8). The idea is to lower bound the right side of (20). Let us �rst consider the case

q > 1. In this case, Mq[f ] is a convex functional, and therefore has a single minimizer among

all densities with a given moment. It is well known that this minimizer is a generalized

q-Gaussian Gθ(x) with the same moment:

Mq[f ] ≥ inf
p/mα,1[p]=mα,1[f ]

Mq[p] = Mq[Gθ].

Therefore, in the case q > 1 the inequality (20) also yields

Iβ,q[f ]
1
β mα,1[f ]

1
α ≥ n

q
Mq[Gθ], (25)

with equality if and only if f = Gθ. Of course, the right hand side term can also be written

Iβ,q[Gθ]
1
β mα,1[Gθ]

1
α , or Iβ,q[Gθ]

1
β mα,1[Gθ]

λ
α mα,1[Gθ]

1−λ
α , with λ = (n (q − 1) + 1). Therefore,

the inequality (25) becomes

Iβ,q[f ]
1
β mα,1[f ]

1
α mα,1[Gθ]

− 1−λ
α ≥ Iβ,q[Gθ]

1
β mα,1[Gθ]

λ
α .

Since the optimum distribution Gθ is such that mα,1[f ] = mα,1[Gθ], we get

Iβ,q[f ]
1
β mα,1[f ]

λ
α ≥ Iβ,q[Gθ]

1
β mα,1[Gθ]

λ
α . (26)

By the scaling properties (A10), the right hand side does not depend on θ, so that the bound

is attained for any generalized Gaussian distribution. Finally, for q ≥ 1, we have λ > 0 and

(26) gives the Cramér-Rao inequality (8).

A similar approach holds in the case q < 1 where we use the fact that the minimum

of Fisher information among distributions with a given generalized Fisher information is

attained by the generalized q-Gaussian distribution with the same Fisher information. This
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statement is a consequence of a generalized Stam inequality which will be explicited in

Proposition 3. Hence, we have

Mq[f ] ≥ inf
p/Iβ,q [p]=Iβ,q [f ]

Mq[p] = Mq[Gθ]

and we can apply the same approach as above to obtain

Iβ,q[f ]
1
β mα,1[f ]

1
α Iβ,q[Gθ]

1
βλ

(1−λ) ≥ Iβ,q[Gθ]
1
βλ mα,1[Gθ]

1
α .

Then, since θ is such that Iβ,q[f ] = Iβ,q[Gθ] and since the right hand side does not depend

on θ, we see that the generalized Cramér-Rao (8) inequality is also true for q < 1. This is

summarized in the following Proposition.

Proposition 2. [Cramér-Rao inequality for radially symmetric densities] If the conditions

in Theorem 1 hold, then we also have

Iβ,q[f ]
1
βλmα[f ]

1
α ≥ Iβ,q[G]

1
βλmα[G]

1
α , (27)

with λ = n(q−1) + 1, and where the equality holds if and only if f is a generalized Gaussian

f = Gγ.

Let us recall that this generalized Cramér-Rao inequality has been exhibited by Lutwak

et al. 23 in the monodimensional case. The proposition above is restricted to radially sym-

metric densities since the initial Fisher-Moment-entropy inequality in Theorem1 rests on

this hypothesis. However, symmetrization arguments show that the Cramér-Rao inequal-

ity (27) should hold more generally. Let v be a function de�ned on a subset Ω of Rn and

note v∗ the symmetric decreasing rearrangement (Schwarz symmetrization) of v, and v∗ its

symmetric increasing rearrangement. The rearrangement inequality of Hardy et al. 18 , see

also Kesavan 20 or Benguria and Linde 2 , states that
´

Ω
fg ≥

´
Ω
f ∗g∗. This can be applied

directly to the elliptic moment mα[f ] with g(x) = |x|α. Since |x|α is symmetric increasing,

it is its own increasing rearrangement and we obtain that mα[f ] ≥ mα[f ∗], which seems

indeed a natural inequality. In addition, the famous Pólya�Szeg® inequality states that´
Ω
|∇u|β ≥

´
Ω
|∇u∗|β. Therefore, with f = uk and using the fact that f ∗ = (u∗)k, we obtain

that Iβ,q[f ] ≥ Iβ,q[f
∗]. Hence, we obtain that for any f we always have

Iβ,q[f ]
1
βλmα[f ]

1
α ≥ Iβ,q[f

∗]
1
βλmα[f ∗]

1
α ,
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which means that the minimizer of the left side is necessarily radially symmetric and de-

creasing. As a result, the extremal function can be sought in the subset of radially symmetric

probability densities. Unfortunately, the de�nition of the increasing rearrangement requires

that Ω is a compact subset of Rn, so that the argument fails for densities with non compact

support (which corresponds to the case q < 1 of the extremal function). However, this still

shows that the Cramér-Rao inequality (27) holds for any probability density in the q > 1

case, and suggests to investigate further the general case.

IV. THE GENERALIZED STAM AND CRAMÉR-RAO INEQUALITIES

Proposition 2 relies on a result on the minimization of the Rényi entropy power and

on a result on the minimization of the generalized Fisher information. The fact that the

generalized Gaussian maximizes the Rényi entropy among all distributions with a given

elliptic moment is well known and can be derived by standard calculus of variations. A

precise statement under the form of a general inequality is due to Lutwak et al. 24 .

Theorem 2. [Lutwak et al. 24 - Theorem 3] If α ∈ (0,∞), q > n/(n + α), and f is a

probability density on random vectors of Rn, with mα[f ] < ∞ its moment of order α and

Nq[f ] <∞ its Rényi entropy power, then

mα[f ]
1
α

Nq[f ]
1
n

≥ mα[G]
1
α

Nq[G]
1
n

, (28)

with equality if and only if f is any generalized Gaussian in (1).

As a direct consequence we indeed have the maximum entropy characterization of gener-

alized Gaussians: among all probability densities with a given moment, e.g. mα[f ] = m, we

have Nq[f ] ≤ Nq[Gγ] with γ such that mα[Gγ] = m.

The second important result is the fact that the minimum of the generalized Fisher

information, among all probability densities with a given Rényi entropy, is reached by a

generalized Gaussian. This generalizes the fact that the minimum of the standard Fisher

information for probability densities with a given (Shannon) entropy is attained by the

standard normal distribution, as shown by Stam's inequality. Actually, the statement on

generalized Fisher information relies on a generalized version of Stam's inequality. We will

use a remarkable general result of Agueh 1 that gives the optimal functions in some special

11



cases of sharp Gagliardo-Nirenberg inequalities. For n ≥ 2, Agueh's result recovers the

results of Del Pino and Dolbeault 10 , while the case n = 1 can be obtained from a sharp

Gagiardo-Nirenberg inequality on the real line established by Nagy 28 . It turns out that

these optimal functions are the generalized Gaussians. Let us �rst recall Agueh's result.

Theorem 3. [Agueh 1- Theorem 2.1, corollary 3.4] For n, p, r and s such that

n > p > 1 and
np

n− p
> s > r ≥ 1 if n > 1 (29)

p > 1 and ∞ > s ≥ r ≥ 1 if n = 1

and if u(x) is a function de�ned on Rn such that the involved norms are �nite, then the

following sharp Gagiardo-Nirenberg inequality holds

K ‖|∇u|‖θp ‖u‖
1−θ
r ≥ ‖u‖s (30)

where K is an optimum constant, and

θ =
np(s− r)

s [np− r(n− p)]
.

Let p∗ = p/(p− 1) denote the Hölder conjugate of p.

(a) If r = 1 + s/p∗, then the extremal functions have the form Cu(σ(x− x̄)) where

C, σ and x̄ are arbitrary, and

u(x) =
(
1 + |x|p∗

) p
p−s .

(b) If r = p∗ (s− 1) , then the extremal functions have the form Cu(σ(x− x̄)) where

C, σ and x̄ are arbitrary, and

u(x) =
(
1− |x|p∗

) p−1
p−s
+

.

This result enables to obtain a generalization of Stam's inequality in Rn, n ≥ 1, involving

the q-entropy power and the generalized (β, q)-Fisher information.

Proposition 3. For n ≥ 1, β and α Hölder conjugates of each other, α > 1, q >

max {(n− 1)/n, n/(n+ α)} then for any probability density on Rn, supposed continuously

di�erentiable,

Nq[f ]Iβ,q[f ]
n
βλ ≥ Nq[G]Iβ,q[G]

n
βλ , (31)

with λ = n(q − 1) + 1, and with equality if and only if f is any generalized Gaussian Gγ in

(1).

12



Proof. The result mainly follows from Agueh's theorem above. Take β = p, α = p∗ and let

u(x) = f(x)t.

Let us �rst consider case (a), and choose the exponent t > 0 such that st = 1. Observe

that the condition s > r gives s > β. Finally, let us denote q = rt = (1 + s/α)t. In such

conditions, the sharp Gagliardo-Nirenberg inequality (30) becomes

K

(ˆ
f(x)qdx

) (1−θ)t
q

(ˆ
f(x)βt

(
|∇f(x)|
f(x)

)β
dx

) θ
β

≥ 1,

since f is a probability density. The relationship q = (1 + s/α)t = t + 1 − 1/β implies

that βt = β(q − 1) + 1. Hence, we see that the simple change of variable u(x) = f(x)t

yields a relation that involves both the information generating function and the generalized

Fisher information. Furthermore, we have β/(β − s) = βt/(βt− 1) = t/(q − 1) < 0 so that

the optimum function f(x) = u(x)1/t is nothing but the generalized Gaussian. Finally, the

direct computation of the exponents leads to(
Mq[f ]

1
1−q Iβ,q[f ]

n
β[n(q−1)+1]

)a
K ≥ 1

with 1 > q > max {(n− 1)/n, n/(n+ α)} and a = t [n(β(q−1)+1)−(n−β)]
n[β(q−1)+1]−q(n−β)

> 0, and where we

note that Mq[f ]
1

1−q = Nq[f ]. Taking into account that the equality sign only holds for

the generalized Gaussians and that the corresponding expression is scale invariant (as a

consequence of (A10)), we arrive at the inequality (31).

The approach is similar in case (b) where r = α (s− 1) . Observe that the condition s > r

gives here s < β. Take st = q, with t > 0, and rt = αt (s− 1) = 1. These two equalities give

βt = β (q − 1) + 1 which, since β > s, gives q > 1. Hence, we obtain that f(x) = u(x)1/t

is the generalized Gaussian with exponent 1/(q − 1) and compact support. Finally, the

simpli�cation of the Gagliardo-Nirenberg inequality shows that the inequality (31) holds.

It remains to examine the case q = 1 in (31). In this case, the result can be obtained as

a direct consequence of an Lp log-Sobolev inequality, which can be viewed as the limit case

of the Sharp Gagliardo-Nirenberg inequality when p ↓ s, cf. Del Pino and Dolbeault 10 . For

instance, exponentiating the Lp logarithmic Sobolev inequality in Gentil 15, eq. (1)
ˆ
|f |p log |f |pdx ≤ n

p
log

(
Kp

ˆ
|∇f |pdx

)
where Kp is an optimal constant, and using the change of variable f = |f |p directly gives the

generalized Stam inequality (31), with equality for the generalized Gaussians with q = 1.

13



Remark. Let us mention that the case q = 1 has already be established as a direct

consequence of the Lp logarithmic Sobolev inequality in the recent paper by Kitsos and

Tavoularis 21 . Let us also note that another kind of inequality with a generalized Gaussian

extremal can also be derived from the standard Sobolev inequality (that is the inequality

(30) with θ = 1).

The monodimensional case of (31) has be derived in a very elegant way in the work by

Lutwak, Yang and Zhang in Lutwak et al. 23 . It can also be derived from Nagy 28 's sharp

Gagliardo-Nirenberg inequality on R.

Finally, we obtain that the generalized Fisher information Iβ,q[f ] and the elliptic moments

of order α mα[f ] are indeed linked by a Cramér-Rao inequality, in all generality. The related

inequality generalizes the standard Cramér-Rao inequality for the location parameter.

Theorem 4. [Cramér-Rao inequality] For n ≥ 1, β and α Hölder conjugates of each other,

α > 1, q > max {(n− 1)/n, n/(n+ α)} then for any probability density f on Rn, supposed

continuously di�erentiable and such that the involved information measures are �nite, we

have

Iβ,q[f ]
1
βλmα[f ]

1
α ≥ Iβ,q[G]

1
βλmα[G]

1
α , (32)

with λ = n(q−1) + 1, and where the equality holds if and only if f is a generalized Gaussian

f = Gγ.

Proof. The result is an immediate consequence of the moment-entropy inequality (28) and of

the generalized Stam inequality (31): the simple term by term product of both inequalities

directly gives (32), with the same equality condition as in the two initial inequalities.

V. CONCLUSIONS

In this paper, we have presented a generalized Fisher information measure that �ts well in

the nonextensive thermostatistics context. Indeed, just as the maximization of the general-

ized Rényi or Tsallis entropies subject to a moment constraint yields a q-Gaussian distribu-

tion, the minimization of the generalized Fisher information subject to the same constraint

also leads to the very same q-Gaussian distribution. A generalized Cramér-Rao inequality

corresponds to this result. Furthermore a generalized Stam inequality links the generalized
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entropies and the generalized Fisher information, with a lower bound attained, again, by q-

Gaussian distributions. All these results hold for probability densities de�ned on Rn. Hence,

these results complement the classical characterization of the generalized q-Gaussian and

introduce a generalized Fisher information as a new information measure associated with

Rényi or Tsallis entropies. While this work was under consideration, a similar extension

of the generalized Fisher information to the multidimensional case has been proposed by

Lutwak et al. 25 in the context of information theory.

Future work will include the study of further properties of the generalized Fisher infor-

mation, namely its convexity properties. Here, the generalized Fisher information has been

introduced as the information attached to the distribution. In estimation theory, the Fisher

information is de�ned with respect to a general parameter and characterize the informa-

tion about this parameter, as well as the estimation performances, as exempli�ed by the

classical Cramér-Rao bound in estimation theory. Hence, it would be of interest to look at

general estimation problems that could involve a similar generalized Fisher information. In

nonextensive thermostatistics, the notion of escort distributions is an important ingredient

related to the generalized entropies. Thus, it would also be of interest to see how these

escort distributions can be introduced in the present setting.
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Appendix A: Information measures of generalized Gaussians

In order to get the expressions of the information measures associated to the generalized

Gaussian (1), that in turn give the explicit expressions of the bounds in (27), (28) and (31),

(32), we use the following result:

Proposition 4. Let

µp,ν =

ˆ
|x|p (1− sγ|x|α)

ν
s
+ dx
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with α, γ > 0. By direct calculation in polar coordinates, one gets

µp,ν =
2

α
(γ)−

p+n
α nωn×

(−s)− p+nα B
(
p+n
α
,−ν

s
− p+n

α

)
for − να

(p+n)
< s < 0

s−
p+n
α B

(
p+n
α
, ν
s

+ 1
)

for s > 0

(ν)−
p+n
α Γ

(
p+n
α

)
if s = 0

(A1)

where ωn is the volume of the n-dimensional ball.

From this expression, we immediately identify that the partition function is Z(γ) = µ0,1,

with s = q − 1, that is

Z(γ) =
2

α
(γ)−

n
α nωn ×


(1− q)−nαB

(
n
α
,− 1

q−1
− n

α

)
for 1− α

n
< q < 1

(q − 1)−
n
αB
(
n
α
, 1
q−1

+ 1
)

for q > 1

Γ
(
n
α

)
if q = 1.

(A2)

Similarly, we obtain the information generating function

Mq[Gγ] =

ˆ
Gγ(x)qdx =

´
gγ(x)qdx(´
gγ(x)dx

)q =
µ0,q

(µ0,1)q
, (A3)

with s = q − 1. The information generating function, and thus the associated Rényi and

Tsallis entropies are �nite for q > n/(n+ α).

Likewise, the moment of order p is given by

mp[Gγ] =

´
|x|pgγ(x)dx´
gγ(x)dx

=
µp,1
µ0,1

. (A4)

If p = α, by the properties of the Beta functions, the expressions for the moment of order p

simpli�es into

mα[Gγ] =


1

αγ(q−1)( 1
q−1

+ 1
α

+1)
for q 6= 1, q > n/(n+ α)

1
αγ

for q = 1

(A5)

Let us now consider the generalized Fisher information Iβ,q[f ] de�ned in (10). For a

radially symmetric function, that is f(x) = f(|x|) = f(r), we simply have |∇f(x)| = df(r)
dr

,

and in the case of the generalized Gaussian (1), we obtain that
∣∣G′γ/Gγ

∣∣ =
∣∣g′γ/gγ∣∣ =
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αγ|x|α−1 (1− γ(q − 1)|x|α)−1
+ for q 6= 1, so that the generalized Fisher information has the

expression

Iβ,q[Gγ] =
(αγ)β

(µ0,1)β(q−1)+1

ˆ
|x|α (1− γ(q − 1)|x|α)

β(q−1)+1
(q−1)

−β
+ dx (A6)

= (αγ)β
µα,1

(µ0,1)β(q−1)+1
. (A7)

We easily obtain that (A7) also holds in the case q = 1. The explicit expression of the

generalized Fisher information in the case of the generalized Gaussian is therefore

Iβ,q[Gγ] = (α)β
(

2

α
nωn

)β(1−q)

|(q − 1)|−n
β
α

(1−q)−1 γ
β
α

(n(q−1)+1)

×


B(1+n

α
,− q

q−1
−n
α)

[B(nα ,−
1
q−1
− 1
α)]

β(q−1)+1 for max
{

1− α, n
n+α

}
< q < 1

B(1+n
α
, q
q−1)

[B(nα ,
q
q−1)]

β(q−1)+1 for q > 1,
(A8)

and, for q = 1,

Iβ,q[Gγ] = (α)β
(

2

α
nωn

)β(1−q)

γ
β
α

(n(q−1)+1)n

α
Γ
(n
α

)β(1−q)
. (A9)

Finally, let us note that we have the following simple scaling identities:
Mq[Gγ] = γ

n
α

(q−1)Mq(G),

Iβ,q[Gγ] = γ
β
α

(n(q−1)+1)Iβ,q[G],

mα[Gγ] = γ−1mα[G].

(A10)
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