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INTEGRATION OPERATORS IN AVERAGE RADIAL

INTEGRABILITY SPACES OF ANALYTIC FUNCTIONS

TANAUSÚ AGUILAR-HERNÁNDEZ, MANUEL D. CONTRERAS,
AND LUIS RODRÍGUEZ-PIAZZA

Abstract. In this paper we characterize the boundedness, compactness, and weak com-
pactness of the integration operators

Tg(f)(z) =

ˆ

z

0

f(w)g′(w) dw

acting on the average radial integrability spaces RM(p, q). For these purposes, we develop
different tools such as a description of the bidual of RM(p, 0) and estimates of the norm
of these spaces using the derivative of the functions, a family of results that we call
Littlewood-Paley type inequalities.
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1. Introduction

Let X be a Banach space of analytic functions on the unit disc D. Let Tg be given by

Tg(f)(z) =

ˆ z

0

f(w)g′(w) dw, f ∈ X,

where g : D → C is an analytic function. This operator is called integration operator.
In [23] Ch. Pommerenke proved that this operator is bounded on the Hardy space H2

if and only if g belongs to the space of analytic functions of bounded mean oscillation
BMOA. Moreover, he also obtained that Tg is compact if and only if g belongs to the
space of analytic functions of vanishing mean oscillation VMOA. Later on, A. Aleman
and A. G. Siskakis extended these results [2] to Hardy spaces Hp with 1 ≤ p < +∞.
In addition, they also showed in [3] that the integration operator Tg is bounded on the
Bergman space Ap, with 1 ≤ p < +∞, if and only if g belongs to the Bloch space B.
Additionally, they obtained a similar result for the compactness of Tg but in this case
the function g must belong to the little Bloch space B0. Let us point out that this
characterization is still an open problem for H∞.

In this article we are going to study this kind of results for a family of spaces that
encompasses the Bergman spaces Ap and the Hardy spaces Hp. This family is the one
formed by the space of average radial integrability, that we denote by RM(p, q) (see Def-
inition 2.1). In Section 5 we provide a characterization of when the integration operator
Tg is bounded or compact over the average radial integrability spaces RM(p, q) (see The-
orem 5.3). For p < +∞, we show that Tg is bounded (resp. compact) over the RM(p, q)
spaces if and only if g belongs to the Bloch space B (resp. little Bloch B0).

The main issue in this paper, that will be addressed in Section 6, is the weak compact-
ness of the integration operator Tg acting on RM(p, q). When 1 < p ≤ +∞, 1 < q < +∞
the space RM(p, q) is reflexive. Therefore, the interesting cases are when either p or q
belongs to {1,+∞}. In this setting we prove:

Theorem 1.1. Let g ∈ B. Then

(1) If 1 < p < +∞, the operator Tg : RM(p,∞) → RM(p,∞) is weakly compact if
and only if Tg(RM(p,∞)) ⊂ RM(p, 0) (see Theorem 6.2).

(2) If 1 < q < +∞, the operator Tg : RM(1, q) → RM(1, q) is weakly compact if and
only if Tg : RM(1, q) → RM(1, 1) is compact and if and only if g belongs to the
weakly little Bloch space (see Definition 6.6, Proposition 6.5 and Theorem 6.9).

(3) If 1 ≤ p < +∞, the operator Tg : RM(p, 1) → RM(p, 1) is weakly compact if and
only if Tg : RM(p, 1) → RM(p, 1) is compact and if and only if g belongs to the
little Bloch space (see Corollary 6.17).

In order to obtain these results it has been necessary a study of the bidual of the
space RM(p, 0) in Section 4. The analogous result to the statement (1) in above theorem
for p = +∞ had already been proved in [8] by the second author, J.A. Peláez, Ch.
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Pommerenke, and J. Rättyä. They obtained that the operator Tg : H∞ → H∞ is weakly
compact if and only if Tg : H∞ → A is bounded, where A is the disc algebra, that turns
out to be the closure of polynomials in H∞.

Statement (2) in Theorem 1.1 relies on a characterization of the weak compactness of a
certain operator into L1([0, 1]× T) that depend on a classical result of C. Fefferman and
E. Stein about the maximal function on ℓp-valued functions.

We also point out that integration operators which do not satisfy statement (2) in
Theorem 1.1 are also characterized by the property of fixing a copy of ℓ1 (see Proposition
6.5) whereas operators not satisfying statement (3) are those whose adjoints fix a copy
of c0 (see Corollary 6.16). This type of ℓp-singularity has been studied in the setting of
integration operators on Hardy spaces (see, e.g., [20]).

Another important tool for the study of the integration operator, that we present in
Section 3, is Littlewood-Paley type inequalities, that is, for 1 ≤ p < +∞, 1 ≤ q ≤ +∞
we obtained the estimate

ρp,q(f) ≤ p · ρp,q(f ′(z)(1− |z|)) + |f(0)|

for f ∈ RM(p, q) (Proposition 3.2). For p = +∞, these inequalities are not satisfied. In
Subsection 3.2, we also prove that a converse inequality holds for the cases 1 < p, q < +∞,
(1, q) with 1 ≤ q < +∞, and (∞, q) with 1 ≤ q ≤ +∞.

Throughout the paper the letter C = C(·) will denote an absolute constant whose
value depends on the parameters indicated in the parenthesis, and may change from
one occurrence to another. We will use the notation a . b if there exists a constant
C = C(·) > 0 such that a ≤ Cb, and a & b is understood in an analogous manner. In
particular, if a . b and a & b, then we will write a ≍ b. If X is a Banach space, we denote
its closed unit ball by BX . Finally, if p ∈ [1,+∞], we define the conjugated index p′ such
that 1

p
+ 1

p′
= 1.

Acknowledgments. We are grateful to Professor José Ángel Peláez for calling our
attention to the paper [19] and to Professor Daniel Girela for some useful comments.

2. Definition and first properties

In this section we recall the definition of the spaces of average radial integrabilty intro-
duced in [1] and summarize their main properties for the sake of being self-contained.

Definition 2.1. Let 0 < p, q ≤ +∞. We define the spaces of analytic functions

RM(p, q) = {f ∈ H(D) : ρp,q(f) < +∞}
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where

ρp,q(f) =

(

1

2π

ˆ 2π

0

(
ˆ 1

0

|f(reit)|p dr
)q/p

dt

)1/q

, if p, q < +∞,

ρp,∞(f) = ess sup
t∈[0,2π)

(
ˆ 1

0

|f(reit)|p dr
)1/p

, if p < +∞,

ρ∞,q(f) =

(

1

2π

ˆ 2π

0

(

sup
r∈[0,1)

|f(reit)|
)q

dt

)1/q

, if q < +∞,

ρ∞,∞(f) = ‖f‖H∞ = sup
z∈D

|f(z)|.

In the definition of ρp,∞, the essential supremum can be replaces by the supremum
(see [1, Remark 2.2]). It is worth recalling that RM(p, q) endowed with the norm ρp,q
is a Banach space whenever 1 ≤ p, q ≤ +∞. For certain parameters p, q these spaces
RM(p, q) are well known spaces. Namely, it is clear that RM(p, p) is nothing but the
Bergman space Ap, for 1 ≤ p < +∞. In addition, for 1 ≤ q ≤ +∞, one can check that
RM(∞, q) = Hq. Another interesting space that fits in this family is the space of bounded
radial variation BRV , that is the space of analytic functions such that f ′ ∈ RM(1,∞).

Remark 2.2. We will also use the notation ρp,q(f) for measurable functions f : D 7→ C,
replacing sup by ess sup in the above definition. For 1 ≤ p, q ≤ +∞ we will denote by
Lq(T, Lp[0, 1]) the spaces of the measurable functions on D such that ρp,q-norm is finite.

Definition 2.3. Let 1 ≤ p ≤ +∞. We define the subspace RM(p, 0) of RM(p,∞)

RM(p, 0) :=

{

f ∈ H(D) : lim
ρ→1

sup
θ

(
ˆ 1

ρ

|f(reiθ)|pdr
)1/p

= 0

}

.

Given a holomorphic function f in the unit disc and 0 < r < 1, we define fr(z) := f(rz),
for all z ∈ D.

Proposition 2.4. Let 1 ≤ p, q ≤ +∞.

(1) [1, Proposition 2.8] If z ∈ D, then the functional δz : RM(p, q) → C given by
δz(f) := f(z), for all f ∈ RM(p, q), is continuous and

‖δz‖(RM(p,q))∗ ≍
1

(1− |z|) 1
p
+ 1

q

.

(2) [1, Proposition 2.9] If z ∈ D, then the functional δ′z : RM(p, q) → C given by
δz(f) := f ′(z), for all f ∈ RM(p, q), is continuous,

‖δ′z‖(RM(p,q))∗ ≍
1

(1− |z|) 1
p
+ 1

q
+1

and hence ‖δ′z‖(RM(p,q))∗ ≍
‖δz‖(RM(p,q))∗

1− |z| .
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(3) [1, Corollary 2.17] If z ∈ D, then

‖δz‖(RM(p,0))∗ = ‖δz‖(RM(p,∞))∗ and ‖δ′z‖(RM(p,0))∗ = ‖δ′z‖(RM(p,∞))∗ .

(4) [1, Proposition 2.12 and Proposition 2.13] Let q < +∞. If f ∈ RM(p, q), then
ρp,q(f − fr) → 0 when r → 1−. Thus, polynomials are dense in RM(p, q).

(5) [1, Proposition 2.15 and Corollary 2.16] Let p < +∞ and f ∈ RM(p,∞). Then,
f ∈ RM(p, 0) if and only if

(2.1) ρp,∞(f − fr) → 0

when r → 1. Thus, polynomials are dense in RM(p, 0).
(6) [1, Proposition 3.7] Let f ∈ RM(p,∞) and σ ∈ ∂D. Then, for the non-tangential

limit we have ∠ lim
z→σ

f(z)(1− σz)1/p = 0.

(7) The convergence of sequences in the norm topology, implies the convergence uni-
formly on compact subsets of the unit disc.

Proposition 2.5. [1, Proposition 2.5] Let {nk}∞k=0 be a lacunary sequence (that is,
infk

nk+1

nk
> 1) such that nk ∈ N \ {0}, 1 ≤ p < +∞ and 1 ≤ q ≤ +∞. Then

f(z) =
∑∞

k=0 αkz
nk belongs to RM(p, q) if and only if

∞
∑

k=0

|αk|p
nk

< +∞.

Moreover, it is satisfied that

ρp,q(f) ≍
( ∞
∑

k=0

|ak|p
nk

)1/p

.

Definition 2.6. The Bloch space B is the space of analytic functions f such that

sup
z∈D

(1− |z|2)|f ′(z)| < +∞

and the little Bloch space, denoted by B0, is the closed subspace of B consisting of analytic
functions f with

lim
|z|→1

(1− |z|2)|f ′(z)| = 0.

The Bloch space B is a Banach space with norm ‖f‖B = |f(0)| + supz∈D(1 − |z|2)|f ′(z)|
and the little Bloch B0 coincides with the closure of polynomials in B.

3. Littlewood-Paley type inequalities

In this section we show the Littlewood-Paley type inequalities associated to RM(p, q)
and their converses for certain cases.
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3.1. Littlewood-Paley type inequalities. These inequalities will have a great impor-
tance in the proof of the fact that the belonging of g to the Bloch space is a sufficient
condition for the boundedness of the integration operator Tg acting on RM(p, q).

Lemma 3.1. Let 1 ≤ p < +∞. If f ∈ C1([0, 1)) ∩ Lp([0, 1]), then it satisfies that
(
ˆ 1

0

|f(x)|p dx
)1/p

≤ p

(
ˆ 1

0

|f ′(x)|p(1− x)p dx

)1/p

+ |f(0)|.

Proof. Without lost of generality we can assume that f(0) = 0. To prove this inequality
we need study first the case p = 1. We have that

ˆ 1

0

|f(x)| dx =

ˆ 1

0

∣

∣

∣

∣

ˆ x

0

f ′(t) dt

∣

∣

∣

∣

dx ≤
ˆ 1

0

ˆ x

0

|f ′(t)| dt dx

Applying Fubini’s theorem it follows that
ˆ 1

0

|f(x)| dx ≤
ˆ 1

0

|f ′(t)|
(
ˆ 1

t

dx

)

dt =

ˆ 1

0

|f ′(t)|(1− t) dt.

To prove such inequality for p > 1, we prove that the operator

g 7→ Rg(x) =

ˆ x

0

g(t)

1− t
dt

is bounded in Lp([0, 1]). Notice that ‖Rg‖Lp([0,1]) = suph∈B
Lp′ ([0,1])

| < Rg, h > | and

< Rg, h > =

ˆ 1

0

(
ˆ x

0

g(t)

1− t
dt

)

h(x) dx =

ˆ 1

0

g(t)

(

1

1− t

ˆ 1

t

h(x) dx

)

dt.

Let Ch(t) := 1
1−t

´ 1

t
h(x) dx for an integrable function h. Using [26, Exercise 14, p. 72]

with the function h(1− t)χ[0,1](t), t ∈ (0,∞), we have that
(

ˆ 1

0

∣

∣

∣

∣

1

x

ˆ x

0

h(1− t) dt

∣

∣

∣

∣

p′

dx

)1/p′

≤
(

ˆ ∞

0

∣

∣

∣

∣

1

x

ˆ x

0

h(1− t)χ[0,1](t) dt

∣

∣

∣

∣

p′

dx

)1/p′

≤ p‖h‖Lp′ .

Doing a change of variable, we have that ‖Ch‖Lp′ ([0,1]) ≤ p‖h‖Lp′([0,1]) and therefore, by
duality, ||Rg||Lp([0,1]) ≤ p||g||Lp([0,1]). Taking g(x) = f ′(x)(1− x), x ∈ [0, 1], we conclude

‖f‖Lp([0,1]) ≤ p‖f ′(x)(1− x)‖Lp([0,1]).

�

Proposition 3.2. Let 1 ≤ p < +∞, 1 ≤ q ≤ +∞. If f ∈ RM(p, q) then we have

ρp,q(f) ≤ p ρp,q(f
′(z)(1− |z|)) + |f(0)|.(3.1)

Proof. The result follows using Lemma 3.1 and taking the Lq([0, 2π])-norm. �
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Remark 3.3. Notice that Littlewood-Paley type inequalities are not true for the cases
where p = ∞, that is, for Hardy spaces. This can be seen through lacunary series.
Assume that ρ∞,q(f) . ρ∞,q(f

′(z)(1 − |z|)) + |f(0)|. Taking the lacunary series

f(z) =

∞
∑

k=0

z2
k

we would have

‖f‖Hq ≍ ρ∞,q(f) . ρ∞,q(f
′(z)(1 − |z|)) ≤ ‖f‖B.

But, this is impossible since f belongs to the Bloch space B but not to Hardy space Hq

(see [12, p. 241]).

Next, we will show the version of the Littlewood-Paley type inequalities for the spaces
RM(p, 0). We need a preliminary result that will be used to show a sufficient condition
on the functions of RM(p,∞) to belong to the subspace RM(p, 0).

Proposition 3.4. Let 1 ≤ p < +∞. If f ∈ H(D) we have
(
ˆ 1

ρ

|f(reiθ)|p dr
)1/p

≤ p

(
ˆ 1

ρ

|f ′(reiθ)|p(1− r)p dr

)1/p

+ (1− ρ)1/p|f(ρeiθ)|

for all ρ ∈ [0, 1) and all θ ∈ [0, 2π].

Proof. Fix ρ ∈ [0, 1). Consider the function g(r) = f((r + (1 − r)ρ)eiθ) and apply
Lemma 3.1,

(
ˆ 1

0

|f((r + (1− r)ρ)eiθ)|p dr
)1/p

≤ p

(
ˆ 1

0

|f ′((r + (1− r)ρ)eiθ)|p(1− ρ)p(1− r)p dr

)1/p

+ |f(ρeiθ)|.

Using the change of variable u = r + (1− r)ρ we obtain
(
ˆ 1

ρ

|f(ueiθ)|p du

1− ρ

)1/p

≤ p

(
ˆ 1

ρ

|f ′(ueiθ)|p(1− u)p
du

1− ρ

)1/p

+ |f(ρeiθ)|.

Therefore, we have concluded the proof. �

Proposition 3.5. Let 1 ≤ p < +∞. If f ∈ H(D) and satisfies

lim
ρ→1−

sup
θ∈[0,2π]

(
ˆ 1

ρ

|f ′(reiθ)|p(1− r)p dr

)1/p

= 0(3.2)

then lim
ρ→1−

supθ (1− ρ)1/p|f(ρeiθ)| = 0 and f ∈ RM(p, 0).
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Proof. If f ∈ H(D) and satisfies (3.2), then we clearly obtain that

sup
θ∈[0,2π]

(
ˆ 1

0

|f ′(reiθ)|p(1− r)p dr

)1/p

< +∞.

Using Proposition 3.2 it follows that ρp,∞(f) < +∞, that is, f ∈ RM(p,∞). So, without
loss of generality we assume that f(0) = 0 and ρp,∞(f) = 1. We observe that

(1− ρ)1/p|f(ρeiθ)| = (1− ρ)1/p
∣

∣

∣

∣

ˆ ρ

0

f ′(teiθ)eiθ dt

∣

∣

∣

∣

≤ (1− ρ)1/p
ˆ ρ

0

|f ′(teiθ)| dt.(3.3)

Let us see that lim
ρ→1−

supθ(1 − ρ)1/p
´ ρ

0
|f ′(teiθ)| dt = 0. Fix 0 < ρ1 < ρ. Using that

|f ′(z)| ≤ C

(1−|z|)1+
1
p

for all z and for some constant C = C(p) > 0 (Proposition 2.4(2)) we

obtain that
ˆ ρ

0

|f ′(teiθ)|(1− ρ)1/p dt ≤ C
(1− ρ)1/p

(1− ρ1)1/p

ˆ ρ1

0

(1− ρ1)
1/p

(1− t)1+
1
p

dt+

ˆ ρ

ρ1

|f ′(teiθ)|(1− ρ)1/p dt

≤ Cp
(1− ρ)1/p

(1− ρ1)1/p
+

ˆ ρ

ρ1

|f ′(teiθ)|(1− t)
(1− ρ)1/p

(1− t)
dt.

If p = 1
ˆ ρ

0

|f ′(teiθ)|(1− ρ) dt ≤ C
1− ρ

1− ρ1
+

ˆ ρ

ρ1

|f ′(teiθ)|(1− t) dt

≤ C
1− ρ

1− ρ1
+

ˆ 1

ρ1

|f ′(teiθ)|(1− t) dt.

Using Hölder’s inequality for 1 < p < +∞, we obtain
ˆ ρ

0

|f ′(teiθ)|(1− ρ)1/p dt

≤ Cp
(1− ρ)1/p

(1− ρ1)1/p
+

(
ˆ ρ

ρ1

|f ′(teiθ)|p(1− t)p dt

)1/p(ˆ ρ

ρ1

(1− ρ)p
′/p

(1− t)p′
dt

)1/p′

≤ Cp
(1− ρ)1/p

(1− ρ1)1/p
+

(
ˆ 1

ρ1

|f ′(teiθ)|p(1− t)p dt

)1/p
1

(p′ − 1)1/p′
.

Now, taking supremum with respect to θ in the previous inequalities and considering
ρ1 = 1−√

1− ρ, we obtain that

lim
ρ→1−

sup
θ

ˆ ρ

0

|f ′(teiθ)|(1− ρ)1/p dt = 0.

Therefore, bearing in mind (3.3) it follows that lim
ρ→1−

supθ (1 − ρ)1/p|f(ρeiθ)| = 0 and by

means of Proposition 3.4 we conclude that f ∈ RM(p, 0). �
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3.2. Converse Littlewood-Paley type inequalities. Now, we tackle the converse
Littlewood-Paley inequality for the cases 1 < p, q < +∞, (1, q) with 1 ≤ q < +∞,
and (∞, q) with 1 ≤ q ≤ +∞. Firstly, we recall the Luecking regions and their expanded
regions.

Definition 3.6. Given a non-negative integer n, set

Γn =

{

z ∈ D : 1− 1

2n
≤ |z| < 1− 1

2n+1

}

.

We define the Luecking regions Rn,j as follows

Rn,j =

{

z ∈ Γn : arg(z) ∈
[

2πj

2n
,
2π(j + 1)

2n

)}

, j = 0, 1, . . . , 2n − 1.

R0,0

R1,0

R1,1

R2,0R2,1

R2,2 R2,3

The expanded Luecking region R̃n,j is the union of Rn,j and all regions contiguous with
it. That is,

R̃n,j =
⋃

∂Rn,j∩∂Rm,k 6=∅
Rm,k.

Now, we state some properties of these regions that will be useful for the estimation of
the norm of certain maximal operators over these regions. The proof of these facts will
be left to the reader.

Lemma 3.7. Let z ∈ Rn,j, then D
(

z, 1−|z|
2

)

⊂ R̃n,j.

Lemma 3.8. Denote by NC(Rn,j) the number of regions Rm,k such that ∂Rn,j∩∂Rm,k 6= ∅.
Then,

• NC(R0,0) = 3;
• NC(R1,j) = 7, j = 0, 1;
• If n ≥ 2, then NC(Rn,j) = 9, j = 0, . . . , 2n − 1.

In particular, NC(Rn,j) ≤ 9.
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Lemma 3.9. Let n be a non-negative integer. Then

m2(Rn,j) ≍ m2(R̃n,j) ≍ 4−n

for j = 0, 1, . . . , 2n − 1.

From now on, given a measurable set A ⊂ D of positive measure we will denote the
mean 1

m2(A)

´

A
f dm2 by

ffl

A
f dm2 for f ∈ L1(A).

Definition 3.10. For every locally integrable function f on D we set:

(1) MRf :=
∑

n,j

(

ffl

Rn,j
|f | dm2

)

χRn,j
.

(2) MR̃f :=
∑

n,j

(

ffl

R̃n,j
|f | dm2

)

χRn,j
.

(3) MDf(z) :=
ffl

D(z, 1−|z|
2 ) |f | dm2, for all z ∈ D.

Now, we estimate these sublinear operators in the following proposition.

Proposition 3.11. Let f be a locally integrable function on D.

(1) If 1 ≤ p ≤ q < +∞, there is a constant C(p, q) > 0 such that ρp,q(MRf) ≤
C(p, q)ρp,q(f).

(2) If 1 ≤ p ≤ q < +∞ or 1 < q ≤ p ≤ +∞, there is a constant C(p, q) > 0 such that
ρp,q(MR̃f) ≤ C(p, q)ρp,q(f).

(3) If 1 ≤ p ≤ q < +∞ or 1 < q ≤ p ≤ +∞, there is a constant C(p, q) > 0 such that
ρp,q(MDf) ≤ C(p, q)ρp,q(f).

Proof. (1) Since 1 ≤ p ≤ q <∞ we have that r = q
p
≥ 1. So

ρpp,q(MRf) =

(
ˆ 2π

0

(
ˆ 1

0

|MRf(re
iθ)|p dr

)r
dθ

2π

)1/r

= sup
ξ∈B

Lr′ (T)

ξ≥0

ˆ 2π

0

(
ˆ 1

0

|MRf(re
iθ)|p dr

)

ξ(eiθ)
dθ

2π
.

Fix ξ ∈ BLr′(T) with ξ ≥ 0. Bearing in mind that the regions Rn,j are pairwise disjoint
we have that

ˆ 2π

0

(
ˆ 1

0

|MRf(re
iθ)|p dr

)

ξ(eiθ)
dθ

2π
≍
∑

n,j

ˆ

Rn,j

(MRf(z))
p ξ

(

z

|z|

)

dm2(z).
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Now, using Jensen’s inequality and the fact that MRf is constant in each region Rn,j , we
obtain that

ˆ 2π

0

(
ˆ 1

0

|MRf(re
iθ)|p dr

)

ξ(eiθ)
dθ

2π

.
∑

n,j

(

 

Rn,j

|f(z)|p dm2(z)

)

ˆ

Rn,j

ξ

(

z

|z|

)

dm2(z)

≤ 1

4π

∑

n,j

(

 

Rn,j

|f(z)|p dm2(z)

)

m1(In,j)

ˆ

In,j

ξ
(

eiθ
)

dm1(θ)

where In,j =
{

eiθ : θ ∈
[

2πj
2n
, 2π(j+1)

2n

)}

. Taking into account Lemma 3.9, observe that

m1(In,j) ≍ 2n and then m2(Rn,j) ≍ (m1(In,j))
2. Using the Hardy-Littlewood maximal

operator M we have

ˆ 2π

0

(
ˆ 1

0

|MRf(re
iθ)|p dr

)

ξ(eiθ)
dθ

2π
.
∑

n,j

ˆ

Rn,j

|f(z)|p inf
eθi∈In,j

Mξ(eiθ) dm2(z)

≤
∑

n,j

ˆ

Rn,j

|f(z)|pMξ

(

z

|z|

)

dm2(z) =

ˆ

D

|f(z)|pMξ

(

z

|z|

)

dm2(z)

.

ˆ 2π

0

Mξ(eiθ)

(
ˆ 1

0

|f(reiθ)|p dr
)

dθ

2π
≤ ‖M(ξ)‖Lr′(T) ρ

q
p,q(f).

Finally, since ‖Mξ‖Lr′(T) ≤ Cr′‖ξ‖Lr′(T) we conclude the proof of statement (1).
(2) The proof of the case 1 ≤ p ≤ q < +∞ follows the same argument we have used in

statement (1), but using Lemma 3.8, Lemma 3.9 and the projection of the regions R̃n,j,
n ∈ N, j ∈ {0, 1, . . . , 2n − 1} over T instead of arcs In,j. In fact, it can be shown that the
linear operator

M̃f =
∑

n,j

(

 

R̃n,j

f(z) dm2(z)

)

χRn,j

is bounded on the space of measurable functions on D where the ρp,q-norm is finite.
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Now, we assume that 1 < q ≤ p ≤ +∞. Let us describe the adjoint of the operator M̃ .
Given g, we have
ˆ

D

(

M̃f(z)
)

g(z) dm2(z) =
∑

n,j

(

 

R̃n,j

f(w) dm2(w)

)(

ˆ

Rn,j

g(z) dm2(z)

)

=
∑

n,j

(

ˆ

R̃n,j

f(w) dm2(w)

)

m2(Rn,j)

m2(R̃n,j)

(

 

Rn,j

g(z) dm2(z)

)

=

ˆ

D

f(w)

(

∑

n,j

βn

(

 

Rn,j

g(z) dm2(z)

)

χR̃n,j
(w)

)

dm2(w)

where βn =
m2(Rn,j)

m2(R̃n,j)
(notice that this quotient does not depend on j). Hence, the adjoint

operator is

M̃∗f =
∑

n,j

βn

(

 

Rn,j

f(z) dm2(z)

)

χR̃n,j
.

We know that there is a constant C(p, q) > 0 such that ρp′,q′(M̃f) ≤ C(p, q)ρp′,q′(f).
Thus, ρp,q(M̃∗f) ≤ C(p, q)ρp,q(f). Moreover, we claim that M̃f ≍ M̃∗f for positive
functions. Therefore, it follows

ρp,q(MR̃f) = ρp,q(M̃ |f |) ≍ ρp,q(M̃
∗f) ≤ C(p, q)ρp,q(f).

To proof the claim take a positive function f . Bearing in mind Lemma 3.9, we have

M̃∗f =
∑

n,j

βn

(

 

Rn,j

f(z) dm2(z)

)

χR̃n,j

=
∑

n,j

βn
∑

∂Rn,j∩∂Rm,k 6=∅

(

 

Rn,j

f(z) dm2(z)

)

χRm,k

=
∑

m,k

∑

∂Rn,j∩∂Rm,k 6=∅

1

m2(R̃n,j)

(

ˆ

Rn,j

f(z) dm2(z)

)

χRm,k

≍
∑

m,k

(

 

R̃m,k

f(z) dm2(z)

)

χRm,k
= M̃f.

(3) Let z ∈ D and take Rn,j such that z ∈ Rn,j. Hence, using Lemma 3.7, we have

D
(

z, 1−|z|
2

)

⊂ R̃n,j. Also, it can be proved that m2(R̃n,j) ≍ m2

(

D
(

z, 1−|z|
2

))

. Therefore,

the result follows because MDf(z) .MR̃f(z) for every z ∈ D. �
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Using this result we obtain the converse Littlewood-Paley inequality for certain cases.
These inequalities will be important in the subsequent study of the weak compactness of
the operator Tg : RM(1, q) → RM(1, q).

Proposition 3.12. Assume (p, q) are in one of the following three cases: 1 < p, q < +∞,
(1, q) with 1 ≤ q < +∞, or (∞, q) with 1 ≤ q ≤ +∞. Then, there is a constant
C = C(p, q) > 0 such that

ρp,q(f
′(z)(1− |z|)) ≤ Cρp,q(f), f ∈ RM(p, q).

Proof. By means of Cauchy’s integral formula over ∂D(z, r) for 0 ≤ r ≤ 1−|z|
2

we have
that

2πr2|f ′(z)| ≤ r

ˆ 2π

0

|f(z + reiθ)| dθ.

Integrating with respect to r over 0 ≤ r ≤ 1−|z|
2

1

3
(1− |z|)|f ′(z)| ≤

 

D(z, 1−|z|
2 )

|f(ξ)| dm2(ξ) =MDf(z).

Assume that 1 ≤ p ≤ q < +∞ or 1 < q ≤ p ≤ +∞. Taking RM(p, q)-norm and using
the statement (3) of Proposition 3.11 we conclude

ρp,q(f
′(z)(1− |z|) ≤ 3ρp,q(MDf) ≤ Cp,qρp,q(f).

Now, we continue with the remaining cases, that is, p = +∞, 1 ≤ q ≤ +∞. Fix
eiθ ∈ ∂D and r ∈ (0, 1). From (1 − r)|f ′(reiθ)| . MDf(re

iθ) and taking a certain Stolz
region Γ

(

eiθ
)

such that D
(

reiθ, 1−r
2

)

⊂ Γ
(

eiθ
)

, it follows that

(1− r)|f ′(reiθ)| ≤ 3 sup
w∈Γ(eiθ)

|f(w)| =: 3Hf(e
iθ).

Moreover, if we take supremum with respect to r, it follows that supr∈[0,1)(1−r)|f ′(reiθ)| ≤
3Hf(e

iθ).
Therefore, taking Lq(T)-norm for q ≥ 1 and using [15, Theorem 3.1, p. 55], we obtain

ρ∞,q((1− |z|)f ′(z)) ≤ ‖Hf‖Lq(T) ≤ Cq‖f‖Hq ≤ Cqρ∞,q(f).(3.4)

�

To finish this section, we point out that we do not know if the converse Littlewood-Paley
inequality holds in the cases (p, 1) with 1 < p < +∞ and (p,∞) with 1 ≤ p < +∞.
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4. On the bidual of RM(p, 0)

In this section, we identify in a natural manner the bidual of RM(p, 0) with RM(p,∞).
It is clear that RM(p,∞) is a subspace of the Bergman space Ap = RM(p, p). Throughout
this section, we denote by I the inclusion map from RM(p, 0) into Ap. We follow the
scheme of the proof of K.-M. Perfekt in [22], but it is worth mentioning we can not use
his results directly.

Lemma 4.1. Let 1 < p < +∞. Then I∗((Ap)∗) is dense (in the norm topology) in
(RM(p, 0))∗.

Proof. Given λ ∈ (RM(p, 0))∗, consider the following family of bounded linear function-
als λr(f) := λ(fr), 0 < r < 1. We will prove that λr ∈ (Ap)∗ and limr→1 ‖I∗(λr) −
λ‖(RM(p,0))∗ = 0. It is clear that I∗(λr) acts as λr over RM(p, 0). So that, as customary,
with a slight abuse of notation, we will write λr instead of I∗(λr).

Given f ∈ Ap, we have

|λr(f)| = |λ(fr)| ≤ ‖λ‖ ρp,∞(fr) ≤ ‖λ‖ sup
D(0,r)

|f(w)| . ‖λ‖
(1− r)2/p

ρp,p(f).

Therefore, λr ∈ (Ap)∗.
Assume that limr→1 ‖I∗(λr)− λ‖(RM(p,0))∗ is not 0. Then there exists ǫ > 0, a sequence

{rn} in (0, 1), with rn → 1, and a sequence {hn} in the unit ball of RM(p, 0) such that

ǫ < |λ(hn)− λrn(hn)| = |λ(hn − (hn)rn)| ≤ ‖λ‖ ρp,∞(hn − (hn)rn)

for all n. Writing gn := hn − (hn)rn, we have a bounded sequence {gn} in RM(p, 0) that
goes to zero uniformly on compacta of D and such that ε

‖λ‖ < ρp,∞(gn) < 3 for all n.

Fix a sequence of positive numbers {εk} ∈ ℓp
′
and ρ1 ∈ (0, 1). There exists n1 such that

sup{|gn1(z)| : |z| ≤ ρ1} < ε1. Since gn1 ∈ RM(p, 0), we can choose ρ2 > ρ1 so that

sup
θ

(
ˆ 1

ρ2

|gn1(re
iθ)|p dr

)1/p

< ε1.

With the same argument, we obtain n2 and ρ3 > ρ2 such that sup{|gn2(z)| : |z| ≤ ρ2} < ε2
and

sup
θ

(
ˆ 1

ρ3

|gn2(re
iθ)|p dr

)1/p

< ε2.

By induction, we build a sequence {gnk
}, an increasing sequence of numbers {ρk} that

converges to 1, such that sup{|gnk
(z)| : |z| ≤ ρk} < εk and

sup
θ

(

ˆ 1

ρk+1

|gnk
(reiθ)|p dr

)1/p

< εk.



INTEGRATION OPERATORS 15

Given {αk} ∈ ℓp, we will see that
∑∞

k=0 αkgnk
∈ RM(p, 0). Since the sequence {gnk

}
goes to zero uniformly on compacta faster than a sequence in ℓp

′
, we get that

∑∞
k=0 αkgnk

∈
H(D). Moreover

ρp,∞

( ∞
∑

k=1

αkgnk

)

= sup
θ

(

ˆ 1

0

∣

∣

∣

∣

∣

∞
∑

k=1

αkgnk
(reiθ)

(

χ[0,ρk)(r) + χ[ρk,ρk+1)(r) + χ[ρk+1,1)(r)
)

∣

∣

∣

∣

∣

p

dr

)1/p

≤ sup
θ

(

ˆ 1

0

( ∞
∑

k=1

|αk|εk
)p

dr

)1/p

+ sup
θ

(

ˆ 1

0

( ∞
∑

k=1

|αk||gnk
(reiθ)|χ[ρk,ρk+1)(r)

)p

dr

)1/p

+ sup
θ

(

ˆ 1

0

( ∞
∑

k=1

|αk||gnk
(reiθ)|χ[ρk+1,1)(r)

)p

dr

)1/p

≤ ‖{αk}‖ℓp‖{εk}‖ℓp′ + sup
θ

( ∞
∑

k=1

ˆ ρk+1

ρk

|αk|p|gnk
(reiθ)|p dr

)1/p

+
∞
∑

k=1

|αk| sup
θ

(
ˆ 1

ρn+1

|gnk
(reiθ)|p dr

)1/p

≤ ‖{αk}‖ℓp‖{εk}‖ℓp′ + 3‖{αk}‖ℓp + ‖{αk}‖ℓp‖{εk}‖ℓp′ = (3 + 2‖{εk}‖ℓp′ ) ‖{αk}‖ℓp.

Therefore,
∑∞

k=0 αkgnk
∈ RM(p,∞) and moreover this series is convergent in RM(p,∞).

Since
∑N

k=0 αkgnk
∈ RM(p, 0) for all N and RM(p, 0) is closed in RM(p,∞), we conclude

that
∑∞

k=0 αkgnk
∈ RM(p, 0). Therefore, there exists a bounded linear operator T : ℓp →

RM(p, 0) such that T (ek) = gnk
, for all k.

Now, if we consider the composition of the operators λ and T it follows that λ ◦ T :
ℓp → C is a bounded linear functional, that is, λ ◦ T ∈ (ℓp)∗ ∼= ℓp

′
. So, it satisfies that

(λ ◦ T )(ek) → 0, k → ∞, but this is impossible because |(λ ◦ T )(ek)| > ε for all k ∈ N.
Therefore, I∗((Ap)∗) is dense in (RM(p, 0))∗. �

Lemma 4.2. For all f ∈ RM(p,∞) there exists a sequence {fn} ⊂ RM(p, 0) such that
fn → f in Ap and lim supn ρp,∞(fn) ≤ ρp,∞(f).

Proof. Fix f ∈ RM(p,∞) and for each r ∈ (0, 1) consider fr(z) := f(rz), z ∈ D. We have

sup
θ

(
ˆ 1

ρ

|fr(seiθ)|p ds
)1/p

= sup
θ

(
ˆ 1

ρ

|f(rseiθ)|p ds
)1/p

≤ (1− ρ)1/p sup
z∈D(0,r)

|f(z)| → 0

when ρ→ 1. That is, the function fr belongs to RM(p, 0) for all r < 1.
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Since RM(p,∞) ⊂ Ap, by Proposition 2.4(4), ρp,p(fr − f) → 0 when r → 1. Moreover,
since

´ 1

0
|fr(seiθ)|p ds < 1

r

´ 1

0
|f(seiθ)|p ds, for all θ ∈ [0, 2π], we have that

lim supr→1 ρp,∞(fr) ≤ ρp,∞(f). �

Theorem 4.3. Let 1 < p < +∞ and the inclusion I : RM(p, 0) → Ap. Then I∗∗ :
(RM(p, 0))∗∗ → Ap is a continuous and injective inclusion. Moreover

(1) I∗∗((RM(p, 0))∗∗) = RM(p,∞),
(2) I∗∗ : (RM(p, 0))∗∗ → RM(p,∞) is an isometry.

If {xn} is a bounded sequence in (RM(p, 0))∗∗ that converges to 0 in the weak-∗ topology,
then {I∗∗(xn)} converges to 0 uniformly on compact subsets of the unit disc.

Proof. Since the set of all polynomials is dense both in RM(p, 0) and Ap, then RM(p, 0)
is dense in Ap. Furthermore, it follows that I∗ : (Ap)∗ → (RM(p, 0))∗ is continuous and
injective.

Since I∗((Ap)∗) is dense in (RM(p, 0))∗ (see Lemma 4.1), we obtain that

I∗∗ : (RM(p, 0))∗∗ → (Ap)∗∗ ∼= Ap

is continuous and injective. Moreover, it is easy to see that I∗∗ acts as the identity on
RM(p, 0).

Let us show thatRM(p,∞) ⊂ I∗∗((RM(p, 0))∗∗). Given ψ ∈ RM(p,∞), by Lemma 4.2,
there exists a sequence {ψn} ⊂ RM(p, 0) such that ψn → ψ in Ap and lim supn ρp,∞(ψn) ≤
ρp,∞(ψ). We can define ψ̂ ∈ (RM(p, 0))∗∗ of the following form

ψ̂(x∗) := lim
n→∞

x∗(ψn)

for x∗ ∈ (RM(p, 0))∗. Notice that it is well-defined since I∗((Ap)∗) is dense in (RM(p, 0))∗

and the sequence {ψn} is well-defined and bounded over I∗((Ap)∗). It is clear that ψn → ψ̂

in σ((RM(p, 0))∗∗, (RM(p, 0))∗). Hence, I∗∗(ψn) → I∗∗(ψ̂) in (Ap, w∗).
Moreover, as ψn → ψ on Ap we have that ψn = I∗∗(ψn) → ψ in (Ap, w). From this and

the reflexivity of Ap, we conclude that I∗∗(ψ̂) = ψ. Moreover,

‖ψ̂‖(RM(p,0))∗∗ ≤ lim sup
n

ρp,∞(ψn) ≤ ρp,∞(ψ).(4.1)

We turn our attention to show the inclusion I∗∗((RM(p, 0))∗∗) ⊂ RM(p,∞). Let
m ∈ (RM(p, 0))∗∗ and ψ = I∗∗(m) ∈ Ap. Using [9, Proposition 4.1, Chapter V] we have
that the unit ball of RM(p, 0) is w∗-dense in the unit ball of (RM(p, 0))∗∗. Moreover,
the weak∗-topology of (RM(p, 0))∗∗ is metrizable in the unit ball, because (RM(p, 0))∗ is
separable due to Lemma 4.1 and the fact that (Ap)∗ is separable. We choose a sequence

{ψn} ⊂ RM(p, 0) with supn ρp,∞(ψn) ≤ ‖m‖ such that ψn
w∗

−→ m. Therefore, it follows
that x∗(ψn) → x∗(ψ) for all x∗ ∈ (Ap)∗. Bearing in mind that δz ∈ (Ap)∗ for all z ∈ D,
we have that ψn(z) → ψ(z) for all z ∈ D. Using Fatou’s lemma we obtain that

ρp,∞(ψ) ≤ lim inf
n

ρp,∞(ψn) ≤ ‖m‖(RM(p,0))∗ .(4.2)
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From (4.1) and (4.2) we obtain (2).
Moreover, if {xn} ∈ (RM(p, 0))∗∗ ⊂ (Ap)∗∗ = Ap that converges to 0 in the weak-∗

topology, then {I∗∗(xn)} ⊂ Ap converges pointwise to 0, and this implies that {I∗∗(xn)}
converges to 0 uniformly on compact subsets of the unit disc. �

5. Boundedness and compactness of the integration operator Tg

In this section we begin to study the main issue of this paper, that is, the operators of
the form

Tg(f)(z) =

ˆ z

0

f(ζ)g′(ζ) dζ,

where g ∈ H(D), in the spaces RM(p, q).

Lemma 5.1. Let 1 ≤ p < +∞. Then B ⊂ RM(p, 0).

Proof. Let g ∈ B. Then there are M,C > 0 such that

|g(z)| ≤M ln

(

1

1− |z|

)

+ C, z ∈ D, [13, Proposition 1, p. 43](5.1)

and we have that

sup
θ

(
ˆ 1

ρ

|g(seiθ)|p ds
)1/p

≤
(
ˆ 1

ρ

(

M ln

(

1

1− s

)

+ C

)p

ds

)1/p

≤M

(
ˆ 1

ρ

lnp

(

1

1− s

)

ds

)1/p

+ C(1− ρ)1/p → 0

when ρ→ 1, since lnp
(

1
1−s

)

is integrable. Therefore, B ⊂ RM(p, 0). �

By Proposition 2.4(7), every bounded sequence in RM(p, q) is uniformly bounded on
each compact set of the unit disc and then it is a normal family. Thus a standard argument
shows that:

Lemma 5.2. Let 1 ≤ p, q ≤ +∞ and let T : RM(p, q) → X be a linear and bounded
operator, where X is a Banach space.

(1) If for every bounded sequence {fn} ⊂ RM(p, q) uniformly convergent on compact
sets to 0 it holds that ||T (fn)|| → 0, then the operator T is compact.

(2) Assuming that T = Tg for some holomorphic function g and X = RM(p, q), then T
is compact in RM(p, q) if and only if for every bounded sequence {fn} ⊂ RM(p, q)
uniformly convergent on compact sets to 0 it holds that ρp,q(Tg(fn)) → 0.

Boundedness and compactness. It is well-known that, for 1 ≤ p < +∞, the operator
Tg is bounded (resp. compact) over the Hardy spaces Hp if and only if g ∈ BMOA (resp.
VMOA) [23, 2], and the operator Tg : Ap → Ap is bounded (resp. compact) if and only if
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g belongs to the Bloch space B (resp. the little Bloch space B0) [3]. Next result completes
these characterizations to RM(p, q) whenever (p, q) 6= (+∞,+∞).

Theorem 5.3. Let 1 ≤ p < +∞, 1 ≤ q ≤ +∞. Then

(1) The operator Tg : RM(p, q) → RM(p, q) is bounded if and only if g ∈ B.
(2) The operator Tg : RM(p, 0) → RM(p, 0) is bounded if and only if g ∈ B.
(3) The operator Tg : RM(p, q) → RM(p, q) is compact if and only if g ∈ B0.
(4) The operator Tg : RM(p, 0) → RM(p, 0) is compact if and only if g ∈ B0.

Proof. (1) Assume that g ∈ B. If q < +∞, by Proposition 3.2, there is a constant Cp

such that

ρqp,q(Tg(f)) ≤ Cq
p

ˆ 2π

0

(
ˆ 1

0

|f(reiθ)g′(reiθ)|p(1− r2)p dr

)q/p
dθ

2π

≤ Cq
p‖g‖qB

ˆ 2π

0

(
ˆ 1

0

|f(reiθ)|p dr
)q/p

dθ

2π
= Cq

p‖g‖qB ρp,q(f)q,

getting the boundedness of Tg if q < +∞. A similar argument works if q = +∞.
Conversely, assume that Tg is bounded on RM(p, q). Fix z ∈ D. By Proposition 2.4(3),

there is C > 0 such that if f ∈ BRM(p,q), then

|g′(z)||f(z)| = |Tg(f)′(z)| ≤ ρp,q(Tg(f))‖δ′z‖(RM(p,q))∗

≤ ‖Tg‖ ρp,q(f)‖δ′z‖(RM(p,q))∗ ≤ C‖Tg‖ ρp,q(f)‖δz‖(RM(p,q))∗
1

1− |z| .

We can choose f ∈ RM(p, q), with ρp,q(f) ≤ 1, such that ‖δz‖(RM(p,q))∗ ≤ 2|f(z)|. There-
fore,

|g′(z)|(1− |z|2) ≤ C‖Tg‖ ρp,q(f)
‖δz‖(RM(p,q))∗

|f(z)| ≤ 2C‖Tg‖,

so that g ∈ B and (1) holds.
(2) Assume that g ∈ B. By (1) we know that Tg is bounded from RM(p, 0) into RM(p,∞).
If f is a polynomial and z ∈ D, then

(1− |z|2)|Tg(f)′(z)| ≤ ‖g‖B‖f‖∞.
That is Tg(f) ∈ B and, by Lemma 5.1, Tg(f) ∈ RM(p, 0). The density of the polynomials
in RM(p, 0) and the boundedness of Tg from RM(p, 0) into RM(p,∞) (by (1)) implies
that Tg(RM(p, 0)) ⊂ RM(p, 0).

Conversely, if Tg is bounded on RM(p, 0) we can argue as in the proof of statement (1)
using Proposition 2.4(4) instead of Proposition 2.4(3).
(3) and (4) We start by proving that if Tg is compact in RM(p, q), with q < +∞, then
g ∈ B0. Take f ∈ RM(p, q), then

〈f, T ∗
g (δ

′
z)〉 = 〈Tg(f), δ′z〉 = g′(z)f(z) = g′(z)〈f, δz〉,
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multiplying by 1−|z|
‖δz‖ we obtain

〈f, T ∗
g

(

δ′z(1− |z|)
‖δz‖

)

〉 = g′(z)(1 − |z|)〈f, δz
‖δz‖

〉.

Hence, it follows that

|g′(z)|(1− |z|)
∣

∣

∣

∣

〈f, δz
‖δz‖

〉
∣

∣

∣

∣

≤ ρp,q(f)

∥

∥

∥

∥

T ∗
g

(

δ′z(1− |z|)
‖δz‖

)
∥

∥

∥

∥

(RM(p,q))∗
.

Taking supremum in f ∈ BRM(p,q), we have

|g′(z)|(1− |z|) ≤
∥

∥

∥

∥

T ∗
g

(

δ′z(1− |z|)
‖δz‖

)
∥

∥

∥

∥

(RM(p,q))∗
.

We claim that δ′z(1−|z|)
‖δz‖

w∗

−→ 0 when |z| → 1. Assuming the claim holds, the compactness
of Tg implies that

∥

∥

∥

∥

T ∗
g

(

δ′z(1− |z|)
‖δz‖

)
∥

∥

∥

∥

(RM(p,q))∗
→ 0,

as |z| → 1, so that g ∈ B0.
Let us see the claim. Take p a polynomial. Then

|δ′z(p)|(1− |z|)
‖δz‖

≍ |p′(z)|(1 − |z|)
(1− |z|)− 1

p
− 1

q

. ‖p′‖∞(1− |z|)1+ 1
p
+ 1

q → 0

as |z| → 1. The density of the polynomials in RM(p, q) and the fact that ‖δ′z‖(1−|z|)
‖δz‖ . 1,

show that δ′z(1−|z|)
‖δz‖

w∗

−→ 0 as |z| → 1. So that the claim holds.
The same argument shows that if Tg : RM(p, 0) → RM(p, 0) is compact, then g ∈ B0.
Assume now that q = +∞. The compactness of Tg : RM(p,∞) → RM(p,∞) implies

g ∈ B so that Tg : RM(p, 0) → RM(p, 0) is bounded and, clearly compact. Thus g ∈ B0.
Let us see that if g ∈ B0, then the operator Tg is compact. Assume for the moment

that g is a polynomial. Take {fk} a sequence in the unit ball of RM(p, q) uniformly
convergent to 0 on compact sets. Let ε > 0. There is N ∈ N such that |fk(z)| ≤ ε for all
|z| ≤ ρ := 1− ε and k ≥ N . Fix z = reiθ. If r ≤ ρ, then

∣

∣Tgfk(re
iθ)
∣

∣ ≤ ‖g′‖∞
ˆ r

0

|fk(seiθ)| ds ≤ ‖g′‖∞ε

while, if r > ρ, then

∣

∣Tgfk(re
iθ)
∣

∣ ≤ ‖g′‖∞
ˆ r

0

|fk(seiθ)| ds ≤ ‖g′‖∞
(
ˆ 1

0

|fk(seiθ)|p ds
)1/p

.
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Therefore
(
ˆ 1

0

|Tg(fk)(reiθ)|p dr
)1/p

≤ ‖g′‖∞
(

ερ1/p + (1− ρ)1/p
(
ˆ 1

0

|fk(seiθ)|p ds
)1/p

)

.

Hence, for all k ≥ N ,

ρp,q(Tg(fk)) ≤ ‖g′‖∞ερ1/p + ‖g′‖∞(1− ρ)1/pρp,q(fk)

≤ ‖g′‖∞(ε+ (1− ρ)1/p) = ‖g′‖∞(ε+ ε1/p).

Therefore limk ρp,q(Tg(fk)) = 0. By Proposition 5.2, Tg is compact on RM(p, q).
If g ∈ B0, there is a sequence of polynomials {gn} such that limn ‖g − gn‖B = 0.

Moreover, there is a constant C = C(p) (see the proof of statement (1)) such that

‖Tg − Tgn‖ = ‖Tg−gn‖ ≤ Cp‖g − gn‖B → 0.

Since Tgn is compact for all n, then so is Tg.
The same argument works in RM(p, 0) so that we are done. �

Remark 5.4. Let 1 ≤ p < +∞. If g ∈ B0 then Tg(RM(p,∞)) ⊂ RM(p, 0). Indeed, if
f ∈ RM(p,∞) and h is a polynomial, then for all r ∈ (0, 1) we have that

|Thf(reiθ)| ≤ ‖h′‖∞ ρp,∞(f).

That is, Thf ∈ H∞ ⊂ RM(p, 0). Hence, using density of polynomials in B0 and the
estimate ‖Tg‖ ≤ Cp‖g‖B (see the proof of statement (1) in above theorem), we can prove
that if g ∈ B0 then Tg(RM(p,∞)) ⊂ RM(p, 0), because RM(p, 0) is closed in RM(p,∞)
and

‖Tg − Thn
‖ = ‖Tg−hn

‖ ≤ Cp‖g − hn‖B → 0,

where hn are polynomials such that ‖g − hn‖B → 0.

However, the reverse implication does not hold as next example shows. That is, the
compactness cannot be characterized by the property of sending the big-O space into the
little-o space, despite what happens in other spaces of holomorphic functions (see, i.e., [4]
for mixed norm spaces, [5] for weighted Banach spaces, and [7] for the Bloch space and
BMOA).

Example 5.5. Let 1 ≤ p < +∞ and g(z) = − log(1 − z). Then g ∈ B \ B0 and
Tg(RM(p,∞)) ⊂ RM(p, 0).

Proof. Fix f ∈ RM(p,∞) such that ρp,∞(f) ≤ 1. By Proposition 3.5, in order to prove
that Tg(f) ∈ RM(p, 0), it is enough to show

lim
ρ→1−

sup
θ

(
ˆ 1

ρ

|f(reiθ)g′(reiθ)|p(1− r)p dr

)1/p

= 0.
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Suppose by contradiction that there are a constant c > 0 and sequences {ρk} → 1 and
{θk} in (−π, π) such that

(
ˆ 1

ρk

|f(reiθk)|p (1− r)p

|1− reiθk |p dr
)1/p

> c.

Notice that the sequence {θk} must converge to 0. Indeed, using that |1 − eiθk | ≤
2|1− reiθk | and that ρk → 1 we have

c <

(
ˆ 1

ρk

|f(reiθk)|p (1− r)p

|1− reiθk |p dr
)1/p

< 2

(
ˆ 1

0

|f(reiθk)|p (1− ρk)
p

|1− eiθk |p dr
)1/p

< 2
(1− ρk)

|1− eiθk |
so that it holds that θk → 0.
Claim 1. There is δ > 0 such that if θ ∈

[−π
4
, π
4

]

\ {0} and 1 > r > 1 − δ|θ|, then
∣

∣

∣

1−r
1−reiθ

∣

∣

∣
< c/4.

Proof of Claim 1. Notice 1
2
< 1−cos(θ)

θ2/2
< 1 for θ ∈ [−π/4, π/4] \ {0}. Therefore if

r > 1− δ|θ|, then

(1− r)2

(1− r)2 + 2r(1− cos(θ))
<

1

1 + 1−δ|θ|
2δ2

<
1

1 +
1−δ π

4

2δ2

<
c2

16

if δ is small enough and Claim 1 holds.
By Claim 1 and the fact that ρp,∞(f) ≤ 1 we have

(
ˆ 1

1−δ|θk |
|f(reiθk)|p (1− r)p

|1− reiθk |p dr
)1/p

<
c

4
.

Therefore,
ˆ 1

ρk

|f(reiθk)|p (1− r)p

|1− reiθk |p dr −
ˆ 1

1−δ|θk|
|f(reiθk)|p (1− r)p

|1− reiθk |p dr > cp − cp

4p
≥ 3

4
cp > 0,

so that 1− δ|θk| > ρk.
Now, using again Claim 1, it is obtained that

ˆ 1−δ|θk |

ρk

|f(reiθk)|p dr ≥
ˆ 1−δ|θk|

ρk

|f(reiθk)|p (1− r)p

|1− reiθk |p dr

=

ˆ 1

ρk

|f(reiθk)|p (1− r)p

|1− reiθk |p dr −
ˆ 1

1−δ|θk|
|f(reiθk)|p (1− r)p

|1− reiθk |p dr >
3

4
cp.

Claim 2. There is M > δ and k0 such that, if ρk < 1−M |θk|, then
(

ˆ 1−M |θk|

ρk

|f(reiθk)|pdr
)1/p

<
c

3
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for k > k0.
Proof of Claim 2. By Proposition 2.4(2), there is a constant C1 such that |f ′(w)| ≤
C1(1 − |w|)−1− 1

p , for all w ∈ D. Take M > max
{

δ, 4C1

c

}

and k such that M |θk| < 1 .
Then
(

ˆ 1−M |θk|

0

|f(r)− f(reiθk)|p dr
)1/p

<

(

ˆ 1−M |θk|

0

sup
w∈[r,reiθk ]

|f ′(w)|p|1− eiθk |p dr
)1/p

≤ C1|1− eiθk |
(

ˆ 1−M |θk|

0

dr

(1− r)p+1

)1/p

< C1|1− eiθk | 1

p1/pM |θk|
≤ C1

M
<
c

4
.

By the integrability of |f(r)|p in the interval [0, 1) and the fact that ρk → 1−, there exist
k0 such that for all k > k0 we have
(

ˆ 1−M |θk|

ρk

|f(reiθk)|p dr
)1/p

≤
(

ˆ 1−M |θk|

ρk

|f(reiθk)− f(r)|p dr
)1/p

+

(

ˆ 1−M |θk|

ρk

|f(r)|p dr
)1/p

≤ c

4
+

c

13
<
c

3

and Claim 2 holds.
If ρk < 1−M |θk|, it follows

ˆ 1−δ|θk |

1−M |θk|
|f(reiθk)|p dr =

ˆ 1−δ|θk |

ρk

|f(reiθk)|p dr −
ˆ 1−M |θk|

ρk

|f(reiθk)|p dr

>
3

4
cp − cp

3p
= cp

(

3

4
− 1

3p

)

≥ 5cp

12
.

If ρk > 1−M |θk|, we obtain
ˆ 1−δ|θk |

1−M |θk|
|f(reiθk)|p dr >

ˆ 1−δ|θk|

ρk

|f(reiθk)|p dr >
(

1− 1

4p

)

cp >
3cp

4
>

5cp

12
.

Therefore, there exists rk ∈ (1−M |θk|, 1− δ|θk|) such that

|f(rkeiθk)|p(M − δ)|θk| ≥
ˆ 1−δ|θk |

1−M |θk|
|f(reiθk)|p dr > 5cp

12
.

Thus

|f(rkeiθk)|(1− rk)
1/p >

51/pδ1/pc

121/p(M − δ)1/p
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what contradicts Proposition 2.4(6). �

6. Weak compactness of the integration operator Tg

It is well-known that any weakly compact integration operator on the Hardy space
H1(= RM(∞, 1)) is compact (see [17]). Since the Bergman space A1(= RM(1, 1)) is
isomorphic to ℓ1 (see [27, p. 89]) and then it has the Schur property, it also holds that
if Tg is weakly compact on A1 then it is compact. In this section, we will show that
this happens in other spaces of average radial integrability but not in all of them. When
the weak compactness does not coincide with the compactness we will provide different
characterizations.

Since RM(p, q) is reflexive if either 1 < p, q < +∞ or p = +∞ and 1 < q < +∞, the
problem we are dealing with in this section it is only interesting in the next three cases:

• 1 ≤ p ≤ +∞ and q = +∞;
• p = 1 and 1 ≤ q ≤ +∞;
• 1 ≤ p ≤ +∞ and q = 1.

There is a useful characterization of the weak compactness of Tg in terms of the norm
convergence of certain convex combinations.

Lemma 6.1. Let 1 ≤ p, q, p̃, q̃ ≤ +∞ and X a Banach space.

(1) Let T : RM(p, q) → X be a linear and bounded operator. Assume that for every
sequence {fn} in the unit ball of RM(p, q) convergent to 0 uniformly on compact
sets of D satisfies that there exist gk ∈ co{fk, fk+1, . . . } such that ‖Tgk‖ → 0 when
k → ∞. Then T is weakly compact.

(2) Assume that Tg : RM(p, q) → RM(p̃, q̃) is bounded. Then Tg : RM(p, q) →
RM(p̃, q̃) is weakly compact if and only if every sequence {fn} in the unit ball of
RM(p, q) convergent to 0 uniformly on compact sets of D satisfies that there exist
gk ∈ co{fk, fk+1, . . . } such that ρp̃,q̃(Tggk) → 0 when k → ∞.

Proof. Let us begin with (1). Assume by contradiction that T is not weakly compact.
Then there is a bounded sequence {fn} such that {Tfn} does not have weakly convergent
subsequences. Applying Montel’s theorem, there is a holomorphic function f and a sub-
sequence {fnk

} such that it converges uniformly to f on compact sets of D. By Fatou’s
Lemma, it holds that f ∈ RM(p, q). Consider the bounded sequence {hk} := {fnk

− f}.
Clearly it converges uniformly to 0 on compact sets of D. Since {Thk} does not converge
weakly to zero, there are λ ∈ X∗, δ > 0, and a subsequence {Thkj} such that

Re
(

λ
(

Thkj
))

≥ δ > 0.

By our assumption, there exists gj ∈ co{hkj , hkj+1
, . . . } such that ‖Tgj‖X → 0. But, since

Reλ(Tgj) =
∞
∑

l=j

αl,jReλ (Thkl) ≥ δ > 0,
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for certain coefficients 0 ≤ αk,j ≤ 1, with
∑∞

j=k αk,j = 1, and, for each k, the set {j ≥ k :

αk,j 6= 0} is finite, we obtain a contradiction because

0 < δ ≤ Reλ(Tgj) ≤ |λ(Tgj)| ≤ ‖λ‖ ‖Tgj‖X .
Let us prove (2). By (1), we just have to check one implication. Assume that Tg :

RM(p, q) → RM(p̃, q̃) is weakly compact. Let {fn} ⊂ BRM(p,q) be a sequence that
converges uniformly to 0 on compact sets of D. By the very definition of integration
operator, we also have that Tgfn converges to 0 uniformly on compact sets of the unit
disc. By the weak compactness of Tg, there exists a subsequence {Tgfnk

} that converges
weakly to some h ∈ H(D). Since the convergence in the weak topology implies pointwise
convergence, we have that h = 0. Therefore {Tgfnk

} converges weakly to 0. By [27,
Corollary on p. 28], we obtain that there exists gk ∈ co{fnk

, fnk+1
, . . . } ⊂ co{fk, fk+1, . . . }

such that ρp̃,q̃(Tggk) → 0. �

6.1. The case q = +∞. Unlike what happens in other spaces of holomorphic functions
(see, i.e., [4] for mixed norm spaces, [5] for weighted Banach spaces, and [7] for the Bloch
space and BMOA), Example 5.5 shows that the compactness cannot be characterized by
the property of sending the big-O space into the little-o space. Nevertheless, this property
characterizes the weak compactness in the spaces RM(p,∞) for 1 < p < +∞.

Theorem 6.2. Let 1 < p < +∞ and g ∈ B. The following are equivalent:

(1) Tg(RM(p,∞)) ⊂ RM(p, 0).
(2) Tg : RM(p, 0) → RM(p, 0) is weakly compact.
(3) Tg : RM(p,∞) → RM(p,∞) is weakly compact.

Proof. Let us recall that given a Banach space X and a bounded operator T : X → X it
holds that T is weakly compact if and only if T ∗∗ : X∗∗ → X (see [27, Theorem 6, p. 52])
if and only if T ∗∗ : X∗∗ → X∗∗ is weakly compact.

Let us consider the bounded operator Tg : RM(p, 0) → RM(p, 0). A standard argument
using Theorem 4.3 gives that the next diagram is commutative:

(RM(p, 0))∗∗
(Tg)∗∗

//

I∗∗

��

(RM(p, 0))∗∗

I∗∗

��

RM(p,∞)
Tg

// RM(p,∞)

Since I∗∗ is an isomorphism, above general results give the theorem. �

A similar result to above theorem for p = +∞ was obtained in [8]. Namely, they proved
that Tg is weakly compact on H∞ if and only if it is weakly compact on the disc algebra
and if and only if Tg sends H∞ into the disc algebra. Let us recall that the disc algebra
is the closure of the polynomials in H∞ in an analogous way to the couple RM(p, 0) and
RM(p,∞).
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Next example shows that Theorem 6.2 does not hold for p = 1.

Example 6.3. Let g(z) = − log(1− z) ∈ B \ B0. Then Tg : RM(1,∞) → RM(1, 0) fixes
a copy of ℓ1. In particular, Tg : RM(1,∞) → RM(1, 0) is not weakly compact.

Proof. By Example 5.5, Tg : RM(1,∞) → RM(1, 0) is a bounded operator. Take β ≥ 2 a
natural number and write δ := 2

3
β

1+β
. Notice that the sequence {Tg(βnzβ

n

)} converges to
zero uniformly on compact subsets of D. Consider the sequence of functions fn : [0, 1) → C

given by fn(r) := Tg(β
nzβ

n

)(r) for r ∈ [0, 1). Notice that
ˆ 1

0

∣

∣Tg(β
nzβ

n

)(r)
∣

∣ dr =

∣

∣

∣

∣

ˆ 1

0

ˆ r

0

βn uβ
n

1− u
du dr

∣

∣

∣

∣

=

∣

∣

∣

∣

ˆ 1

0

ˆ 1

u

βn uβ
n

1− u
dr du

∣

∣

∣

∣

=
βn

1 + βn
≥ 3

2
δ

for all n ∈ N. That is, 1 ≥ ‖fn‖1 ≥ 3δ/2 for n ∈ N. Since all the functions fn are
integrable in [0, 1) and goes to zero uniformly on compacta of such interval we can choose
r1 ∈ [0, 1) and n2 such that

ˆ 1

r1

|f1| dr <
δ

2
and

ˆ r1

0

|fn2| dr <
δ

4
.

Repeating the argument we choose r2 ∈ (r1, 1) and n3 such that such that
ˆ 1

r2

|fn2 | dr <
δ

4
and

ˆ r2

0

|fn3| dr <
δ

4
.

Continuing inductively we obtain a subsequence {fnk
} and a sequence of disjoint intervals

{Ik} = {(rk−1, rk)}, setting r0 = 0, such that
ˆ

Ik

|fnk
| dr > δ and

ˆ

∪j 6=kIj

|fnk
| dr < δ

2
.

Now, we consider the operator Θ : ℓ1 → RM(1,∞) given by Θ({αk}) =
∑∞

k=1 αkβ
nkzβ

nk .
By Proposition 2.5,

ρ1,∞(Θ({αk})) = ρ1,∞

( ∞
∑

k=1

αkβ
nkzβ

nk

)

≍
( ∞
∑

k=0

|αk|βnk

βnk + 1

)

≤ ‖{αk}‖ℓ1 .

Therefore, the boundedness of Tg implies that Tg ◦Θ : ℓ1 → RM(1, 0) is continuous. On
the other hand,

ˆ 1

0

∣

∣

∣

∣

∣

∞
∑

k=1

αkfnk
(r)

∣

∣

∣

∣

∣

dr ≥
∞
∑

k=1

ˆ

Ik

(

|αk||fnk
(r)| −

∑

j 6=k

|αj||fnj
(r)|
)

dr

≥ δ
∞
∑

k=1

|αk| −
∞
∑

j=1

|αj|
∑

k 6=j

ˆ

Ik

|fnk
(r)| dr ≥ δ

∞
∑

k=1

|αk| −
δ

2

∞
∑

k=1

|αk| =
δ

2
‖{αk}‖ℓ1 .

Hence, we have that Tg : RM(1,∞) → RM(1, 0) fixes a copy of ℓ1 and we are done. �
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6.2. The case p = 1. We start with a characterization of the weak compactness of the
operator Tg : RM(1, q) → RM(1, q) in terms of non-fixing copies of ℓ1. We need the
following lemma which probably is well-known by specialist but we could not find any
reference so that we include the proof for the sake of completeness.

Lemma 6.4. Let X be a Banach space and µ a positive and finite measure on Ω. If
T : X → L1(µ) is bounded and not weakly compact, then it fixes a copy of ℓ1.

Proof. Since T (BX) is not relatively weakly compact, by [10, p. 93, Corollary], there
exists a sequence {fn} in T (BX) which is equivalent to the basis of ℓ1. That is, there is a
positive constant δ such that

‖
∑

n

αnfn‖ ≥ δ
∑

n

|αn|

for all sequences {αn} of complex numbers. Take xn ∈ BX such that T (xn) = fn. Then
∑

n

|αn| ≥ ‖
∑

n

αnxn‖ ≥ 1

||T ||‖
∑

n

αnfn‖ ≥ δ

||T ||
∑

n

|αn|

for all sequences {αn} of complex numbers and we are done. �

Proposition 6.5. Let 1 < q < +∞ and g ∈ B. The following assertions are equivalent:

(1) Tg : RM(1, q) → RM(1, q) is weakly compact.
(2) Tg : RM(1, q) → RM(1, 1) is compact.
(3) Tg : RM(1, q) → RM(1, 1) is weakly compact.
(4) Tg : RM(1, q) → RM(1, 1) does not fix a copy of ℓ1.
(5) Tg : RM(1, q) → RM(1, q) does not fix a copy of ℓ1.

Proof. It is obvious that (1) implies (5). Bearing in mind the following commutative
diagram

RM(1, q)
Tg

//

Tg

77
RM(1, q) �

�

// RM(1, 1)

it is clear that (5) implies (4). Notice that RM(1, 1) = A1 and it is isomorphic to ℓ1 [27,
Theorem 11, p. 89]. By Lemma 6.4, if Tg : RM(1, q) → RM(1, 1) does not fix a copy of
ℓ1, it is weakly compact. In addition, since RM(1, 1) is isomorphic to ℓ1, it has the Schur
property and it must be compact. Thus, (4) implies (3) and (3) implies (2). Therefore, it
remains to show that (2) implies (1).

Assume that Tg : RM(1, q) → RM(1, 1) is compact. Let {fn} ⊂ BRM(1,q) be a sequence
that converges uniformly to 0 on compact sets of D. Then, the compactness implies that
ρ1,1(Tgfn) → 0.

The value Hn(θ) :=
´ 1

0
|Tgfn(reiθ)| dr is finite for almost every θ. Since g ∈ B, there is

a constant C > 0 such that ‖Hn‖Lq(T) = ρ1,q(Tg(f)) ≤ C. Moreover, limn ‖Hn‖L1(T) = 0.
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Therefore, we obtain a subsequence {Hnk
} such that Hnk

→ 0 weakly in Lq(T). Hence,
there is Fk ∈ co{Hnk

, Hnk+1
, . . . } such that ‖Fk‖Lq(T) → 0 (see [27, Corollary on p. 28]).

Write

Fk =

∞
∑

j=k

αk,jHnj
,

where αk,j ≥ 0,
∑∞

j=k αk,j = 1, and, for each k, the set {j ≥ k : αk,j 6= 0} is finite. The
functions

gk :=

∞
∑

j=k

αk,jfnj
,

belong to RM(1, q) and
ˆ 1

0

|Tggk(reiθ)| dr ≤
∞
∑

j=k

αk,jHnj
= Fk(θ).

It follows that ρ1,q(Tggk) → 0, as k → ∞. Using Lemma 6.1 we conclude that Tg :
RM(1, q) → RM(1, q) is weakly compact. �

The main result of this section provides a characterization of the weak compactness of
the operator Tg : RM(1, q) → RM(1, q) in terms of the symbol g. For this purpose, we
introduce a pointwise version of the little Bloch space.

Definition 6.6. The weakly little Bloch space, denoted by B0,w, is the closed subspace
of B consisting of analytic functions f ∈ B with

lim
r→1

(1− r2)|f ′(reiθ)| = 0,

for almost every eiθ ∈ T.

As far as we know, this space appeared firstly in [19]. We are going to prove that
Tg : RM(1, q) → RM(1, q) is weakly compact if and only g ∈ B0,w. Next theorem provides
one of the implications. A preliminary lemma is needed.

Lemma 6.7. Given B, c > 0 there exists δ ∈ (0, 1/2) such that for g ∈ B satisfying
|g′(z)|(1− |z|) ≤ B, for all z ∈ D, η ∈ (0, 1/2) and eia ∈ T satisfying

(6.1) |g′((1− η)eia)|η > 2c,

we have

|g′(reiθ)| > c

η
,

whenever |r − (1− η)| < δη and |θ − a| < δη.
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Proof. It is not difflcult to show (see for instance the proof of [12, Theorem 5.5]) that if
g ∈ B satisfies (6.4) for B > 0, then it also satisfies

(6.2) |g′′(z)| ≤ 4B

(1− |z|)2 , for all z ∈ D.

Assume now that η ∈ (0, 1/2) and eia ∈ T satisfy (6.1), and pick any δ ∈ (0, 1/2). If
|r− (1− η)| < δη and |θ− a| < δη, then |reiθ − (1− η)eia| ≤ 2ηδ and every point w in the
segment joining reiθ and (1− η)eia has module |w| ≤ (1− η) + δη. Hence, for all these w,
we have

|g′′(w)| ≤ 4B

(1− δ)2η2

and, by the mean value inequality,

|g′((1− η)eia)− g′(reiη)| ≤ 8Bηδ

(1− δ)2η2
≤ 32Bδ

η
≤ c

η
,

if δ ≤ c/32B. The lemma follows since, by (6.1),

|g′(reiθ)| ≥ |g′((1− η)eia)| − c

η
>

2c− c

η
=
c

η
.

�

Theorem 6.8. Let 1 < q < +∞ and g ∈ B r B0,w. Then the operator

Rg : RM(1, q) → L1([0, 1)× T)

defined by

Rg(f)(r, e
iθ) := f(reiθ)g′(reiθ)(1− r), r ∈ [0, 1), eiθ ∈ T,

is not weakly compact.

Proof. We will denote by m both the Lebesgue measure on [0, 1) and the arc length mea-
sure on T, and by m2 the product measure m2 = m⊗m on [0, 1)× T. In order to prove
that Rg is not weakly compact, and using the Dunford-Pettis Theorem (see, e.g. [11,
Theorem 15, p. 76] or [27, p. 137]), we need to show that the image by Rg of the unit
ball of RM(1, q) is not uniformly integrable. This will be done if we show the existence
of two constants C, α > 0 such that, for every ε > 0, there exits f ∈ RM(1, q) and a
measurable set D ⊂ [0, 1)× T such that

(6.3) (a) m2(D) < ε, (b) ρ1,q(f) ≤ C, and (c)
ˆ

D

|Rg(f)| dm2 > α.

The condition g ∈ B r B0,w yields the existence of two constants B, c > 0 and a
measurable set A ⊂ T of positive measure such that

(6.4) |g′(z)|(1− |z|) ≤ B, for all z ∈ D,
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and

(6.5) lim sup
r→1−

|g′(reiθ)|(1− r) > 2c, for every eiθ ∈ A.

We assume that m(A) > β > 0. Finally take M > 1 big enough (to be determined later).
In order to get the conditions in (6.3), fix ε ∈ (0, 1). For every eia ∈ A, there exists

εa ∈ (0, ε/4π) such that

(6.6) |g′((1− εa)e
ia)|εa > 2c.

Recall that M > 1 is big enough and consider, for every eia ∈ A, the open arc

Ja := {eit : t ∈ (a−Mεa, a+Mεa)}.
The family of all these arcs is a covering of A. So passing first through a compact set
K ⊂ A with m(K) > β in order to get a finite covering and then using Hardy-Littlewood
covering lemma (see for instance [26, Lemma 7.3]) there exist N ∈ N and a1, a2, . . . , aN
such that {Jak : k = 1, 2, . . . , N} is a family of pairwise disjoint arcs with

(6.7)
N
∑

k=1

m(Jak) > β/3.

We will put εk and Jk instead of εak and Jak respectively. From (6.7) we get

(6.8)
N
∑

k=1

εk >
β

6M
.

We will also consider the arcs

Lk := {eit : t ∈ [ak − δεk, ak + δεk]},
where δ is the one in Lemma 6.7, and the subsets of [0, 1)× T,

Dk := [1− εk − δεk, 1− εk + δεk]× Lk, D =

N
⋃

k=1

Dk.

Observe that D is a compact subset of (1− ε/2π, 1)× T and therefore

m2(D) <
ε

2π
2π = ε.

This yields (6.3)(a).
Let us define the function f . Consider, for z ∈ D,

(6.9) uk(z) =
ε2k

(

z − (1 + εk)eiak
)3 , and f(z) =

N
∑

k=1

uk(z).
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For every eiθ ∈ T and 1 ≤ k ≤ N , define

ϕk(e
iθ) =

ˆ 1

0

|uk(reiθ)| dr.

We will use the following estimate about ϕm to be proved later.
Claim. Let θ ∈ R such that |θ − ak| ≤ π. Then

ϕk(e
iθ) ≤ min

{

1,
8ε2k

|θ − ak|2
}

.

We prove this claim at the end of the proof.
Observe that, if (r, eiθ) ∈ Dk, then

|reiθ−(1+εk)e
iak | ≤ r|eiθ−eiak |+(1+εk)−r ≤ rδεk+(1+εk)−(1−εk−δεk) ≤ 2(1+δ)εk < 3εk,

consequently

|uk(reiθ)| ≥
ε2k

(3εk)3
=

1

27εk
,

and, by Lemma 6.7 with εk in the place of η,

|uk(reiθ)||g′(reiθ)|(1− r) ≥ 1

27εk

c

εk
(1− δ)εk ≥

c(1− δ)

27εk
,

and

(6.10)
ˆ

Dk

|Rguk| dm2 ≥ m2(Dk)
c(1− δ)

27εk
=

(2δεk)
2c(1− δ)

27εk
≥ cδ2εk

14
.

Therefore, for every k, we have, since |Rgh(r, e
iθ)| ≤ B|h(reiθ)|,

ˆ

Dk

|Rgf | dm2 ≥
ˆ

Dk

|Rguk| −
∑

j 6=k

ˆ

Dk

|Rguj| dm2 ≥
cδ2

14
εk −B

∑

j 6=k

ˆ

Lk

ϕj(e
iθ) dm(eiθ).

As Lk ⊂ Jk and the Jk’s are pairwise disjoint, so are the Lk’s and the Dk’s. Hence,
adding up these inequalities from k = 1 to k = N , using (6.7) and taking into account
that Lk ⊂ T \ Jj , for k 6= j, we get

ˆ

D

|Rgf | dm2 =

N
∑

k=1

ˆ

Dk

|Rgf | dm2 ≥
cδ2

14

N
∑

k=1

εk − B

N
∑

j=1

N
∑

k=1,k 6=j

ˆ

Lk

ϕj(e
iθ) dm(eiθ)

≥cδ
2

14

N
∑

k=1

εk −B
N
∑

j=1

ˆ

T\Jj
ϕj(e

iθ) dm(eiθ).

By the Claim, we have
ˆ

T\Jj
ϕj(e

iθ) dm(eiθ) =

ˆ

Mεj<|θ−aj |<π

ϕj(e
iθ) dθ ≤ 2

ˆ π

Mεj

8ε2j
t2

dt ≤ 16ε2j

ˆ +∞

Mεj

dt

t2
=

16ε2j
Mεj

.
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Putting together the last two estimates, if M > 2×16×14
cδ2

B, we obtain

ˆ

D

|Rgf | dm2 ≥
(cδ2

14
− 16B

M

)

N
∑

k=1

εk ≥
cδ2

28

N
∑

k=1

εk,

and, by (6.8),
ˆ

D

|Rgf | dm2 ≥
cδ2

28

β

6M
=

cδ2β

168M
:= α.

We have established (6.3) (c).
Now we prove the bound for ρ1,q(f). Naturally we have

ρ1,q(f) ≤
(

1

2π

ˆ π

−π

(

N
∑

k=1

ϕk(e
iθ)
)q

dθ

)1/q

.

In order to apply the estimate in the Claim, the condition |θ−ak| ≤ π has to be satisfied.
Let us assume that all the ak’s belong to the interval [0, 2π), then, for all θ ∈ (−π, π],
either |θ − ak| ≤ π or |θ − (ak − 2π)| ≤ π. Define

I+k := [ak − εk, ak + εk] and I−k := [ak − 2π − εk, ak − 2π + εk].

Observe that, if g is the characteristic function of the interval [a− ε, a+ ε] and Mg is its
Hardy-Littlewood maximal function, we have Mg(t) = 1, if t ∈ (a − ε, a + ε), and, for
t /∈ (a− ε, a+ ε),

Mg(t) ≥ 1

2|t− a|

ˆ t+|t−a|

t−|t−a|
g(t) dt =

ε

2|t− a| .

Now if g+k is the characteristic function of I+k and g−k is the characteristic function of I−k ,
using the Claim, we have, for every θ ∈ (−π, π],

ϕk(e
iθ) ≤ 32

[(

Mg+k
)2
(θ) +

(

Mg−k
)2
(θ)
]

.

Therefore,

ρ1,q(f) ≤ 32

(
ˆ

R

(

N
∑

k=1

[(

Mg+k
)2
(t) +

(

Mg−k
)2
(t)
]

)q

dt

)1/q

= 32‖H‖2L2q(R),

where

H =
(

N
∑

k=1

[(

Mg+k
)2

+
(

Mg−k
)2]
)1/2

.

Applying [14, Theorem 1], there exists a constant A2,2q > 0 such that

‖H‖L2q(R) ≤ A2,2q‖h‖L2q(R), for h =
(

∑

k

[(g+k )
2 + (g−k )

2]
)1/2

.
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Since all the intervals I+k ’s and I−k ’s are pairwise disjoint, we see easily that h is the
characteristic of the union of all these intervals and so ‖h‖2q ≤ (4π)1/2q. Finally we get

ρ1,q(f) ≤ 32‖H‖2L2q(R) ≤ 32A2
2,2q‖h‖2L2q(R) ≤ 32A2

2,2q(4π)
1/2q =: C,

and we finish because we have proved (6.3) (b).
Proof of the Claim. By rotation invariance, we can assume ak = 0. Then, for all
θ ∈ [−π, π] and all r ∈ [0, 1], we have |reiθ − (1 + εk)| ≥ |(1 + εk) − r|. This yields
|uk(reiθ)| ≤ |uk(r)|, and

(6.11) ϕk(e
iθ) ≤ ϕk(e

i0) =

ˆ 1

0

ε2k
(1 + εk − r)3

dr =
( ε2k
2(1 + εk − r)2

]r=1

r=0
≤ 1

2
≤ 1.

On the other side, for all z = reiθ ∈ D, we have

(6.12) |1 + εk − z| ≥ |1− z| ≥
{

| sin θ| ≥ 2|θ|/π, if 0 < |θ| < π/2,

1, if π/2 ≤ |θ| ≤ π.

Therefore, if π/2 ≤ |θ| ≤ π, we have

|1− reiθ|3 ≥ |1− reiθ|2 = 1 + r2 − 2r cos θ ≥ 1 + r2 and |uk(reiθ)| ≤
ε2k

1 + r2
.

Integrating

(6.13) ϕk(e
iθ) ≤ ε2k

ˆ 1

0

dr

1 + r2
=
πε2k
4

≤ π3

32

8ε2k
|θ|2 ≤ 8ε2k

|θ|2 , if
π

2
≤ |θ| ≤ π.

For 1 ≤ |θ| ≤ π/2, we use the first case in (6.12). We have

(6.14) ϕk(e
iθ) ≤ ε2k

( π

2|θ|
)3

≤ π3ε2k
8|θ|2 =

π3

64

8ε2k
|θ|2 ≤ 8ε2k

|θ|2 , if 1 ≤ |θ| ≤ π

2
.

Finally, for |θ| < 1, we have

ϕk(e
iθ) ≤ ε2k

ˆ 1

0

dr

|1− reiθ|3 ≤ ε2k

ˆ 1−|θ|

0

dr

(1− r)3
+ ε2k

ˆ 1

1−|θ|

π3

8|θ|3 dr,

and we get

(6.15) ϕk(e
iθ) ≤ ε2k

( 1

2|θ|2 +
π3

8|θ|2
)

≤
(1

2
+
π3

8

) ε2k
|θ|2 ≤ 8ε2k

|θ|2 , if 0 ≤ |θ| < 1.

Putting together (6.11), (6.13), (6.14), and (6.15), the lemma follows. �

Theorem 6.9. Let 1 < q < +∞ and g ∈ B. Then Tg : RM(1, q) → RM(1, q) is weakly
compact if and only if g ∈ B0,w.
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Proof. Assume that g ∈ B0,w. For each ε, δ > 0, we set

A(δ, ε) :=
{

θ ∈ T : (1− r)|g′(reiθ)| < ε, for all r ∈ (1− δ, 1)
}

.

Fixed m ∈ N. By hypothesis, we have that

m

(

A

(

1

n
,
1

2m

))

→ 1

for n → ∞. Moreover, it can be seen that A
(

1
n
, 1
2m

)

⊂ A
(

1
n+1

, 1
2m

)

. Hence, for each
m ∈ N there is nm ∈ N such that

m

(

A

(

1

nm

,
1

2m

))

> 1− 1

m2
.

So, we have that

(6.16) lim
k→∞

m

(

⋂

m≥k

A

(

1

nm
,
1

2m

)

)

= 1.

Fix ε > 0, by (6.16), there is k = k(ε) such that m(Aε) > 1− ε where

(6.17) Aε :=
⋂

m≥k

A

(

1

nm

,
1

2m

)

.

This means that given θ ∈ Aε, for each m ≥ k,

(1− r)|g′(reiθ)| < 1/2m

whenever 1− 1/nm < r < 1.
To obtain the weak compactness, we apply Lemma 6.1. Let {fn} ∈ BRM(1,q) be a

sequence uniformly convergent to 0 on compact sets. Define the functions

Hn(θ) :=

ˆ 1

0

|fn(reiθ)g′(reiθ)|(1− r) dr and Fn(θ) :=

ˆ 1

0

|fn(reiθ)| dr.

Using that Tg is bounded on RM(1, q) and Proposition 3.2, the sequence {Hn} is bounded
on Lq(T). Then, by the reflexivity of this space, we can find a subsequence {Hnk

}
convergent in the weak topology to a function h ∈ Lq(T). Therefore, there is Gk ∈
co{Hnk

, Hnk+1
, . . . } such that ‖Gk − h‖Lq(T) → 0. We claim that h = 0. To settle this

fact, fix ε > 0. By (6.17), there are N = N(ε) ∈ N and a measurable set Aε with
m(Aε) > 1− ε and for every θ ∈ Aε and m ≥ N ,

(1− r)|g′(reiθ)| < 1/2m

whenever 1 − 1/nm < r < 1. We may assume that 1/2N < ǫ and that for m ≥ N and
r < 1− 1/nN ,

|fm(reiθ)g′(reiθ)|(1− r) ≤ ε
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(remember that the sequence {fn} converge uniformly to 0 on the disc center at 0 and
radius 1− 1/2N). Thus, for n ≥ N and θ ∈ Aε,

Hn(θ) =

ˆ 1−1/nN

0

|fn(reiθ)g′(reiθ)|(1− r) dr +

ˆ 1

1−1/nN

|fn(reiθ)g′(reiθ)|(1− r) dr

≤ ε+ εFn(θ)

(6.18)

So, it follows that ‖HnχAε
‖Lq(T) ≤ 2ε for all n > N . Hence, ‖GnχAε

‖Lq(T) < 3ε for
n large enough. This implies that hχAε

= 0. The arbitrariness of ε and the fact that
m(Aε) > 1− ε implies that h = 0 and ‖Gk‖Lq(T) → 0.

Notice that we can express Gk in the following way

Gk =

∞
∑

j=k

αk,jHnj

where αk,j ≥ 0,
∑∞

j=k αk,j = 1 and, for each k, the set {j ≥ k : αk,j 6= 0} is finite. Thus
the functions

gk :=
∞
∑

j=n

αk,jfnj
,

are well-defined and it follows that
ˆ 1

0

|Tggk| dr ≤
∞
∑

j=k

αk,jHnj
= Gk(θ).

Hence ρ1,q(Tggk) → 0 when k → ∞. Therefore, using Lemma 6.1 we conclude that
Tg : RM(1, q) → RM(1, q) is weakly compact.

For the converse implication assume that g ∈ B \ B0,w. By Propositions 3.2 and 3.12,
given f ∈ RM(1, q), it holds that ρ1,q(Tgf) ≍ ‖Rgf‖Lq(T,L1([0,1])) where Rg is the operator
introduced in Theorem 6.8 with the identification Lq(T, L1([0, 1])) ⊂ L1(T, L1([0, 1])) =
L1([0, 1) × T). Therefore, Rg : RM(1, q) → L1([0, 1) × T) is bounded and not weakly
compact. By Lemma 6.1, there exists a sequence {fn} in the unit ball of RM(1, q)
convergent to 0 uniformly on compact sets of D such that no convex combination gk ∈
co{fk, fk+1, . . . } satisfies that ‖Rggk‖L1(T,L1([0,1])) → 0 when k → ∞. Applying again
Propositions 3.12, no convex combination gk ∈ co{fk, fk+1, . . . } satisfies that ρ1,1(Tggk) →
0 when k → ∞. By Lemma 6.1, Tg : RM(1, q) → RM(1, 1) is not weakly compact and,
by Proposition 6.5, Tg : RM(1, q) → RM(1, q) is not weakly compact. �

We point out that beyond what it seems in Proposition 6.5, the weak compactness
Tg : RM(1, q) → RM(1, q) does not depend on q when it runs the interval q ∈ (1,+∞).
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Remark 6.10. Using [25, Proposition 5.4, p. 601], there are g1, g2 ∈ B such that

|g′1(z)| + |g′2(z)| ≥
1

1− |z| , for all z ∈ D.

Therefore either g1 or g2 does not belong to B0,w, so that B \B0,w is not empty. Moreover
the function g(z) = log(1 − z), z ∈ D, belongs to B0,w \ B0. In fact, writing gθ(z) =

log(1− zeiθ) for θ ∈ [0, π) and z ∈ D, one can see that ‖gθ − gθ̃‖B ≥ 1 if θ 6= θ̃. Then B0,w

is a non-separable closed subspace of B. The separability of B0 and the non-separability
of B0,w show that the second one is much bigger than the first one. Therefore there are
integral operators Tg bounded and not weekly compact on RM(1, q) and integral operators
Tg weakly compact and not compact.

Remark 6.11. By [24, Proposition 4.8], if g ∈ H(D) and Im g has a finite angular limit at
eit, then (z − eit)g′(z) has angular limit 0 at eit. This result implies that if g ∈ B and
Im g has a finite angular limit at eit for almost every eit ∈ T, then g ∈ B0,w. In particular,
Hp ⊂ B0,w. This last inclusion was firstly noticed by Pavlović [19, Corollary, 2.1].

6.3. The case q = 1. To finish, we turn our attention to the weak compactness of
Tg : RM(p, 1) → RM(p, 1). The following three lemmas will be necessary to give a
characterization of the weak compactness of Tg by means of sequences in (RM(p, 1))∗

which are equivalent to the basis of c0.

Lemma 6.12. Let 1 ≤ p ≤ +∞ and let {zn} be such that there are constants C1, C2, C3 >
0 satisfying:

(1)
∑∞

n=1 |f(zn)|(1− |zn|)1+
1
p ≤ C1ρp,1(f) for all f ∈ RM(p, 1).

(2) For all m ∈ N, there is fm ∈ RM(p, 1) with ρp,1(fm) ≤ C2 such that

|fm(zm)|(1− |zm|)1+
1
p ≥ 1

C3

,
∑

n 6=m

|fm(zn)|(1− |zn|)1+
1
p ≤ 1

2C3

.

Then {(1− |zn|)1+
1
p δzn} is equivalent to the basis of c0 in (RM(p, 1))∗.

Proof. We will present the proof for p finite, being the other case similar. It is sufficient
to prove that there are constants A > 0 and B > 0 such that

A max
1≤k≤N

{|αk|} ≤
∥

∥

∥

∥

∥

N
∑

k=1

αk(1− |zk|)1+
1
p δzk

∥

∥

∥

∥

∥

(RM(p,1))∗

≤ B max
1≤k≤N

{|αk|}

for every N and for every sequence {αk}.
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First, using assertion (1) and Proposition 2.4, we have that

∥

∥

∥

∥

∥

N
∑

k=1

αk(1− |zk|)1+
1
p δzk

∥

∥

∥

∥

∥

(RM(p,1))∗

= sup
f∈BRM(p,1)

∣

∣

∣

∣

∣

N
∑

k=1

αk(1− |zk|)1+
1
pf(zk)

∣

∣

∣

∣

∣

≤ max
1≤k≤N

{|αk|} sup
f∈BRM(p,1)

∞
∑

k=1

|f(zk)|(1− |zk|)1+
1
p ≤ C1 max

1≤k≤N
{|αk|}.

The remaining inequality proceeds as follows employing this time assertion (2). We
choose m such that max1≤k≤N{|αk|} = |αm|. Then, we obtain that

∥

∥

∥

∥

∥

N
∑

k=1

αk(1− |zk|)1+
1
p δzk

∥

∥

∥

∥

∥

(RM(p,1))∗

≥ 1

C2

∣

∣

∣

∣

∣

N
∑

k=1

αk(1− |zk|)1+
1
p fm(zk)

∣

∣

∣

∣

∣

≥ |αm|
C2

(1− |zm|)1+
1
p |fm(zm)| −

1

C2

N
∑

k=1, k 6=m

|αk|(1− |zk|)1+
1
p |fm(zk)|

≥ 1

2C2C3

max
1≤k≤N

{|αk|}.

�

Lemma 6.13. Let c ∈ (0, 1/2), then there are two constants µ1, µ2, depending only on c,
such that for all f ∈ H(D)

|f(z)| ≤ µ1

(1− |z|)2
ˆ θ+c(1−r)

θ−c(1−r)

(

ˆ r+c(1−r)

r−c(1−r)

|f(ρeit)| dρ
)

dt,

(1− |z|)|f ′(z)| ≤ µ2

(1− |z|)2
ˆ θ+c(1−r)

θ−c(1−r)

(

ˆ r+c(1−r)

r−c(1−r)

|f(ρeit)| dρ
)

dt,

where z = reiθ with 1 > r ≥ 1
2
.

Proof. We will prove the first inequality, since the proof of the last one is analogous.

Let c ∈ (0, 1/2), z = reiθ ∈ D and f ∈ H(D). It can be proved that for λ ∈
(

0, 1√
4+c2

)

we have that

D(z, λc(1− |z|)) ⊂
{

ρeit ∈ D : ρ ∈ I, t ∈ J
}

where I = [r − c(1− r), r + c(1− r)] and J = [θ − c(1− r), θ + c(1− r)].
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Applying the mean value inequality over D(z, λc(1− |z|)) we have that

|f(z)| ≤ 1

πλ2c2(1− r)2

ˆ

D(z,λc(1−|z|))
|f(w)| dw

≤ 1

πλ2c2(1− r)2

ˆ θ+c(1−r)

θ−c(1−r)

(

ˆ r+c(1−r)

r−c(1−r)

|f(ρeit| dρ
)

dt.

�

Lemma 6.14. Let 1 ≤ p < +∞ and {zk} ⊂ D \ 1
2
D such that 1−|zn+1|

1−|zn| ≤ β
n2 with

β ∈
(

0, 1

1+2
4+ 1

p

)

. Then both {(1− |zn|)1+
1
p δzn} and {(1− |zn|)2+

1
p δ′zn} are equivalent to

the basis of c0 in (RM(p, 1))∗.

Proof. We will prove the result just for {(1 − |zn|)1+
1
p δzn} using Lemma 6.12 and omit

the proof of the other case because it can be obtained following a similar argument. Set
zn = rne

iθn and εn = 1− rn. For a certain constant c ∈ (0, 1/2) we define the sets

In := [θn − c(1− rn), θn + c(1− rn)]

and
Jn := [rn − c(1− rn), rn + c(1− rn)].

Now, we denote by An := ∪k>nIk where m(An) ≤
∑∞

k=n+1 2cεk ≤ 1
n2 εn.

Let f ∈ BRM(p,1). Applying Lemma 6.13 to each element of the sequence {zn}, we
obtain that

(1− |zn|)1+
1
p |f(zn)| ≤

µ1

ε
1/p′
n

ˆ

In

ˆ

Jn

|f(ρeit)| dρ dt.

We split the integrals, apply Hölder’s inequality in the first integral and Proposition 2.4(1)
in the second integral:

(1− |zn|)1+
1
p |f(zn)| ≤

µ1

ε
1/p′
n

ˆ

In\An

ˆ

Jn

|f(ρeit)| dρdt+ µ1

ε
1/p′
n

ˆ

An

ˆ

Jn

|f(ρeit)| dρ dt

≤ µ1(2cεn)
1/p′

ε
1/p′
n

ˆ

In\An

(
ˆ

Jn

|f(ρeit)|p dρ
)1/p

dt+
Cµ1m(An)m(Jn)

ε
1/p′
n (1− (rn + c(1− rn)))

1+ 1
p

≤ µ1(2c)
1/p′

ˆ

In\An

(
ˆ

Jn

|f(ρeit)|p dρ
)1/p

dt +
2Ccµ1

n2(1− c)1+
1
p

.

Since {In \ An} are disjoint sets, we have that
∞
∑

n=1

(1− |zn|)1+
1
p |f(zn)| ≤ µ1(2c)

1/p′ +
π2Ccµ1

3(1− c)1+
1
p

= C1.
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Hence, we have proved that the sequence {zn} satisfies statement (1) of Lemma 6.12. To
prove the remaining condition we consider the family of holomorphic functions fn(z) :=

1−rn

(1−znz)
2+ 1

p
, z ∈ D. We have to show that {fn} satisfies statement (2) of Lemma 6.12.

Let us see that ρp,1(fn) . 1. First of all, we observe that

ρp,1(fn) =

ˆ 2π

0

(
ˆ 1

0

(1− rn)
p

|1− znreiθ|2p+1
dr

)1/p
dθ

2π

≤ 8(1− rn)

ˆ π/4

0

(
ˆ 1

0

1

|1− rrneiθ|2p+1
dr

)1/p
dθ

2π
.

Since |1− rrne
iθ| ≥ 1

4
θ whenever 0 ≤ θ ≤ π/4 and 1 ≥ r ≥ 1−θ

rn
, we have

ˆ π/4

0

(
ˆ 1

0

1

|1− rrneiθ|2p+1
dr

)1/p
dθ

2π
≤
ˆ 1−rn

0

(
ˆ 1

0

1

|1− rrneiθ|2p+1
dr

)1/p
dθ

2π

+

ˆ π/4

1−rn

(

ˆ
1−θ
rn

0

1

|1− rrneiθ|2p+1
dr +

ˆ 1

1−θ
rn

1

|1− rrneiθ|2p+1
dr

)1/p
dθ

2π

≤
ˆ 1−rn

0

(
ˆ 1

0

1

(1− rrn)2p+1
dr

)1/p
dθ

2π

+

ˆ π/4

1−rn

(

ˆ
1−θ
rn

0

1

(1− rrn)2p+1
dr + 42p+1

ˆ 1

1−θ
rn

1

θ2p+1
dr

)1/p
dθ

2π

≤ 1− rn
2π(2prn)1/p

(

1

(1− rn)2p

)1/p

+ 43
ˆ π/4

1−rn

(

1

2prn

(

1

θ2p

)

+
1

θ2p+1

(

1− 1− θ

rn

))1/p
dθ

2π

≤ 1

2π(2prn)1/p(1− rn)
+ 43

(2p+ 1)1/p

2π(2prn)1/p

ˆ π/4

1−rn

1

θ2
dθ

2π

≤ 1

2π(2prn)1/p(1− rn)
+ 43

(2p+ 1)1/p

2π(2prn)1/p(1− rn)
≤ 43

(2p+ 1)1/p + 1

2π(2prn)1/p(1− rn)
.

Therefore, we conclude that

ρp,1(fn) ≤ 43
(2p+ 1)1/p + 1

p1/p
= C2.

To finish the proof, we have to show that for a certain constant C3 > 0 it holds

|fm(zm)|(1− |zm|)1+
1
p ≥ 1

C3
,

∑

n 6=m

|fm(zn)|(1− |zn|)1+
1
p ≤ 1

2C3
.
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It is easy to see that

|fm(zm)|(1− |zm|)1+
1
p =

1− rm

(1− r2m)
2+ 1

p

(1− rm)
1+ 1

p =
1

(1 + rm)
2+ 1

p

≥ 1

22+
1
p

=:
1

C3
> 0.

If k > m then

|fm(zk)|(1− |zk|)1+
1
p ≤ 1− rm

(1− rm)
2+ 1

p

(1− rk)
1+ 1

p =

(

εk
εm

)1+ 1
p

.

And if k < m, then

|fm(zk)|(1− |zk|)1+
1
p ≤ 1− rm

(1− rk)
2+ 1

p

(1− rk)
1+ 1

p =
εm
εk
.

Now, bearing in mind that 0 < β < 1

1+2
4+ 1

p
such that εn+1

εn
< β for all n, we obtain that

∑

k 6=m

|fm(zk)|(1− |zk|)1+
1
p <

∞
∑

k=m+1

βk+ k
p +

m−1
∑

k=1

βk ≤ β1+ 1
p

1− β1+ 1
p

+
β − βm

1− β
<

2β

1− β
<

1

2C3

.

Therefore, applying Lemma 6.12 we have proved that {(1− |zn|)1+
1
p δzn} is equivalent

to the basis of c0 in (RM(p, 1))∗. �

As consequence of these lemmas we obtain a characterization of the weak compactness
of Tg : RM(p, 1) → RM(p, 1).

Theorem 6.15. Let g ∈ B and 1 ≤ p < +∞. If Tg : RM(p, 1) → RM(p, 1) is not
compact, then T ∗

g fixes a copy of c0.

Proof. Since g ∈ B and Tg : RM(p, 1) → RM(p, 1) is not compact, by Theorem 5.3, there
are constants C, δ > 0 and a sequence {zn} where |zn| → 1 such that

δ ≤ |g′(zn)|(1− |zn|) ≤ C.

Using that

T ∗
g ((1− |zn|)2+

1
p δ′zn) = g′(zn)(1− |zn|)2+

1
p δzn, |g′(zn)|(1− |zn|)2+

1
p ≍ (1− |zn|)1+

1
p ,

and extracting a subsequence such that
1−|znk+1

|
1−|znk

| ≤ β
k2

with β ∈
(

0, 1

1+2
4+ 1

p

)

, by Lemma

6.14, we conclude that T ∗
g fixes a copy of c0. �

Corollary 6.16. Let g ∈ B and 1 ≤ p < +∞. Then the following are equivalent:

(1) Tg : RM(p, 1) → RM(p, 1) is not compact;
(2) T ∗

g fixes a copy of c0;
(3) Tg fixes a copy of ℓ1.
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Proof. Being clear that (3) implies (1) and, using Theorem 6.15, that (1) implies (2), we
just have to justify that (2) implies (3). But this is a consequence of the fact that if
the adjoint of a bounded operator between two Banach spaces fixes a copy of c0, then
the operator fixes a copy of ℓ1. This result is probably well-known by specialist (and
essentially due to C. Bessaga and A. Pełczyński), but we could not find any reference
so that we schedule its proof for the sake of completeness. Assume that T : X → Y is
bounded and T ∗ is fixes a copy of c0. Then T ∗ is unconditionally converging ([6], [10,
Exercise 8, page 54]), so that T is not an ℓ1-cosingular operator ([21], [16, page 273]). But
a standard argument shows that in this case T fixes a copy of ℓ1. �

It is worth pointing out that if an operator fixes a copy of ℓ1 then, in general, its adjoint
does not fix a copy of c0 [16, Example 1.2].

Corollary 6.17. Let g ∈ B and 1 ≤ p < +∞. Then Tg : RM(p, 1) → RM(p, 1) is weakly
compact if and only if it is compact (and if and only if g ∈ B0).
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