
Journal of the Minnesota Academy of Science Journal of the Minnesota Academy of Science 

Volume 28 Number 1 Article 11 

1960 

Physiologic Circadian Systems Physiologic Circadian Systems 

Franz Halberg 

Ruth Loewenson 

Ralph Winter 

Jacob Bearman 

Galen H. Adkins 

Follow this and additional works at: https://digitalcommons.morris.umn.edu/jmas 

 Part of the Medical Sciences Commons 

Recommended Citation Recommended Citation 
Halberg, F., Loewenson, R., Winter, R., Bearman, J., & Adkins, G. H. (1960). Physiologic Circadian Systems. 
Journal of the Minnesota Academy of Science, Vol. 28 No.1, 53-75. 
Retrieved from https://digitalcommons.morris.umn.edu/jmas/vol28/iss1/11 

This Article is brought to you for free and open access by the Journals at University of Minnesota Morris Digital 
Well. It has been accepted for inclusion in Journal of the Minnesota Academy of Science by an authorized editor of 
University of Minnesota Morris Digital Well. For more information, please contact skulann@morris.umn.edu. 

https://digitalcommons.morris.umn.edu/jmas
https://digitalcommons.morris.umn.edu/jmas/vol28
https://digitalcommons.morris.umn.edu/jmas/vol28/iss1
https://digitalcommons.morris.umn.edu/jmas/vol28/iss1/11
https://digitalcommons.morris.umn.edu/jmas?utm_source=digitalcommons.morris.umn.edu%2Fjmas%2Fvol28%2Fiss1%2F11&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/664?utm_source=digitalcommons.morris.umn.edu%2Fjmas%2Fvol28%2Fiss1%2F11&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.morris.umn.edu/jmas/vol28/iss1/11?utm_source=digitalcommons.morris.umn.edu%2Fjmas%2Fvol28%2Fiss1%2F11&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:skulann@morris.umn.edu


MEDICINE 

PHYSIOLOGIC CIRCADIAN SYSTEMS 
(Differences in Period of Circadian Rhythms or in their Component Fre­

quencies; Some Methodologic Implications to Biology and Medicine* 

FRANZ HALBERG 1, RUTH LOEWENSON 2, RALPH WINTER 3, 
JACOB BEARMAN 4, and GALEN H. ADKINS 5 

Divisions of Cancer Biology and Biostatistics, University of Minnesota College 
of Medical Sciences, Minneapolis and Cambridge State School and Hospital, 

Cambridge, Minnesota 

Introduction: Physiological rhythms with periods of about 24 hours 
may be called circadian rhythms ( circa=about, dies=day) ( 1) . In 
biology, these rhythms characterize phenomena ranging from the 
well-known alternation of sleep and wakefulness in man (2) to the 
luminescence of a photosynthetic dinoflagellate ( 3) . 

Biophysical, biochemical, morphological, and other variables of 
interest to medical science are also known to exhibit circadian 
rhythms (Fig. 1) ( 4-6) . Illustrative examples include body tem­
perature readings, serum chemistries, cell or parasite counts on blood 
( 7-9), observations on tissue culture (10), as well as data obtained 
by combining several research techniques, as for instance differential 
centrifugation and radioactive tracer methods with histology, on com­
parable organ samples ( 11-13). 

Reliable observations on circadian periodicity over this wide range 
of phenomena have steadily risen in number, with the current trend 
toward studies based upon statistical designs and analyses. Informa­
tion already available seems to warrant the concept of biologic cir­
cadian systems. The. synchronization and desynchronization of such 
systems will be considered herein and a few implications as to meth­
ods of biomedical research are offered. 

Circadian Systems: A morphologic entity may be viewed as a cir­
cadian system, if it: exhibits one or more functions with a frequency 
of about one cycle. per day. This view applies, for instance, to a 
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FUNCTIONAL FREQUENCY SYNCHRONIZATION AND 
PHASE RELATIONS OF CIRCADIAN RHYTHMS AT 

011.00 
TIMI Ot CAY 

DIFFERENT ORGAN­
IZATION LEVELS 

Body as a whole (activity), 
its core (temperature) and 
blood {eosinophils, corti­
costerone) 

Different organs and tissues, 
(skin epidermis, liver paren­
chyma, adrenal cortical par-

. enchyma and stroma ). 

Organ, different· functions, 
{liver) ( "formation" of phos 
pholipid, of RNA, of DNA; 
glycogen content, mitoses, 
'organ weight). 

Figure 1: Circadian system in the growing mouse: synchronization-with dif­
ference in phase. 

single cell, tissue or organ as well as to an organ system or a multi­
cellular organism. Groups of any one of these entities also can be 
analyzed as circadian systems; indeed, many circadian functions are 
studied as group phenomena ( 14), whether one is dealing with 
groups of cells (1) and/ or groups of individuals (15) . 

Biologic circadian functions, more often than not, are actually in­
teracting among themselves and with external factors. But their 
physiologic periodicity, as such - or, to be sure, the ability of a given 
function under appropriate conditions to show a frequency of about 
one cycle/ day - is as much, or more, characteristic of organisms or 
of their subdivisions as it is a given system's response to factors 
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Figl!!:e 2: Parameters of circadian systems: period (,;), amplitude (C), level 
(X) and time relations (t. and t,, see text). Circadian aspects of external 
and internal timing are schematically aligned with other temporal facets of 
the body, such as age. The physico-chemistry of an organism, as well as 
its overall behavior, varies with statistical predictability from one hour 
to the next (Figs. 1 and 3), just as it differs among tissues or organs. In 
addition to spatial organization in morphological entities, and -apart from 
changes with age, there is a temporal organization along the 24-hour scale. 
This time-varying circadian behavior is often viewed as a physiologic "super­
structure", or "another factor" ( cf. l); herein it will be explored as a tem­
poral basis of integrated and adapted physico-chemistry in organisms or in 
their parts. 

topographically external to it. In other words, the integrative periodi­
city, e.g., of circadian organisms, is to a significant extent the sys­
tem's own "action"; while this is intimately related to those many 
external factors which can elicit "reaction," the system's circadian 
behavior is not entirely determined by outside factors (5, 16, 17). 
The important suggestion of Hildebrandt ( 18) that psysiologic func­
tional reaction, as well as action,, can be essentially periodic deserves 
serious consideration. 
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Figure 3: Hours of changing resistance. Circadian synchronization of suscepti­
bility rhythms-with differences in phase. 

Yet irrespective of the foregoing considerations, which are sup­
ported by considerable evidence (reference 5, among many others in 
the same volume), the view of certain biologic entities as circadian 
systems presupposes neither that any or all of their functions with a 
frequency of about one cycle per day are necessarily and entirely 
"spontaneous" rather than "induced," nor does it imply that any or 
all such functions are necessarily and critically interdependent. 

The concept of a given biologic entity as a circadian system, 
rather than presuming the foregoing qualifications, provides instead 
a basis for assessing such problems. Apart from this, the view of or­
ganisms as circadian systems underlines the need for circadian charts, 
which are the basis for the analysis-in-time of physiologic behavior, 
since it is from such charts that experimental and clinical zero-time 
may best be chosen, whenever one evaluates a function or system that 
is circadian rhythmic. 

Reliable circadian charts are a requisite for resolution in time 
of functional interactions, but they are not, in themselves, the 
ultimate aim of periodicity analysis. The charts themselves provide 
information on external and internal timing (Figs. 1-3). Circadian 
analysis also involves additional procedures, the results of which must 
be evaluated among others as eventual modifications of the timing 
provided from the charts. Thus, in addition to mapping, circadian 
analysis involves the manipulation of a synchronizer (19, 20), e.g., 
for phase shifting the system or the manipulation of the system itself, 

-e.g., in order to effect desynchronization. (See below and Fig. 4) 
(21-23). 

External and Internal Timing: Circadian rhythms can be studied, 
first, as to their external timing (Fig. 2; cf. also Figs. 1 and 3). For 

56 



PROCEEDINGS, VOLUME TWENTY-EIGHT, 1960 

this purpose there is mapping,·of the timing of their peaks or troughs 
on a fixed environmental schedule, such as a regimen of light and 
darkness, or a routine of activity and rest ( 13-16) . 

An environmental cycle or routine may be called the synchronizer 
of a given circadian physiological rhythm, if two requirements are 
met ( 19, 20): First, the rhythm can adapt its circadian period to the 
particular environmental cycle length. Second, the rhythm can be 
pulled by phase-shifts of the environmental cycle; the peak of rhythm 
may thus be made to coincide with any desired clock hour. There­
fore, indications of external timing are meaningful only if the syn­
chronizer schedule is also indicated. 

Internal timing (Fig. 1) is another aspect of systems that show 
circadian periodic functional integration ( 4, 5) . The internal timing 
of a circadian system describes the time relations among certain of 
its circadian rhythms themselves; it may be expressed as a difference 
in time units, e.g., in hours, inter alia, between peaks, troughs or 
slopes of two rhythms. Study of internal timing, by definition, calls 
for the concomitant evaluation of two or more physiologic functions: 
the multivariate approach. 

External timing is largely adaptive and entirely flexible as to clock 
hour - so long as the synchronizer's cycle length is acceptable to the 
system. Internal timing, subservient to functional integration as well, 
shows considerable although not unlimited plasticity ( cf. 5) . Cir­
cadian charts, descriptive of external and internal timing (Figs. 1 and 
3) reveal the organism's adapted time structure along a 24-hour scale 
(Fig. 2). 

Functional Integration and Adaptation: By analyzing the circadian 
rhythms of an organism one explores indeed two of its temporal char­
acteristics: how diverse functions are integrated in time with each 
other and how they are adapted to time-varying environmental influ­
ences. 

For studying environmental adaptation, one may focus, as a start, 
exclusively upon the behavior of an easily measured physiologic func­
tion, e.g., in the presence and absence of a known synchronizer. 

Today, this univariate approach, qualified as the study of a single 
physiologic function, is the prncedure most commonly used. Under­
lying such work is the tacit assumption that allcircadian rhythms of 
an organism :,vill behave similarly. Apparently justified in principle, 
this assumption cannot be extended to detail. To cite a pertinent 
example: in a mouse a variety of rhythms, including cellular and 
total-body functions, all can be shifted by manipulating the lighting 
cycle; yet, the shift-times of different rhythms can_- vary from one 
physiologic function to the next or even for the same physiologic 
function ( e.g., mitosis), in different tissues of the same individual 
(6, 13). 

For a more complete analysis of adaptation the behavior of differ­
ent functions of the same organism is .explored, e.g., following the 
manipulation of environmental factors (1, 4). For this end depend­
ence is mo~tly upon the multivariate approach, -while it is realized, 
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of course, that a given biologic time series usually reflects the opera­
tion of diverse physiological mechanisms. 

As soon as one's interest shifts to functional integration, the meas­
urement of more than one variable of the organism seems highly de­
sirable; one is then dealing with a field of the multivariate approach, 
par excellence ( 5) . 

At first and on the surface, circadian aspects of integrative and 
adaptive mechanisms may seem trivial. Yet, such time-varying be­
havior can tip the balance toward death or survival in the outcome 
of our exposure to a variety of environmental agents - other things 
being largely controlled (Fig. 3) ( 4). 

Control: It can be suggested that circadian periodicity analysis has 
an important bearing upon experimental biology and clinical medi­
cine, whether or not one is interested in rhythms as such (5). 

Empirically, in an era of natural science, the use of controls 
needs no emphasis. As discussed at the outset, many physiological 
functions studied in the laboratory, field or clinic, as controls as well 
as experimentals, show circadian rhythms. Interpretation of results, 
however, depends upon evaluation of controls; the attempt is made 
to show the advantages derived from the analysis of the time-varying 
aspect of the many "control" functions exhibiting circadian rhythms. 

It is commonly believed or implied, or stated, that the circadian 
rhythm of a given function can be controlled by provisions for obser­
vations at a fixed clock hour. However, this is not necessarily so. 
Moreover, experimental designs providing for observations at a fixed 
time of day can be greatly improved if the timing of observations is 
based upon pertinence rather than convenience. ( cf. 1). For this 
purpose, one may allude to circadian synchronization and desyn­
chronization in living things ( 5) with reference to some of their con- · 
sequences to experimental design and analysis. 

Circadian Synchronization: In the circadian context, the term syn­
chronization ( or desynchronization - see below) can be used to de­
scribe the period ( -c-) of one, or more, functions by comparison to a 
reference " - without necessarily implying causal interactions. 

More often than not, circadian systems are indeed synchronized 
with some environmental change such as a light-dark cycle or a social 
routine. The synchronizing environmental change has been referred 
to as "cue" (24), time-giver (16), "clue" (25), or entraining agent 
(17) , as well as synchronizer (19, 20) . 

All of these terms refer to some environmental factor (routine or single 
stimulus (17)) which affects an organism's periodic behavior; in the case of a 
routine with acceptable cycle length, its period is imparted to the physiological 
system. Thus, the circadian system of the mouse as a whole, at its different 
levels of physiologic organization, can apparently be synchronized by experi­
mental 24-hour light-dark routines (13, 26). A primary synchronizer (or rou­
tine) may interact, however, with secondary factors (1, 20). 

The synchronizer most frequently encountered in the ecologic 
habitat niche is the natural lighting regimen. In socially oriented man 
the mode of life, governed by local time, assumes the same role. In 
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most of these instances, the environmental synchronizer is of 24-hour 
cycle length. Since, moreover, circadian systems can be phase-shifted 
by the manipulation of 24-hour routines, it was convenient to provide 
for a similar change in illumination in the .laboratory (by a clock­
controlled electric switch) ( 1). For a general reference standard, 
subservient to the analysis of circadian synchronization ( or desyn­
chronization), the , = 24 hrs. is a satisfactory choice, but in specific 
cases non-24-hour ,'s can also be chosen for reference. 

Whatever the reference,, two or more functions with the same fre­
quency can be described as synchronized functions, and one may do 
so whether or not there are phase differences among these functions. 
Actually, one may speak generally of "synchronization - with differ­
ences in phase," since a phase difference can be· zero, as well as posi­
tive or negative; when this difference is zero one may specify "in-phase 
synchronization." 

For the following discussion, the standard of reference for a cir­
cadian system will be its quantified behavior under conditions of syn­
chronization with a 24-hour routine. Effects of manipulating experi­
mentally the circadian system itself or some (but not all)" aspects of 
its environment will be evaluated against this reference standard. 

Circadian Differences in Phase: To examine a synchronized cir­
cadian system with its multitude of rhythms at different levels of 
physiologic organization (Figs. 1, 3) ( 4, 5), one may now view 
phenomena ranging from the effect of environmental agents upon the 
body as a whole to the metabolism of some cytoplasmic cell frac­
tions. The rhythms uncovered show similar periods, but their peaks 
or troughs do not all occur at the same time. 

The circadian system of the mouse, illustrated in Figs. 1 and 3, re­
veals a physiologic division of labor in time. One may examine, first,· 
at the bottom of Fig. 1 the external and internal timing of some 
periodic cellular processes during growth. Cell division in mouse liver 
parenchyma reaches its peak during the middle of the daily light 
period. One can describe its external timing by indicating that peak 
mitosis occurs = 12, on a lighting cycle providing for light (L) from 
06-18 and darkness (D) from 18-06. 

Two of the .curves in the bottom row of Fig. 1 seem to peak at 
the same time; it would appear that in mouse liver the incorpora­
tion of radio-phosphorus into RNA on one hand, and phospholipid 
on the other, is synchronized in-phase, i.e., with a zero phase differ­
ence. The internal timing of the two functions can be described, 
in part, by the statement that their peaks are separated by less than 
4 hours (if at all). 

The detection of the correct phase difference, in this instance and others, 
is obviously a function of the interval between successive observations. The 
shorter this interval, the more likely it is that one will detect the right timing. 
Accordingly, findings of differences in phase, whether they are positive, zero, 
or negative, must be qualified by reference to the interval between observa­
tions; in circadian analysis, just as in microscopy, limits to resolving power 
must be recognized. 

With already available resolution, it seems established that in 
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intact growing mouse liver the internal timing of rhythms in (a) the 
incorporation of P32 into DNA and in (b) mitosis, involves a lag of 
= 8 hours (± 4 hours) of (b) behind (a) (Fig. 1, bottom) (11-
13) . Similar considerations also hold for the internal timing of 
mitotic rhythms in liver parenchyma and pinnal epidermis on the 
one hand and adrenal cortex, on the other. This is shown in the 
middle row of Fig. 1, which compares the mitotic "time zones" in 
different tissues of a growing organism. 

In turning from the bottom of Fig. 2 to its middle, one moves 
from synchronization at the intracellular level to that at the tissue 
or organ level. The top of this figure indicates functions of the total or­
ganism. Considerations of internal timing are germane to rhythms 
at any one of these levels of integration; they also apply to two or 
more functions at different levels of organization (Fig. 1, as a whole), 
as well as to the way in which circadian system-phase affects reactivity 
to external agents (Fig. 3). 

Certain circadian rhythms are dependent upon known internal fac­
tors, while they are timed by external synchronizers. The rhythmic in­
corporation of P32 into hepatic phospholipid, the circadian rhythms 
in mitotic activity of pinnal epidermis and in blood eosinophils (27) 
depend thus upon the adrenal pacemaker ( 1, 4) . But functional in­
terrelations have to be checked, apart from mapping, by other pro­
cedures ( 13) . It cannot be overemphasized that circadian charts such 
as those in Figs. 1 and 3, in themselves, do not imply functional 
relationships. 

Circadian Desynchronization: Two or more previously synchron­
ized functions can cease to vary with the same frequency: desyn­
chronization has occurred. As evaluated in relation to some circadian 
reference function, the behavior of a given desynchronized physio­
logical function falls into one of the following theoretical categories: 

Case 1: cessation of all recognizable biologic variation (hardly be­
fore death, cf. Fig. 10) . 

Case 2: cessation of recognizable circadian-periodic variation; con­
tinuation of non-circadian-periodic and/or non-periodic biologic vari­
ation (encountered or implied mostly in homeostatic theory, a useful 
first approximation). 

Case 3 : continuation of recognizable circadian periodic variation, 
with a new frequency; the new • differs from the reference • by min­
utes or a few hours. In this case, documented by Fig. 4 data, the 
function under study may be said to be free-running from the reference 
function (but not necessarily from any and all external influences). 
If 24 hours are chosen as reference ,:, a case 3 desynchronized func­
tion will free-run from the 24-hour clock; its period will be shorter 
or longer than 24 hours, by minutes or a few hours. 

Demonstrated cases of circadian desynchronization all suggest that 
an environmental regimen which had previously pulled the system 
as a whole or some of its constituent units does so no more. Desyn­
chronization can occur wherever synchronization had prevailed. Cir­
cadian desynchronization thus may be qualified as to integration 
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level(s); e.g., it may apply to rhythms in an individual cell or in an 
organism, or in a population of either. 

Desynchronization of a circadian rhythm from the lighting cycle 
has been demonstrated in the acutely blinded mouse (Fig. 4) (1, 21-
23); immediately following blinding, the rhythm in rectal tempera­
ture of most individuals assumed a period that was consistently 
shorter than 24 hours, by minutes or a few hours. 

Tho Elfoct d 8ilatczral Op~ Er-..:loction Upon tho 24-Hour Rhythm in R.dal Tomporatu~ of Melo CBC /nJa 
,40 ,.,,. oFkr qo,,m,, . 

~. 2 J :._. -'~. -+---lft---t---fl tr 12 . IJ 14 1$ 16 17 18 

BO 
1,0 

"" 20 

36lKl;;s--;;' ~';;'-'-;~'-';!:-L-':::-'-':!~-,'-'-.1,u..i..l 
~ 0 N . ;. . . -~ 

Figure 4: Bilateral optic enucleation uncoupled the rectal temperature rhythm 
of male hybrid mice. Note lead in phase of temperature rhythm in blinded 
mice; by day 22, this rhythm has passed through temporary antiphase, in 
relation to that of controls. The average circadian period in rectal tempera­
ture of the group of blinded mice was slightly but consistently shorter than 
24 hours; desynchronization of rhythm from the 24-hour clock-regulated 
lighting cycle. 

Moreover, rectal temperature series of over 20 blinded mice 
studied concomitantly (21-23) showed periods differing from one 
individual to the next. Extrinsic cycles of corresponding frequency 
are not known; it would appear that such non-24-hour circadian 
periods characterize primarily the physiological system rather than 
directly or exclusively its environment. 

Desynchronized rhythms with circadian periods of non-24-hour 
length are rhythms uncoupled from their synchronizer-if the latter 
continues with a i: of exactly 24 hours. It is possible, of course, that 
some rhythms, uncoupled from their synchronizer, will continue with 
periods of exactly 24-hour length. From available evidence, how­
ever, the chance that most uncoupled rhythms in a population of 
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individuals will have rhythms of exactly 24-hour length seems to be 
exceedingly small. 

Uncoupled systems with periods of exactly 24 hours cannot be 
distinguished from 24-hour synchronized rhythms when period-length 
is the sole criterion. Non-24-hour circadian functions, in turn, almost 
certainly are uncoupled, as long as synchronizer(s) continue to be 
applied with a schedule of exactly 24 hours (Fig. 4). 

The extent to which non-24-hour circadian rhythms are influenced 
by extrinsic factors remains an interesting problem, particularly for 
environmental physiologists (1, 28). Multiple factors probably un­
derlie the now well-established non-24-hour circadian behavior of 
organisms. Consideration of complex interactions among such factors 
probably involves the whole of an organism's antecedents, includ­
ing its genetic make-up. Yet, irrespective of interpretations (1, 5), 
one can be operational: For the purpose of methodology one may 
view the free-running case of desynchronization ( case 3 above) 
simply as the statistically ascertained free-running from the 24-hour 
clock. 

The occurrence of free-running circadian periods, e.g., in one of 
two experimental groups beings compared, has a bearing upon bio­
medical research. Moreover, the added possibility exists that two or 
more circadian components contribute to the same data; for instance, 
an exactly 24-hour component may be superimposed upon a free­
running one. 

Time series containing different, although sometimes close, fre­
quencies can exhibit beats on their envelope. This aspect of physio­
logic circadian rhythms is hardly trivial yet seldom considered. 

Beats remain unrecognized when, conventionally, a mean ampli­
tude or period is computed, e.g., by periodograms (29) or when the 
evaluation of data remains restricted to only one prominent point of 
the rhythm such as the onset of some activity. When detected, in 
turn, beat frequency yields information on the interacting periods. 

Therefore, it is important to recognize the operation of different, 
although close frequencies, in two time series being compared, or in 
the same time series being analyzed. 

A. Comparison of Functions with a Slight Difference in Period: 
General Considerations. For many biologic phenomena a circadian 
rhythm synchronized with a 24-hour environmental routine serves 
readily as control. Therefore, one may consider the following case: 
One function, y1, is assigned a period of exactly 24 hours, corre­
sponding to the period of many environmental cycles. Other func­
tions, y2 (y3 .... yn) can be compared with y1; e.g., y2 can be chosen so 
that its period is shorter than 24 hours by minutes or a few hours. 
Similar, although not identical, considerations also will apply when 
y2 has a period longer than 24 hours. 

Y• can illustrate a physiologic function. One may think of Yi, in turn as 
the 24-hour clock used for setting social routines or those of experimental 
laboratories. 

For other considerations a 24-hour function Yi, can also represent a physio­
logical variable; this physiological Yi can be compared, e.g., with other phy-
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siological rhythms (Yo, y, ... Yn) in the same individual or with the same 
physiological rhythm in different individuals. 

Finally, whether it characterizes a function of the organism or of the en­
vironment, y, can be assigned periods different from 24-hours, but different 
also from Y2, 

Fig. 5 shows how certain periodic functions with unequal periods 
will alter their phase relations with time. If they start out in phase, 
they will gradually glide into temporary anti-phase, then back into 
phase and so forth. Phase relations will depend upon time and the 
difference in period of the two functions. 

Fig. 5 actually summarizes two simple periodic functions: y, = C, sin cp and 

Y• = C2 sin [}6
6
0~k] cp; where cp and k are in degrees (360° correspond, e.g., to 

24 hours). For simplification, both functions can be assigned unit amplitude 
(C, = C2 = 1). Therefore, the solid curve: y, = sin cp; and the dotted curve, 

. [ 360 1 
Y2 = Sill 360-kj cp. 

In Figs. 5a, 5b, and 5c, k is equated to 10°, 20°, or 40°, respectively. The 
constant, k, expressed in degrees, and describing events in time, relates to the 
difference in the periods (,:) of y, and Y•· 

Thus, if y, is assigned a ,: of exactly 24-hours, in our examples, k will relate 
to a difference in ,: of 40 minutes, 80 minutes, or 160 minutes, respectively. 
Accordingly, Y2 can be taken to represent a function with a ,: of 23 hours and 
20 minutes, 22 hours and 40 minutes, or 21 hours and 20 minutes, in Figures 
5a, 5b, or 5c, respectively. 

Fig. 5 thus can be used to visualize the time relations of circadian 
curves differing in their periods by 40 ( top of figure), 80 (middle) 
or 160 (bottom) minutes in time. y2 , with the shorter period, will 
lead yi; this lead in phase increases by k degrees every 24 hours. 

To start out with the two functions in phase in all cases, Yi and Y2 
will then be in temporary antiphase (180° or 12 hours out-of-phase) 
after a time interval which depends upon k. When k = 10° (corre­
sponding to a difference in ,: of 40 minutes in time), antiphase is 
reached in 17½ days and the functions are back in phase in 35 days 
(Fig. Sa). When k = 20° (Fig. Sb), temporary antiphase is reached 
in 8½ days; the functions are again in-phase in 17 days. In Figure 
Sc, k = 40° (corresponding to a difference in , of 160 minutes); 
antiphase is reached 4 days after a start in-phase. 

Observations on a circadian variable having a period differing from 

a 

Figure 5: Changes in time relations of two circadian rhythms with different 
periods [see text and Fig. 4 (21-23)]. 
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24 hours by a few minutes or a few hours, may be made on suc­
cessive days at the same clock time, i.e., 24 hours apart. Yi now 
corresponds to the 24-hour clock, its peak corresponds e.g., to noon. 
Examination of the dotted curve in Figure 5 reveals that these suc­
cessive observations on y2 made at noon (peak of Yi) will vary 
around the mean level in a predictable manner. Unless the desyn­
chronization (e.g., free-running from the 24-hour clock) is recog­
nized, a systematic variability may readily be ignored and added to 
the random variability. Alternatively, such desynchronization, fol­
lowing some experimental treatment but not a placebo, may be mis­
interpreted as a controlled response ( see discussion of Fig. 7) . 

B. Intergroup-Differences Observed at a Conveniently Fixed Clock 
Hour: For many circadian functions there is a huge list of so-called 
biologic responses. These responses include, often, rather diverse 
effects, that are reported for one and the same treatment or are 
attributed to one and the same process. What seems particularly 
unsatisfactory, however, is the fact that contradictory and, in them­
selves, trivial responses can be obtained under conditions that usually 
are accepted as being controlled studies. 

For instance, an intergroup-difference can change with time, in a 
systematic fashion. If such a temporal change follows a given 
treatment or operation, one may remain skeptical. There can readily 
be invoked the fallacies of post hoc ergo propter hoc reasoning. 
When the same change is not recorded, however, following the ad­
ministration of placebos, or after a sham-operation, caution is left 
by the wayside and the results of the treatment or operation are 
commonly accepted as a "controlled response." 

Many of these controlled responses are nonetheless controversial. 
Whether circadian desynchronization has contributed to their unrelia­
bility may be explored by spotchecks at two times of day, as shown 
in the abstract Fig. 6. The failure to do so, in turn, may be costly, 
as can be seen from the abstract Fig. 7. This figure is intended for 
those who, in believing that the physiology and pathology of circadian 
systems are too complex, have "done something about rhythms" by 
repeating their observations at a conveniently fixed clock hour. These 
students may be helped by the recognition that the time-course and 
sign ( ! ) of an intergroup difference can be rather critically dependent 
upon the particular clock hour chosen for study. 

In a scientific community at large the timing of observations will vary, of 
course, with the circadian systems of the investigators and their social sched­
ules. Thus, the abstract Fig. 7 may not be unrealistic if it compares the results 
obtained by several investigators, each working at a fixed time of day, with 
the clock hour for daily observations differing, however, from one student to 
the next. 

At the identical time, on day 0, each of five investigators per­
forms the same operation or treatment on a group of experimentals, 
and thereafter observes some physiologic function y2 • Concomitantly, 
a sham-operation or treatment is done for the study of the same 
physiologic function, Yi, on a control group. The operations may 
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Figure 6: Time-varying behavior of "within-day difference" from observations 
made 12 hours apart, in a group of desynchronized (case 3, see text) ex­
perimentals (bottom) by comparison to the same difference in synchronized 
controls (middle). A physiological function, y, evaluated in each of these 
groups, is assumed to be circadian periodic; the periods of these functions, 
however, differ by 160 minutes in time (top). This example could represent 
a 24-hour synchronized function, Yi, being compared with the same function, 
Y2, free-running in another group. Note that Y2 shows predictable changes 
in within-day difference, as a function of its particular period. 

360 
[Y2 = 1 + cos 360_40 cp and 

Y1 = 1 + cos cp ]. 

result in free-running of Y2 but not of Yi- This is shown on top of 
Fig. 7. Fig. 4 (21-23), in its turn, presents corresponding factual 
material, except that the periods of Yi and y2 in Fig. 4 differ by about 
40 minutes rather than 160 minutes as in Fig. 7. Drawing Figure 7 
with k = 40° rather than 10° was easier. 

An early-rising student will compare Yi and Y2 daily at 6 a.m. 
(Fig. 7). His post-operative "finding" is an initial rise of his physio­
logic function above the control level and a subsequent fall below 
that level. An equally skilled person, working at 9 a.m. confirms him, 
although with some differences in the time course and extent .of 
change (Fig. 7). Both presume that "effects of rhythms are elimi­
nated since observations on controls and experimentals were done 
at the same clock hour (sic) . " They are skeptical of course when a 
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Figure 7: Time-course of an inter-group difference between synchronized controls 
and desynchronized experimentals-when comparisons are made 24 hours 
apart, at one or the other clock hour. A given physiologic function, y, is assumed 
to be circadian periodic in both groups compared. Yi could represent a 
24-hour synchronized case, while y, could differ in period from Y1 by 160 

66 



PROCEEDINGS, VOLUME TWENTY-EIGHT, 1960 

competent investigator of the same functions, y1 and y2 , working 
each noon, describes as the result of the same operation, an initial 
fall (not rise!) of the physiologic function in experimentals and a 
subsequent return to control values. 

By now a "monophasic" and two "biphasic" responses are avail­
able to describe the same post-operative phenomenon (Fig. 7). 
However, the situation can gain further in variety. Yet another "bi­
phasic response" will be recorded by a student working at 6 p.m. 
and it will be rather opposite to that reported by his fellow 6 a.m. 
worker. The "monophasic response" of the man on a midnight shift, 
in its turn, will be nearly the reverse of that found during the cus­
tomary lunch hour (Fig. 7). 

Cases such as those considered in Fig. 7 are often obscured by 
other factors. Such "noise" renders most biologic data more com­
plex. The phase relations of Yi and Y2 do not always change so clearly 
as in Fig. 4. But even when the responses mentioned above are 
prominent, as in Fig. 7, their heuristic value may justly be ques­
tioned, as long as their circadian aspect is ignored. 

Whether or not our research interest includes circadian periodicity 
as . such, understanding of circadian systems ( 1) seems essential to 
interpreting one and/ or the other of their "monophasic" and/ or "bi­
phasic" responses, to the identical treatment. 

The cases discussed in Fig. 7 are germane to medicine. An impor­
tant reason for the recording of responses in health and disease is the 
motivation to replace what is found missing and to remove what 
seems to be excessive. One may consider, therefore, what is gained 
for therapeutic action when judgment rests on responses such as 
those in Fig. 7. 

The student working daily at noon, who recorded a "drop", e.g., 
in a biochemical value of his patient, will advocate replacement ther­
apy. This would be disputed (and should be) by his colleague work­
ing at midnight, who recorded a "rise" and recommends the opposite 
treatment. 

Were it not that the more prominent and thus more influential 
investigators of circadian systems are themselves synchronized by 
rather similar social schedules, such disputes would be much more 
frequent. However, whether or not a "response" is contested matters 
little; actually, the undisputed "result" is the more dangerous one, 
since it forms the basis of unwarranted clinical action. 

We have noted earlier that Yi and Y2, as computed and drawn for 
Fig. 7, differ in their circadian period by 160 minutes. The mono­
phasic and biphasic responses thus "occurred" within a few days. 
Obviously, if the difference in the periods of Yi and Y2 is smaller, 

minutes in time ( case 3 desynchronization, see text). On the plot, y, and 
Y• start out in phase at 06, in each case. Note nonetheless that the difference 
between the two groups being compared will undergo drastically different 
changes with time, simply as a function of the particular clock hour chosen 
for observation. Similar patterns may be found in a plethora of publications 
on functions previously demonstrated as circadian periodic, but their value, 
as such, is questioned (see text). 
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these responses will be the same in principle but will "occur" more 
slowly-during weeks, months, or years. It may be worthwhile, in 
the future, to see whether any of our "controlled responses" in biol­
ogy and medicine-long-term or short-term "phenomena" alike­
are ~menable to more meaningful resolution after scrutiny by cir­
cadian analysis. Whether or not this is so, the trivial response spectrum 
of Fig. 7 approximates factual observations (Fig. 4). Fig. 4, in turn, 
is hardly a unique curiosity, as may become apparent indirectly from 
many studies cited or reported at the 1960 Cold Spring Harbor Sym­
posium on Quantitative Biology (cf. 5, 21-23). 

Two Frequencies Underlying a Rhythmic Variable: Certain phy­
siologic time series may result from two distinct periodic components 
that are additive functions. If y is a numerical-valued observation 
associated with the phenomenon of interest, and Yi and y2 are the 
corresponding values associated with the components, then y = Yi 
+ y2 . If Yi and y2 are not of the same period, y will exhibit beats. 

The two components will reinforce or cancel each other in a peri­
odic manner, depending upon the difference in their periods. Maxi­
mum reinforcement occurs when the phase difference is smallest and 
maximum cancellation occurs when the phase difference is greatest 
(Fig. 8). 

a 

WWW 
b 

C 

Figure 8: Beat frequency as a function of the difference in period of two com­
ponent frequencies underlying a numerical-valued observation. 
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Using the functions defined above, for addition rather than for comparison, 

y =Yi+ Y• = sin cp + sin [ 3!~~k cp] . Beat frequency then varies with k1
, 

related to the difference in period of the component frequencies. Beat frequen­
cies corresponding to a k of 10°, 20°, or 40° are summarized in Fig. 8. 

Figs. Sa, b, and c thus can be used to depict the beat frequency of circadian 
rhythms with periods differing by 40 minutes, 80 minutes, or 160 minutes, 
respectively; it can be seen that minimum and maximum amplitude will alter­
nate in a predictable fashion, in these particular cases at intervals of 17½ days, 
8½ days and 4 days, respectively. 

Are some aspects of Figure 9 ( 30, 31) a physiologic counterpart of 
our abstract Fig. Sc? The latter was computed and drawn without 
reference to the former. Water excretion data, particularly those of 
subject D in Fig. 9, suggest that beats on physiological rhythms can 
indeed result from the interaction of two circadian components, that 
are additive functions. 

Similar but not identical considerations also apply, of course, for the inter­
action of circadian components on the one hand with periodic components of 
grossly different periods on the other (32). 

The data of Fig 9 (30, 31) were obtained in an isolated commu­
nity in Spitzbergen, under conditions of relatively far-reaching en­
vironmental control. Most unusual and valuable is another aspect 
of the same study: the subjects lived on a 21-hour routine; they ad­
hered strictly to a schedule dictated by specially adjusted wrist 
watches showing 12 hours during 10½ ordinary hours. If these water 
excretion data are interpreted as resulting from the interference of 
two periodic components, it seems most plausible that the artificial 
routine of the "21-hour day" was one such component. 

The other component(s) could be the transiently continuing effect 
of the 24-hour schedule on which the subjects had previously lived, 
it may be a free-running function with a period close to 24 hours, 
and/ or synchronizer interaction, discussed elsewhere (1, 5, 13) . The 
factors underlying this beating circadian function are beyond the 
scope of this analysis, which consists solely of illustrating the perti­
nence of beats to the analysis of circadian rhythms. 

Beats will be likely encountered in many other physiologic time 
series, as are usually obtained in clinic or laboratory. 24-hour peri­
odic components usually are imposed upon living things by the 24-
hour routines of activity and feeding, among other sociologic or 
ecologic factors. In disease, in turn, a free-running component also 
may come to the fore, by synchronization failure of the organism and 
this is of particular interest to medicine. The situation may resemble 
that encountered in the blinded mouse (Fig. 4) , but there may be 
important differences as well. 

After receptor removal, some blinded mice were readily uncoupled 
from the continued cyclic alternation of light and darkness, their 

1 The general relationship describing· the beat frequency is 360°-k daily cycles. As 
--k-

above, k is the difference (in degrees) between the periods of the two functions, y1 and y,; 
and 360° corresponds to one 24-hour period. Thus, in the example, when k = 10° the time 
between peaks in amplitude is 35 days; when k = 20° it is 17 days; and when k = 40° the 
peaks are 8 days apart. 
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normally-dominant synchronizer. These experimental animals, how­
ever, were able to follow their own rhythms of activity and feeding. 
In human beings, in turn, conceivable desynchronization from social 
or other synchronizing schedules probably will be complicated by the 

Figure 9: Beats in data on water excretion [Lewis and Lobban (30, 31)]. Note 
particularly the findings for subject D, and compare them with the abstract 
Figure 8. Subjects on unusual schedules, studied during the arctic summer 
(see text). 
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added effect of a roughly 24-hour periodic schedule of activity and 
feeding. Along the lines of the foregoing discussion, we shall then 
have to analyze y = Yi +y2, 

In other words, the task of evaluating a hypothesized free-running 
component, Y2, in the presence of Yi (a 24-hour routine of activity 
and feeding) is often faced. Moreover, in clinical' time series, many 
other components, over and above Yi+ y2, will further contribute to 
the data. Therefore, certain circadian rhythms studied in usual life 
situations may end up as beats on relatively weak rhythmic signals, 
in rather noisy channels ( 5) . Computational procedures for noise 
removal ( 3 3) have now become available as electronic computer 
programs; despite their availability ( 5), however, the need for experi­
mental precautions to keep noise out of our time series, as far as this 
is economically and otherwise feasible, should not be forgotten. The 
standardization of conditions of observation for circadian analysis 
remains desirable, if not indispensable (1, 5) . 

Summary and Conclusions: The mere recording of clock hours in a 
given experimental or clinical protocol-as was done, inter alias, by 
great physiologists ( cf. e.g., 34 )--does not necessarily yield informa­
tion on the timing of body functions (internal or external timing, 
Fig. 2). Unqualified clock-hour-effects, the so-called diurnal varia­
tions, are not always meaningful temporal parameters of physiologic 
function. 

Methodologically and heuristically more promising is the concept 
of circadian systems ( 5), Fig. 2, applicable to biological entities ex­
hibiting one or more functions with a frequency of about one cycle 
per day. This concept, its temporal parameters, and some of its im­
plications to biologic methodology, are discussed and illustrated herein 
in some detail, Figs. 1 and 3, while the physiological mechanisms of 
circadian mammalian systems are discussed elsewhere ( 1, 13) . 

Circadian systems can exhibit beats on one or more of their ob­
served functions, Fig. 9, as the result of two distinct but additive and 
close frequencies, underlying the same numerical-valued observation, 
Fig. 8. . 

Circadian systems are synchronized when their physiologic periods 
correspond to the period of a reference function, internal or external 
to the system. Circadian systems are desynchronized when one or 
more of their functions have periods different from that of a refer­
ence function. The 24-hour period is a convenient general standard 
of reference in circadian physiology and pathology, but it is not the 
sole such standard. 

In comparing the circadian periodic functions of a synchronized 
control group with those of an unwittingly desynchronized group­
or with those of a phase-shifted group-at different arbitrarily fixed 
clock hours, contradictory intergroup-differences are readily obtained. 
In repeating such comparisons, e.g., daily or weekly, at some con­
venient yet fixed time of day, controversial and, as such, meaningless 
biological "responses" are usually recorded, Fig. 7. 

The problem whether or not a circadian system is desynchronized, 
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or shifted in its phase-in these cases, in particular, physiologic 
time relations are of methodologic interest-can be explored by rela­
tively few spotchecks, e.g., at the time of the peak and trough of a 
synchronized control group, Fig. 6. 

Circadian desynchronization can be the sole objective finding which 
characterizes a given physiological function observed in frank ab­
normality, e.g., immediately following blinding, Fig. 4. Thus one can 
ask whether changes of the (external or internal) timing of circadian 
systems are detrimental-particularly if they are long-continued. 
Functional alterations in disease, in terms of the too early or too late 
along a circadian scale, are of interest, since in the long run, the 
effects of an early rise in a biochemical function, for instance, may be 
equated, perhaps, to too much, while too late an increase of the 
same biochemical quantity may ultimately be not enough. 

It must be recognized, further, that in the case (3, see text) of 
desynchronization of a biochemical variable, its integrated 24-hQur 
value can remain grossly the same as that of synchronized controls. 
Research on possible deviations from normal, in terms of too much 
or too little, employing an integrated 24-hour value as reference 
standard may thus be noncontributory in those very instances in which 
the circadian search for too early to too late may prove to be most 
rewarding. 

To the extent to which these assumptions are correct, the introduc­
tion of circadian temporal parameters into studies of integrative and 
adaptive biologic functions constitutes a necessity, rather than a mat­
ter of choice. The concern for the "right circadian time" often seems 
just as indispensable for a controlled experiment as are the other 
important considerations of the "right place" for the "right amount" 
of the "right compound" i.e., the rules of morphology, biochemistry, 
pharmacology, etc. ( cf. 4 and 5). 

Whether or not one is interested in circadian systems as such, in­
formation on their synchronization or desynchronization, inter alia, 
should be available before considering undertaking an experiment or 
test-on any function that is known to exhibit significant time-varying 
behavior along the 24-hour scale. The decisions as to when to start 
observations and as to the intervals between successive observations 
also presuppose information on circadian system physiology, unless 
we wish to chance describing biologic responses alike to those in 
Fig. 7. 

The degree of generality of these considerations seems clear if one 
realizes that there are many circadian physiologic functions, Figs. 1 
and 3, and that a number of them show sizable peak-to-trough dif­
ferences ( 5) . 
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us to the work of Naylor (ref. 32). The term "circadian system" 
approximates Prof. Btinning's term "endo-diumal system," and his 
authoritative book on the physiologic clock (Die physiologische Vhf. 
Berlin, Springer-Verlag, 1958, p. 105) offers valuable information 
on biological rhythms in general. 

Circadian-system physiology, as discussed herein, cannot be fully 
identified, however, with the search for some biologic clock. The time­
measurement in and by biologic systems remains an intriguing, but 
thus far apparently unsolved problem. 

Outstanding students of biological clocks have themselves recognized that 
each rhythm is not a clock; they regard rhythms merely as the hands of a 
clock. Such interpretations, based on univariate observations, should not lead 
one, e.g., to discuss the menstrual and estrous cycles exclusively as the 
hands of a "clock," rather than as temporal interactions as well of the end-organs 
involved and the ovary, the pituitary, and the central nervous system. To carry 
this further, circadian parameters of the adrenal cycle have not infrequently 
been viewed by others, exclusively as the effect of some as yet mysterious 
"diurnal clock," and some students of rhythms continue indeed to do so. What­
ever one's viewpoint, however, it may be remembered that important temporal 
parameters in biology are amenable to quantitative, reproducible, and physio­
logically meaningful study, whether or not one wishes to study time measure­
ment per se. 

As to biologic time measurement as such, it has two measurable facets, i.e., 
external and internal timing. External timing of physiological function depends 
heavily upon interactions among circadian rhythms, i.e., upon the plasticity of 
internal timing. 

At the moment, external timing is studied mostly by the univariate approach 
and by modifications solely of the environment rather than by focusing upon 
internal timing within the system itself. The limits of this approach have led to 
discussions of timing mostly by analogy to physiologically unqualified '.'black 
boxes," clocks, or oscillators. Alternatively, physiologic models have been ex­
plored ( cf. 13); more information is needed, among others, on circadian se­
quences of related cellular events, steroidal pacemakers, and juxtaposed as well 
as superimposed neural and humoral controls. 

The system-phase, among other temporal aspects of circadian bio­
logical entities, is sufficiently critical to be analyzed in its own right­
at a time when it is shown, e.g., to hold the balance between life or 
death from drugs or noxious agents (Fig. 3; 35). But irrespective 
of any interest in circadian-system physiology and pathology for its 
own sake, this methodologic paper was intended to sketch the bearing 
of circadian temporal parameters upon experimental method in biol­
ogy and medicine. Circadian analysis might be incorporated in much 
seemingly unrelated research. An early example is a "memoire" by 
Charles Chossat, M.D. (36), awarded the prize for experimental phys­
iology by the French Academy of Sciences in 1841. 

Some of Chossat's data, Figure 10, are pertinent to recent elegant 
studies on relatively temperature-independent biologic time-measure­
ment. He was interested in mechanisms of circadian changes and al­
luded to the role played by the nervous system. More dramatically, 
Chossat reported highly significant physiologic changes along the 24-hr. 
scale in the body temperature of birds completely deprived of food 
and water until the day of their death, Figure 10 (36). 
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Body temperature rhythm of pigeons kept at different 
ambient temperatures- with and without food and 
water. ( Analysis of Chossa t's data published 1843) 
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Figure 10: Significant within-day differences in cloaca! temperature of birds 
feeding and drinking ad libitum (broken line) or completely deprived of food 
and water ( continuous line). Computations based upon data in Tables 60 
and 68 in reference 36. The within-day differences in body temperature are 
significant over a wide range of ambient temperatures. Lighting regimen un­
fortunately not stated. Chossat's data suggest that significant circadian peri­
odicity persisted until the day of death from starvation and dehydration. 

74 



PROCEEDINGS, VOLUME TWENTY-EIGHT, 1960 
REFERENCES IN TEXT 

I. Halberg, F.: Physiologic 24-hour periodicity; general and procedural considerations with 
reference to the adrenal cycle. Zeit. f. Vitamin-Horman- und Ferment/orschung, 10: 
225, 1959. 

2. Kleitman, N.: Sleep and Wakefulness. Chicago: Univ. of Chicago Press. 1939, pp. 603. 
3. Hastings, J. W.: Unicellular clocks. Annual Rev. Microbiology, 13: 297, 1959. 
4. Halberg, F.: The 24-hour scale: a time dimension of adaptive functional organization. 

Perspectives in Biology and Medicine, 3: 491, 1960. 
5. Halberg, F.: Temporal coordination of physiologic function. In Cold Spring Harbor 

Symposia on Quantitative Biology, 25: 289-308, 1960. 
6. Halberg, F. and Howard, R. B.: 24-hour periodicity and experimental medicine: ex­

amples and interpretations. Postgraduate Medicine, 24: 349, 1958. 
7. Manson, P.: Additional notes on Filaria sanguinis hominis and Filaria disease. China 

Imp. Customs. Med. Rep. 18: 31, 1879. 
8. Hawking, F. and Thurston, J. P.: The Periodicity of microfilariae; I. The distribution 

of microfilariae in the body. Trans. Roy Soc. Trop. Med., and Hyg., 45: 307, 1951; 
II.The explanation of its production.Trans. Roy. Soc. Trop. Med., and Hyg., 45 :329, 1951. 

9. Engel, R., Halberg, F., Dassanayake, W. L. P. and de Silva, J.: 24-hour rhythms in 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 
19. 

20. 

21. 

22. 

23. 

24. 
25. 

26. 

27. 

28. 

29. 

30. 

31. 

32. 

33. 

34. 

35. 

36. 

blood eosinophils and in Wuchereria bancrofti microfilariae before and after delta1 .9· 
alpha-fluorocortisol. Nature, 181: 1135, 1958. 
Hupe, K. and Gropp, A.: -Ober den zeitlichen Verlauf der Mitoseaktivitat in Gewebe• 
kulturen. Z. Zellforschung, 46: 67, 1957. 
Barnum, C. P., Jardetzky, C. D., and Halberg, F.: Nucleic acid synthesis in regenerat• 
ing mouse liver. Texas Reports Biol. & Med., 15: 134, 1957. 
Barnum, C. P., Jardetzky, C. D. and Halberg, F.: Time relations among metabolic and 
morphologic 24-hour changes in mouse liver. Am. J. Physiol., 195: 301, 1958. 
Halberg, F., Halberg, E., Barnum, C. P. and Bittner, J. J.: Physiologic 24-hour peri­
odicity in human beings and mice, the lighting regimen and daily routine. In: Photo-
periodism and Related Phenomena in Plants and Animals. R. B. Withrow, Ed. Pub!., 55, 
A.A.A.S., Washington, D.C., 1959. pp. 803. 
Halberg, F.: Certain physiological and clinical aspects of 24-hour periodicity. Journal 
Lancet, 73: 20, 1953. 
Halberg, F., Visscher, M. B., Flink, E. B., Berge, K. and Bock, F.: Diurnal rhythmic 
changes in blood eosinophil levels in health and in certain diseases. J. Lancet (U.S.A.), 
71: 312, 1951. 
i'1~s~off. J.: Tierische Periodik unter dem Einfluss von Zeitgebern. Z Tierps)•ch., 15: 1, 

Pittendrigh, C. S. and Bruce, V. G.: An oscillator model for biological clocks. In: 
Symposium, Soc. Study of Develop. and Growth. Princeton University Press, 1954. 
Hildebrandt, G.: Reaktive Perioden und Spontanrhythmik, Minerva Medica, In Press. 
Halberg, F., Viss·cher, M. B., and Bittner, J. J.: Observations on the eosinophil rhythm 
in mice; range of occurrence, effects of illumination, feeding and adrenalectomy. Am. J. 
Physiol., 174: 313, 1953. 
Halberg, F., Visscher, M. B. and Bittner, J. J.: Relation of visual factors to eosinophil 
rhythm in mice. Am. J. Physiol., 179: 229, 1954. 
Halberg, F.: Beobachtungen ilber 24-Stundenperiodik in standardisierter Versuchsan­
ordnung vor und nach Epinephrektomie und bilateraler optischer Enukleation. 20th 
meeting of the German Physiologic Society, Homburg/Saar, 1953. In: Berichte iiber 
die gesamte Physiologie, 162 (No. 5-6): 354, 1954. 
Halberg, F. and Visscher, M. B.: Some physiologic effects of lighting. Proc. Fourth 
lnternat. Cong. on Photobiology, Amsterdam, 1954. 
Halberg, F. and Visscher, M. B.: Temperature rhythms in blind mice. Fed. Proc., 13: 
65, 1954. 
Welsh, J. H.: Diurnal Rhythms. Quart. Rev. Biol., 13: 123, 1938. 
Cloudsley-Thompson, J. L.: Diurnal rhythms of activity in terrestrial arthropods. Na­
ture, 178: 215, 1956. 
Halberg, F., Barnum, C. P., Silber, R. H. and Bittner, J. J.: 24-hour rhythms at dif­
ferent levels of integration in the mouse and the lighting regimen. Proc. Soc. Exp. 
Biol and Med., 97: 897, 1958. 
Halberg, F., Vermund, H., Halberg, E. and Barnum, C. P.: Adrenal hormones and 
phospholipid metabolism in liver cytoplasm of adrenalectomized mice. Endocrinology, 
59: 364, 1956. 
Brown, F. A.: The rhythmic nature of life. In: Recent Advances in Invertebrate 
Physiol. B. T. Schear. Univ. of Oregon Pubis., Eugene, Ore. 1957. Pp. 287. 
Koehler, F., Okano, F. K., Elveback, L. R., Halberg, F., and Bittner, J. J.: Periodo· 
grams for study of daily physiologic periodicity in mice and man. Experimental Medi­
cine and Surgery. 14: 5, 1956. 
Lewis, P. R. and Lobban, M. C.: The effects of prolonged periods of life on abnormal 
time routines upon excretory rhythms in human subjects. Quart. J. Exp. Physiol., 42: 
356, 1957. 
Lewis, P. R. and Lobban, M. C.: Dissociation of diurnal rhythms in human subjects 
living on abnormal time routines. Quart. J. Exp. Physiol., 42: 371, 1957. 
Naylor, E.: Tidal and diurnal rhythms of locomotory activity in Carcinus maenas (L.). 
J. Exp. Biology, 35: 602, 1958. 
Blackman, R. B. and Tukey, J. W.: The measurement of power spectra. New York: 
Dover Publications, Inc., 1958. 
Pavlov, I. P.: Conditioned Reflexes. Trans. and Ed. by G. V. Anrep. New York: Dover 
Publications, Inc., 1960. 430 Pp. 
Halberg, F. and Stephens, A. N.: Susceptibility to ouabain and physiologic circadian 
periodicity. Proc. Minn. Acad. Sci., 27: 139, 1959. 
Chossat, C.: Recherches experimentales sur l'inanition. Memoires, Academie Royale des 
Sciences de l'Institut de France 8: 438, 1843. 

75 


	Physiologic Circadian Systems
	Recommended Citation

	tmp.1638308948.pdf.SAntR

