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ABSTRACT In this communication, we give an interpretation of

Pickands’ result which links it to the maximum (Rényi/T&ll

It is shown that distributions arising in Rényi-Tsallis max%%troon setting with emphasis on the the importance of GPD

imum entropy setting are related to the Generalized Par ) S L . .
Distributions (GPD) that are widely used for modeling thiesta ?or modeling excess distributions. This view gives a pdssib

of distributions. The relevance of such modelization, ad Wénterpretation for the ubiquity of ‘Tsallis’ (GPD) distuitions

as the ubiquity of GPD in practical situations follows from"" pfrlrz/s:]c;sinappllca:l[otnsihas We”f aRS’nmi /_?th?ﬁ flerllctjrs, ian an
Balkema-De Haan-Pickands theorem on the distribution 3f94™M¢ support 1o the use ot kenyl/isallis entroples.

. . .. In the following, we deal with univariate distributions
excesses (over a high threshold). We provide an entropie Vl(aefined onR or on a subset of. Our approach is as
of this result, by showing that the distribution of a suitabl . PP

normalized excess variable converges to the solution Offoélows. First, we show that the GPD can be obtained as the

maximum Tsallis entropy, which is the GPD. This highlightgOIUtIan of as res“'“r.‘g qf a Rényi-Tsallis maximum entropy
. e e ; problem, with normalization and moment constraints. Sdcon
the relevance of the so-called ‘Tsallis’ distributions iramy ; S ) . . .
o e consider distributions in the domain of attraction ofdFret
applications as well as some relevance to the use of tﬁl.e o . S .
corresponding entropy Istributions. This family includes for instance Cauchyy-S
' dent and Pareto distributions. We characterize the agsdcia

g-norm and first moment of the survival function associated
to the excess variabl& — «|X > u. Using an appropriate
normalization, we define a variable whose survival functjen
norm and moment converge to constant values. Third, we show

Generalized Pareto Distributions (GPD) are widely used that it is possible to exhibit a parametgras a function of the
practice for modeling the tails of distributions. The urigig  the parameter of the Frechet family, such that the maximum
rationale is the Balkema-De Haan-Pickands theor@n[P], entropy and values of the constraints coincide with those of
which asserts that the distribution function of the excesle normalized variable from the Fréchet family. Therefore
variable X —u|X > u (that is the distribution of the (shifted) since the maximum entropy with given constraints is unique,
variable X exceeding a threshold) converges to a GPD with we obtain that the excess variable from a distribution in the
survival function, ass ~~ oo: domain of attraction of Fréchet distribution asymptofical

follows a Generalized Pareto Distribution (1).

I. INTRODUCTION

1
5

’ @) [1. SOLUTION TO THE MAXIMIZATION OF TSALLIS’
ENTROPY

Sx(xz)=Pr(X >x) = (1 + gx)

where o is a scale parameter anda shape parameter. For

~ = 0, the GPD reduces to the exponential distribution. We first begin by the expression of the solution to the
In applied fields, GPD have encountered a large succdaaximization of j’sallis’ entropy subject to normalizatiand

since they were obtained as the maximizers of a special &foment constraints.

tropy, the Tsallis (Harva-Charvat-Darévczy) entrofy, with ~ 1heorem 1. Consider the sef = {G : R* — R}

suitable constraints. It is worth mentioning that monotemo 1€ maximum Tsallis entropy problem (or equivalently the

transforms of the latter entropy also exhibit the same GPBaximumg-norm problem), withy < 1, defined by

maximizers: an important example is Rényi entrof. [Of

course, in a wide variety of fields, experiments, numerieal r max S, (G) = max 1 /G(z)qdz -1

sults and analytical derivations fairly agree with the diggion Ger Gerl—gq g

by distribution (1). This distribution is of very high intest .

in many physical systems, since it enables to model powéHbJeCt to

law phenomena. Indeed, power-laws are especially integest o o

since they appear widely in physics, biology, economy, and / 2G(2)dz = pand / G(z)dz =10 (2)

many other fields]. s s



has for unique solution tail behave as a power-law. It was shown by Gnedefkthjat

o a necessary and sufficient condition for a distribution tarbe
G.(z2) = Qi T (1 + 52) " (3) the Fréchet domain of attraction is that its survival funeti
Q satisfies
with, for ¢ > 1/2 . S(z) “
2¢9—1 q ZEIJPOO S(CZ) -
u—i(q_lf B S N €t @
q(2¢—1) B p q with ¢ > 0, a > 0. Equivalently, this can also read
2g—1
et (1-—gq)
and S, (G*) = . (5) li = 7]
! 5 (2¢-1) Jim S(z) = 27(2),

The mean is not defined far < 1/2. _ _ o _
Proof: We follow here the approach of]} Consider the Wherel(z) is a slowly varying function, i.e. a function such

functional Bregman divergence: thatlim,_, 4 ll(”)) =1, vt > 0.
Let us consider the excess variablg, = X — u|X > w.
/d f.9) (6) Its survival function is
— [~ (@7 = g0)" = 4 (F(@) - g(a)) g()" ) da Sy (3 Sxlz+u)
) Sx (w)

associated to the (pointwise) Bregman divergedigé g) built Theorem 2: Suppose thatX,, belongs to the Fréchet do-
upon the strictly convex functior-z? for ¢ € (0,1). Then qin with

let us evaluate the divergence between the distribufiQ(x)

in (3) and any distributiorG(z), with G dominated byG., Sx, (2) ~z7%(2),
G(z) < G4(z), and satisfying (2):
then itsg—norm is asymptotically
== [ G = Ge) — alG)C (! ~ Gz
u
. (®) 19x..1lq ~ p—
f/ G(z)dz +/ G.(2)%dz, 9

S S and its first moment is asymptotically, with> 2,
whereS denotes the support 6. (z). The second line follows
from the fact that sincé& andG.. both satisfy (2), then, using +oo u?
(3) it is easy to check that /O 2Sx, (2)dz = I-a@2-a

Proof: the g—norm writes
/ Gz Vi e = / G (z)ldx.
+oo q
The Bregman divergencB(G, G..) being always positive and , = / (SX(ZW) dz
equal to zero if and only ity = G, the equality (9) implies 0 Sx (u)
that, forg € (0,1), _ /H’o (SX (Z))qdz
S
53(G1) 2 8,() (10 e
_ x (wu) \ "
which means thaf, is the distribution with maximum Rényi- = u/l ( Sx (u) ) w
Tsallis entropy, withg € (0, 1), in the set of all distributions +20 (o) ™ (1 (wu) \?
G < G, satisfying the constraints (2). Values of the con- ~ U/ — ( 10 ) dw
straints (4) and of the maximum entropy (5) follow by direct 1+Oo Y g
calculation. [ N u/ (ww)
1 (e

I1l. THE DISTRIBUTION OF EXCESSES FOR DISTRIBUTIONS 1o
IN FRECHET FAMILY = u/ wYdw = ———
1 a

In the following, we consider the set of distributions which
belongs to the Fréchet domain of attraction. This is the Bet Q,, |
all distributions F such that if variablesX; are independent
and identically distributed according to a distribution Jf
thenmax;—1_ y X; converges to the Fréchet distribution. This "
family typically represents heavy-tailed distributiondhage 1Sx, 1l = a_1

—aq < 0, sincea > 2,q > 1/2. Of course, we
immediately obtain, taking = 1, that




Similarly, the first moment is We can now return to the distribution of the excess without
normalization. Then we obtain a Generalized Pareto Dis-

Hoo T Sy (24 w) - o
/ zSx, (z)dz = / z————"dz tribution, whose shape parameter is given by the exponent
0 0+oo Sx (u) parameter of the Fréchet family, and where the scale paeamet
_ / (2 — u) Sx (2) dx is a function of the threshold and of the Fréchet parameter
u Sx (u) a. This can be stated as follows.
Foo Sx (wu) Theorem 4: If X belongs to the Fréchet family, then the
= /1 u(w—1) W“dw survival function of its excesses over a thresholdonverges
400 (in the g—norm sense) to
~ u2/ (w—1)w *dw e
' G(2) = (1 + ;x) 12)
- (1-a)(2—a) with v = 1/a ando = g(u)/a for any positive functiong
m such thatg (u) ~ u.
Proof: The proof is immediate by (11). [ ]

We have a simple corollary to this theorem:

Corollary 1: The survival functionSy, of random variable
Y = X/g (u), where functiong is such thatg (u) ~ u, has
asymptotical norms

At this point it is still important to emphasize that the GPD
(12) enjoys a threshold stability property: the distribatiof

the excesses over a threshold of GPD remains a GPD, with the
same exponent but a different shape parameter. This sgabili

1Sy, [lq ~ and ||Sy, |, = L. result is certainly also a reason of the ubiquity of GPD in
ag—1 a—1 many applications.
and an asymptotical first moment Theorem 5. Given a GPD with parameterg, o the dis-
Yoo . tribution of excesses remains a GPD with parameteend

=Sy, (2)dz ~ Fop—t o' =0 (1+Zu).
i —a)j\s—a Proof: As usual, letu denotes the thresholdyx the
Proof. "fhe resus forSy,, follow directly from Theo- survival function of the original GPD and'x, the survival

rem 2, with . X
’ function of variableX,.Then,
Sy, (2) = Sx, (29 (u)). (11) )
1 ol 5 7%
= sy - et (ESErY) T 0
Sx (u) (1 + gu)_? o

IV. THE ENTROPY OF THE DISTRIBUTION OF EXCESSES
Of course, coincidence of the survival functish:, (=) of where the last expression is obtained after having facttived

_1.
the normalized excesg, with the maximum entropy solution term (1 + 2u) ™ ~in the numerator.

(3) imposes u
o — 1 We have shown that the distribution of excesses in the
1—q Fréchet family, which is a Generalized Pareto Distribution
Then, it is easy to check that can be interpreted as a maximuprentropy (or maximumy-

Theorem 3: if X belongs to the Fréchet family, then choosn0rm) solution. With this result, it is possible to connee t
ing ¢ < 1 such that ubiquity of heavy-tailed distributions in physics, ecoriosnor

1 signal processing, the distribution of the excesses oveftan(
=7 —q’ unknown) threshold, and a maximum entropy construction.

the excess distribution df, reaches asymptotically the maxi-The final paper will present a numerical illustration in the

mum ¢g—norm solution under constraints asymptotically equa;ggiﬂt f;:r?qsne’ v?/:l(:] \I,::! dlsn(;:)uz?stﬁbjlcirgrﬁlse V\iﬁ:egi'%r:q;ﬂ the
to 4 and§ providedo = 5 = 1. Y p

Proof: Choosinga = X yields tails.

1 1—gq
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