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#### Abstract

Quantitative evaluation of feature trackers can lead significant improvements in accuracy. There are widely used ground truth databases in the field. One of the most popular datasets is the Middlebury database to compare optical flow algorithms. However, the database does not contain rotating 3D objects. This paper proposes a turntable-based approach that fills this gap. The key challenge here is to calibrate very accurately the applied camera, projector, and turntable. We show here that this is possible, even if just a simple chessboard plane is used for the calibration. The proposed approach is validated on 3D reconstruction and ground truth tracking data generation of real-world objects.


## 1 INTRODUCTION

Developing a realistic 3D approach for feature tracker evaluation is very challenging since realistic moving 3D objects can simultaneously rotate and translate, moreover, occlusion can also appear in the images. It is not easy to implement a system that can generate ground truth (GT) data for real-world 3D objects. The aim of this paper is to present a novel structured-light reconstruction system that can produce extremely accurate feature points of rotating spatial objects.

The Middlebury database ${ }^{1}$ is considered as the state-of-the-art GT feature point generator. The database itself consists of several datasets that had been continuously developed since 2002. In the first period, they generated corresponding feature points of real-world objects (Scharstein and Szeliski, 2002). The first Middlebury dataset can be used for the comparison of feature matchers. Later on, this stereo database was extended with novel datasets using structured-light (Scharstein and Szeliski, 2003) or conditional random fields (Pal et al., 2012). Even subpixel accuracy can be achieved in this way as it is discussed in (Scharstein et al., 2014).

However, our goal is to generate tracking data via multiple frames, the stereo setup is too strict limitation for us.

[^0]The description of the optical flow datasets of Middlebury database was published in (Baker et al., 2011). It was developed in order to make the optical flow methods comparable. The latest version contains four kinds of video sequences:

1. Fluorescent Images: Nonrigid motion is taken by a color and a UV-camera. Dense ground truth flow is obtained using hidden fluorescent texture painted on the scene. The scenes are moved slowly, at each point capturing separate test images in visible light, and ground truth images with trackable texture in UV light
2. Synthesized Database: Realistic images are generated by an image syntheses method. The tracked data can be computed by this system as every parameters of the cameras and the 3D scene are known.
3. Imagery for Frame Interpolation: GT data is computed by interpolating the frames. Therefore the data is computed by a prediction from the measured frames.
4. Stereo Images of Rigid Scenes: Structured light scanning is applied first to obtain stereo reconstruction. (Scharstein and Szeliski 2003). The optical flow is computed from ground truth stereo data.

The main limitation of the Middlebury optical flow database is that the objects move approximately
linearly, there is no rotating object in the datasets. This is a very strict limitation as tracking is a challenging task mainly when the same texture is seen from different viewpoint.

It is interesting that the Middlebury multi-view database (Seitz et al., 2006) contains ground truth 3D reconstruction of two objects, however, the ground truth tracking data were not generated for these sequences. Another limitation of the dataset is that only two low-textured objects are used.

It is obvious that tracking data can also be generated by a depth camera (Sturm et al., 2012) such as Microsoft Kinect, but its accuracy is very limited. There are other interesting GT generators for planar objects such as the work proposed in (Gauglitz et al., 2011), however, we would like to obtain the tracked feature points of real spatial objects.

Due to these limitations, we decided to build a special hardware in order to generate ground truth data. Our approach is based on a turntable, a camera, and a projector. They are not too costly, however, the whole setup is extremely accurate as it is shown here.
Accurate Calibration of Turntable-based 3D Scanners. The application of structured-light scanner is a relatively cheap and accurate possibility to build a real 3D scanner as it is discussed in the latest work of (Moreno and Taubin, 2012). Another possibility for a very accurate 3D reconstruction is laser scanning (Bradley et al., 1991), however, the accurate calibration of the turntable is not possible using a laser stripe since it can only reconstruct a 2D curve at a moment. For turntable calibration, the reconstruction of 2 D objects is a requirement since the axis of the rotation can be computed by registrating the point clouds of the same rotating object.

Moreover, the calibration of the camera and projector intrinsic and extrinsic parameters is also crucial. While the camera calibration can be accurately carried out by the well-known calibration method of (Zhang, 2000), the projector calibration is a more challenging task. The projector itself can be considered as an inverse camera: while the camera projects the 3 D world to the 2 D image, the projector projects the planar image onto the 3D world. For this reason, the corresponding points of the 3D world and the projector image cannot be matched. Therefore, firstly the pixel-pixel correspondences have to be detected between the camera and the projector. The application of structured light was developed in order to efficiently realize this correspondence detection (Scharstein and Szeliski, 2003).

Many projector calibration methods exist in the field. The first popular class of existing solu-
tions (Sadlo et al., 2005; Liao and Cai, 2008; Yamauchi et al., 2008) is to (i) use a calibrated camera to determine the world coordinate, (ii) then a pattern is projected onto the calibration plane, the corners are detected and locations are estimated in 3D, (iii) then the 3D $\rightarrow 2 \mathrm{D}$ correspondences are given by running the (Zhang, 2000) calibration. The drawback of this kind of approaches is that its accuracy is relatively low since the projected 3D corner locations are estimated, and these estimated data are used for the final calculation.

Another possible solution is to ask the user to move the projector at different positions (Anwar et al., 2012; Jamil Draréni, 2009). It is not possible for our approach as the projector is fixed. Moreover, the accuracy of these kind of approaches is also very low.

There are algorithms where both projected and printed pattern are used (Audet, 2009; Martynov et al., 2011). The main idea here is that if the projected pattern is iteratively adjusted until it fully overlaps the printed pattern, then the projector parameters can be estimated. Color patterns can also be applied for this purpose (Park and Park, 2010). However, we found that this quite complicated method is not required to calibrate the camera-projector system.

Our calibration methods for both the camera and projector use a simply chessboard plane. Our algorithms are very similar to those of (Moreno and Taubin, 2012). As it is shown here later, we calibrate the camera first by the method of (Zhang, 2000). Then the point correspondences between camera and projector pixels are determined by robustly estimating the local homography close to the chessboard corners. Then the intrinsic projector parameters can be computed by (Zhang, 2000) as well. The extrinsic parameters (relative translation and orientation between the camera and the projector) can given by a stereo calibration problem. For this purpose, there are several solutions as it is discussed in (Hartley and Zisserman, 2003) in detail. However, we found that the accuracy of stereo calibration is not accurate, therefore we proposes a more sophisticated estimation here.
Contribution of this Study. The main novelty of this paper is that we show here that very accurate GT feature data can be generated for rotating object if a camera-projector system is applied with turntable. To the best of our knowledge, our approach is the first system that can yield such accurate GT tracking data. The usage of a turntable for 3D reconstruction itself is not a novel idea, but its application for GT data generation it is.

The calibration algorithms within the system have a minor and a major improvements:

- The camera-projector correspondence estimation


Figure 1: Hardware components of structured light scanner. Left: schematic figure. Right: Realized scanner.
is based on a robust (RANSAC-based) homography estimation.

- The turntable calibration is totally new: while usual turntable calibrators (Kazo and Hajder, 2012) compute the axis by performing a usual chessboard-based calibration method (Zhang, 2000) for the rotating chessboard plane, and the axis of the rotation is computed from the extrinsic camera parameters, we propose a novel optimization problem that minimizes the reprojection for the corners of the rotating chessboard. We found the accuracy of this novel algorithm is significantly better. During the turnable calibration, the extrinsic parameters of the camera and projector are also obtained.


## 2 PROPOSED EQUIPMENT AND ALGORITHMS

Our 3D scanner consists of 3 main parts. It is visualized in Fig. 1. The left plot is the schematic setup, while the right one shows the realization of the scanner. The main components of the equipment are the camera, the projector, and the turntable. Each of the above needs to be calibrated correctly to reach high accuracy in 3D scanning. The camera and the projector are fixed to their arms, but the turntable can move $^{2}$ : it is able to rotate the object to be reconstructed.

The bottleneck of the proposed approach is the calibration of the components. In this section, it is overviewed how the camera, the projector, and the axis of the rotating table can be accurately calibrated.

[^1]The paper is organized as follows. The software components are overviewed in Figure 2. The camera, projector and turntable calibration is described in Section 2.1, 2.1, and 2.3, respectively. Sec. 3 shows how accurate GT data can be generated by the developed equipment. Finally, Sec. 6 concludes the work and discusses the limitations. calibration,

### 2.1 Camera Calibration

For describing the camera we choose the pinhole model with radial distortion. Assuming that the coordinate system is aligned to the camera, the projection of the point $X \in \mathbb{R}^{3}$ to the camera plane is $u \in \mathbb{R}^{2}$, which can be described by the equation:

$$
\begin{gathered}
u=K_{c} \tilde{u}, \\
K_{C}=\left[\begin{array}{ccc}
f_{x} & \gamma & p_{x} \\
0 & f_{y} & p_{y} \\
0 & 0 & 1
\end{array}\right], \\
\tilde{u}=\left[\begin{array}{c}
u_{x}\left[1+k_{1} r^{2}+k_{2} r^{4}\right] \\
u_{y}\left[1+k_{1} r^{2}+k_{2} r^{4}\right]
\end{array}\right], \\
r^{2}=u_{x}^{2}+u_{y}^{2},
\end{gathered}
$$

where $K_{C}$ stands for the camera matrix, $f_{x}$ and $f_{y}$ are the focal length, $\left(p_{x}, p_{y}\right)$ is the principal point, and $\gamma$ is the shear. In our case we only used radial distortion, which can be described by two parameters: $\left(k_{1}, k_{2}\right)$. The camera matrix and the distortion parameters are together called the intrinsic parameters of the camera.

A black and white chessboard is held in sight of the camera at arbitrary positions. Images were taken and the chessboard corners were found on the images, and they refined to reach sub-pixel precision. Then we can compute the intrinsic parameters of the camera by the method of (Zhang, 2000).


Figure 2: Software components of the whole calibration pipeline.

### 2.2 Projector Calibration

Since the projector can be viewed as an inverse camera, it can be described by the same model applied for the camera before. However, finding the right projector pixels, which through the chessboard corners are seen from the viewpoint of the projector is not so obvious. To overcome this problem, a structured light sequence is projected to the scene. It precisely encodes the pixel coordinates in the projector image. For each scene point, the projected codes has to be decoded. From this point, the chessboard must be placed in a position that can be viewed from both the camera and projector.

The structured light we used for the calibration is based on the binary Gray code since it is the most accurate coding for structured light scanning as it is discussed in (Scharstein and Szeliski, 2003). In addition, we project inverse images after every single one, meaning that every pixel on the images is reversed. But before structured light utilized, full black and white images are projected for easier object recognition, and for easier decoding of the structured light.

Since the resolution of our projector is $1024 \times 768$, the number of the projected images are 42 for each chessboard orientation. The projected sequence consists of 2 pure black and white images, 10 images for encoding the horizontal, and 10 for encoding the vertical coordinates of each projector pixel. Additionally, the inverse images have to be inserted into the sequence as well. These images are taken from one viewpoint, and they are called as the image set.

After all the images are taken, one can begin the decoding of the structured light. First of all, we calculate the direct and indirect intensity of the light, pixel by pixel for each image set. The full method is described in (Nayar et al., 2006). Then the minimum and maximum intensities are determined per pixel and then the direct and indirect values are given by
the equations as follows:

$$
\begin{gathered}
L_{D}=\frac{L_{\max }-L_{\min }}{1-B} \\
L_{I}=\frac{2\left(L_{\min }-B * L_{\max }\right)}{1-B^{2}}
\end{gathered}
$$

Where $B$ is the amount of light emitted by a turned-off projector pixel. We needed to separate these 2 components from each other, because we are only interested in the direct intensities lit by the projector.

Then we need to classify the pixels on each image pair, consisting the image given by the structured light and its inverse. There are 3 clusters to classify into:

1. The pixel is lit on the first image.
2. The pixel is not lit on the first image.
3. Cannot be determined.

The classification rules are as follows:

- $L_{D}<M \Longrightarrow$ the pixel is in the 3. class,
- $L_{d}>L_{I} \wedge P_{1}>P_{2} \Longrightarrow$ the pixel is lit,
- $L_{d}>L_{I} \wedge P_{1}<P_{2} \Longrightarrow$ the pixel is not lit,
- $P_{1}<L_{D} \wedge P_{2}>L_{I} \Longrightarrow$ the pixel is not lit,
- $P_{1}>L_{I} \wedge P_{2}<L_{I} \Longrightarrow$ the pixel is lit,
- otherwise it cannot be determined.

The pixel intensity in the first and inverse images are denoted by $P_{1}$, and $P_{2}$, respectively, while $M$ is a userdefined threshold: $M=5$ is set in our approach. If the difference between $P_{1}$ and $P_{2}$ is greater than $M$, then the pixel is discarded.

For further reading about the classification, we recommend to read the study of ( Xu and Aliaga, 2007).

Since the chessboard consists of alternating black and white squares, decoding near the chessboard corners can resolve errors. To avoid these errors, we calculate local homographies around the corners. We use

11 pixel-wide kernel window and every successfully decoded projector pixel is in consideration. For the homography estimation, a RANSAC-based (Fischler and Bolles, 1981) DLT homography estimator is applied in contrast to the work of (Moreno and Taubin, 2012) where robustification is not dealt with. We found that the accuracy is increased when RANSACscheme is applied. After the homography is computed among the camera and projector pixels, we use this homography to transform the camera pixels to the projector image. In this way we get the exact projector pixels we needed, so we can use the method of (Zhang, 2000) to calibrate the projector. Remark that the extrinsic projector calibration will be refined later, but the intrinsic parameters will not.

### 2.3 Turntable Calibration

The aim of the turntable calibration is to compute the axis of the turntable. It is represented by a point and a direction. Therefore, the degree of freedom of a general axis estimation is four ( 2 DoFs : position of a plane; other 2 DoFs: direction).

Fortunately, the current problem is constrained. We know that the axis is perpendicular to the plane of the turntable. Thus, the direction is given, only the position should be calculated within the turntable plane.

The turntable is calibrated if we know the centerline which the table is turning around. Two methods was used to calculate this 3D line. First we place the chessboard on the turntable, and start rotating it. Images are taken between the rotations, and the extrinsic parameters can be computed for each image since the camera is already calibrated. This motion is equivalent with the motion of a steady chessboard and a moving camera. The circle that the camera follows has the same centerline as the turntable. Thus fitting a circle to the camera points estimates the centerline of the turntable (Kazo and Hajder, 2012).

However, we found that this method is not accurate enough. Therefore, we developed a novel algorithm that is overviewed in the rest of this section.

### 2.3.1 Problem Statement of Turntable Axis Calibration

Given a chessboard with known size, for which the corners can be easily detected by widely used pattern recognition algorithms, the goal is to estimate the axis of the turntable. This is part of the calibration of a complex structured-light 3D reconstruction system that consists of one camera, one projector, and one turntable. The latter one is driven by a stepping motor, the angle of the rotation can be very accurately
set. The camera and projector intrinsic parameters are also known, in other words, they are calibrated.

The input data for axis calibration comes from detected chessboard corners. The chessboard are placed on the turntable. Then it is rotated and images are taken with different rotational axis. The corners are detected on all of these images. Then the chessboard is placed in a higher position on the turntable, but the new plane orientation is also parallel to the turntable Then the chessboard are rotated, and the corners are detected as well. (The chessboard can be placed in arbitrary altitudes. We only use two different values, but the proposed calibration method can work with arbitrary number of positions.)

If we consider the case when the planes of the chessboard and the turntable are parallel, the distance between them is $h$, then the chessboard corners can be written as

$$
\begin{array}{r}
{\left[\begin{array}{c}
X \\
Y
\end{array}\right]=}  \tag{1}\\
{\left[\begin{array}{cc}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{array}\right]\left[\begin{array}{c}
x-o_{x} \\
y-o_{y}
\end{array}\right]+\left[\begin{array}{c}
o_{x} \\
o_{y}
\end{array}\right]=}
\end{array}
$$

$\left.\cos \alpha x-\sin \alpha y+o_{x}(1-\cos \alpha)+o_{y} \sin \alpha\right]$ $\left.\sin \alpha x+\cos \alpha y-o_{x} \cos \alpha+o_{y}(1-\cos \alpha)\right]$
where $\alpha$ denotes the current angle of the rotation. Note that altitude $h$ does not influence the relationship. Also remark that capital $X$ and $Y$ denote spatial coordinates, while their lowercase letters ( $x$ and $y$ ) are 2D coordinates in image space.

### 2.3.2 Proposed Algorithm

The proposed axis calibration consists of two main steps:

1. Determination of the axis center $\left[o_{x}, o_{y}\right]^{T}$ on chessboard plane, and
2. computation of the camera and projector extrinsic parameters.

Axis Center $\left[o_{x}, o_{y}\right]^{T}$ Estimation on Chessboard Plane. The goal of the axis center estimation is to calculate the location $\left[o_{x}, o_{y}\right]^{T}$. We propose an alternation-type method with two substeps:

Homography-step. The plane-plane homography is estimated for each image. The 2D locations of the corners in the images are known. The 2D coordinates can be determined in the chessboard plane by Eq. 1. If the homogenous coordinates are used, the relationship becomes


We apply the standard normalized direct linear transformation (normalized DLT) with a numerical refinement step (Hartley and Zisserman, 2003) in order to estimate the homography. It solves the linearized version of Eq. 2:

$$
E\left(\alpha, x, y, o_{x}, o_{y}\right)=E_{1}\left(\alpha, x, y, o_{x}, o_{y}\right)+E_{2}\left(\alpha, x, y, o_{x}, o_{y}\right)
$$

where

$$
\begin{array}{r}
E_{1}\left(\alpha, x, y, o_{x}, o_{y}\right)= \\
u h_{31}\left(\cos \alpha x-\sin \alpha y+o_{x}(1-\cos \alpha)+o_{y} \sin \alpha\right)+ \\
u h_{32}\left(\sin \alpha x+\cos \alpha y+-o_{x} \cos \alpha+o_{y}(1-\cos \alpha)\right)+ \\
u h_{33}- \\
h_{11}\left(\cos \alpha x-\sin \alpha y+o_{x}(1-\cos \alpha)+o_{y} \sin \alpha\right)- \\
h_{12}\left(\sin \alpha x+\cos \alpha y+-o_{x} \cos \alpha+o_{y}(1-\cos \alpha)\right)- \\
h_{13}
\end{array}
$$

and

$$
\begin{array}{r}
E_{2}\left(\alpha, x, y, o_{x}, o_{y}\right)= \\
v h_{31}\left(\cos \alpha x-\sin \alpha y+o_{x}(1-\cos \alpha)+o_{y} \sin \alpha\right)+ \\
v h_{32}\left(\sin \alpha x+\cos \alpha y+-o_{x} \cos \alpha+o_{y}(1-\cos \alpha)\right)+ \\
v h_{33}- \\
h_{21}\left(\cos \alpha x-\sin \alpha y+o_{x}(1-\cos \alpha)+o_{y} \sin \alpha\right)- \\
h_{22}\left(\sin \alpha x+\cos \alpha y+-o_{x} \cos \alpha+o_{y}(1-\cos \alpha)\right)- \\
h_{13}
\end{array}
$$

This is a linear problem. The center and the scale of the applied coordinate system can be arbitrary chosen. As it is discussed in (Hartley and Zisserman, 2003), the mass center and quasi-uniform scale is the most accurate choice. The error function $E\left(\alpha, x, y, o_{x}, o_{y}\right)$ can be written for every chessboard corner point for every rotational angle. Therefore, the minimization problem is formulated as

$$
\arg \min _{H} \sum_{i=1}^{G_{x}} \sum_{j=1}^{G_{y}} \sum_{k=1}^{N} E\left(\alpha_{k}, x_{i, \alpha}, y_{j, \alpha}, o_{x, \alpha}, o_{y, \alpha}\right) .
$$

where $a_{k} \in[0,2 \pi], x_{i} \in\left[0, G_{x}\right]$, and $y_{i} \in\left[0, G_{y}\right]$, and $G_{x}, G_{y}$ are the dimensions of chessboard corners, respectively. (Possible values for $\left(x_{i}, y_{j}\right)$ are $(1,1),(1,2),(2,1), \ldots$ etc. ) This problem remains an
over-constrained homogeneous linear one that can be optimally solved.

Axis-step. Its goal is to estimate the axis location $\left[o_{x}, o_{y}\right]^{T}$. The above two equations are linear with respect to the center coordinates. Therefore, the equations form a homogeneous linear system of equations $A\left[o_{x}, o_{y}\right]^{T}=b$, where

$$
A=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]
$$

where

$$
\begin{array}{r}
a_{11}=h_{11}-h_{11} \cos \alpha-h_{12} \sin \alpha- \\
u\left(h_{31}-h_{31} \cos \alpha-h_{32} \sin \alpha\right), \\
a_{12}=h_{11} \sin \alpha+h_{12}-h_{12} \cos \alpha- \\
u\left(h_{31} \sin \alpha+h_{32}-h_{32} \cos \alpha\right), \\
a_{21}=h_{21}-h_{21} \cos \alpha-h_{22} \sin \alpha- \\
v\left(h_{31}-h_{31} \cos \alpha-h_{32} \sin \alpha\right), \\
a_{22}=h_{21} \sin \alpha+h_{22}-h_{22} \cos \alpha- \\
v\left(h_{31} \sin \alpha+h_{32}-h_{32} \cos \alpha\right),
\end{array}
$$

and

$$
b=\left[\begin{array}{l}
b_{11}-b_{12} \\
b_{21}-b_{22}
\end{array}\right]
$$

where

$$
\begin{array}{r}
b_{11}=h_{13}+ \\
h_{11}(x \cos \alpha-y \sin \alpha)+h_{12}(y \cos \alpha+x \sin \alpha), \\
\left.b_{12}=h_{33}\right)+ \\
u\left(h_{31}(x \cos \alpha-y \sin \alpha)+h_{32}(y \cos \alpha+x \sin \alpha),\right. \\
b_{21}=h_{23}+ \\
h_{21}(x \cos \alpha-y \sin \alpha)+h_{22}(y \cos \alpha+x \sin \alpha), \\
b_{22}=h_{33}+ \\
v\left(h_{31}(x \cos \alpha-y \sin \alpha)+h_{32}(y \cos \alpha+x \sin \alpha)\right) .
\end{array}
$$

The above equations can be written for all corners of the chessboard for all rotated positions. Therefore, both the homography- and the axis-steps are extremely over-constrained. Thus, the parameters can be very accurately estimated. It is interesting that the homography and the axis location estimations are homogeneous, and inhomogeneous linear problems, respectively. They can also solved for the overdetermined case as it is well-known (Björck, 1996).

The two substeps have to be run one after the other. Both steps minimize the same algebraic error, therefore the method converges to the closest (local) minimum. Unfortunately, global optimum cannot be theoretically guaranteed. But we found that the algorithm converges to the correct solution. The speed of
the convergence is relatively fast, to our experiments, $20-30$ iterations are required to reach the minimum. Parameter Initialization. The proposed alternation method requires initial values for $o_{x}$ and $o_{y}$. It has been found that the algorithm is not too sensitive to the locations of the initial values. The center of the chessboard is an appropriate solution for $o_{x}$ and $o_{y}$. Moreover, we have tried more sophisticated methods. If the camera centers are estimated by a Perspective n Point (PnP) algorithm such as (Lepetit et al., 2009), then the camera centers for the rotating sequence form a circle (Kazo and Hajder, 2012) as it is mentioned in the first part of this section. The center of this circle is also a good initial value. However, we found that the correct solution is reached as well if the initial center is an arbitrary point within the chessboard region.

### 2.3.3 Axis Center Estimation in the Global System

The first algorithm estimates the center of the axis in the coordinate system of the chessboard. But the chessboard are placed in different positions with different altitudes. The purpose of the algorithm discussed in this section is to place the rotated chessboard in the global coordinate system and to determine the extrinsic parameters (location and orientation) of the projector. The global system is fixed to the camera, therefore, the camera extrinsic parameters have not to be estimated.

In our calibration setup, only two chessboard sequences are taken. The extrinsic position can be easily determined. If the 3D coordinates of the plane are known, the 2D locations are detected, then the estimation of the projective parameters is called the PnP problem. Mathematically, the PnP optimization can be written as

$$
\arg \min _{R, t} \sum_{i=1}^{G_{x}} \sum_{j=1}^{G_{y}} \sum_{k=1}^{N} \operatorname{Rep}\left(R, t,\left[\begin{array}{c}
u_{i, \alpha} \\
v_{j, \alpha}
\end{array}\right],\left[\begin{array}{c}
x_{i, \alpha}^{\prime} \\
h
\end{array}\right]\right)
$$

where the definition of the function Rep is as follows:

$$
\begin{array}{r}
\operatorname{Rep}\left(R, t,\left[\begin{array}{c}
u_{i} \\
v_{j}
\end{array}\right],\left[\begin{array}{c}
x_{i}^{\prime} \\
y_{j}^{\prime} \\
h
\end{array}\right]\right)= \\
\left\|\operatorname{DeHom}\left(R\left[\begin{array}{c}
x_{i}^{\prime} \\
y_{j}^{\prime} \\
h
\end{array}\right]+t\right)-\left[\begin{array}{c}
u_{i} \\
v_{j}
\end{array}\right]\right\|_{2}^{2} .
\end{array}
$$

The applied comma (') means that the origin of the coordinate system for chessboard corners are placed at $\left[o_{x}, o_{y}\right]^{T}$. Function DeHom gives the dehomogeneous 2D vector of a spatial vector
as $\operatorname{DeHom}\left([X, Y, Z]^{T}\right)=[X / Z, Y / Z]^{T}$.
There are solutions that can cope with planar points. We used the EPnP (Lepetit et al., 2009) algorithm for our approach. At this point, the relative transformation between the chessboard planes and the camera can be calculated. They are denoted by [ $\left.R^{1}, t^{1}\right]$, and $\left[R^{2}, t^{2}\right]$. The altitude of the chessboard can be measured. Without loss of generalization, altitude of the first plane can be set to zero: $h_{1}=0$. (The simplest way is to set the first chessboard to the turntable. Then the altitude of the second chessboard can be easily measured with respect to the turntable.)

The estimation of one parameter is relatively simple. We solve it by exhaustive search. The best value is given by the rotation for which the reprojection error of the PnP problem is minimal:

$$
\arg \min _{R, t} \sum_{i=1}^{G_{x}} \sum_{j=1}^{G_{y}} \sum_{k=1}^{N}\left(\operatorname{Rep}^{1}+R e p^{2}\right)
$$

where

$$
\begin{aligned}
& \operatorname{Rep}^{1}=\operatorname{Rep}\left(R^{1}, t^{1},\left[\begin{array}{c}
u_{i, \alpha_{k}} \\
v_{j, \alpha_{k}}
\end{array}\right],\left[\begin{array}{c}
x_{i, \alpha_{k}}^{\prime} \\
y_{j, \alpha_{k}}^{\prime} \\
0
\end{array}\right]\right) \\
& \operatorname{Rep}^{2}=\operatorname{Rep}\left(R^{2}, t^{2},\left[\begin{array}{c}
u_{i, k} \\
v_{i, k}
\end{array}\right],\left[\begin{array}{c}
x_{i, \alpha+\alpha_{k}}^{\prime} \\
y_{j, \alpha+\alpha_{k}}^{\prime} \\
h
\end{array}\right]\right)
\end{aligned}
$$

where the upper index denotes the number of the chessboard. The relationship between the left and right terms are that the spatial points have to rotated with the same angle, but a fix angular offset $\Delta \alpha$ has to be added to each rotation for the second chessboard plane with respect to the first one. (The setup is visualized in Fig. 3.) The impact of $\Delta \alpha$ for the second rotation matrix is written as follows:

$$
R^{2}=\left[\begin{array}{ccc}
\cos \Delta \alpha & -\sin \Delta \alpha & 0  \tag{3}\\
\sin \Delta \alpha & \cos \Delta \alpha & 0 \\
0 & 0 & 1
\end{array}\right] R^{1}
$$

The minimization problem is also a PnP one, therefore it can be efficiently solved by (Lepetit et al., 2009). The estimation of $\Delta \alpha$ is obtained by an exhaustive search.

Finally, the extrinsic parameters of the projector are computed by running the PnP algorithm again for the corners detected in the projector images. The obtained projector parameters have to be transformed by the inverse of the camera extrinsic parameters since our global coordinate system is fixed to the camera.


Figure 3: Visualized chessboard planed in the first position. The edged are not parallel, therefore the relative angle $\Delta \alpha$ has to be estimated.

### 2.4 Object Reconstruction

The object reconstruction looks very similar to the projector calibration. In this case, an object is placed on the turntable instead of the chessboard. Structured light is projected onto it, images are taken, then the object is rotated. This procedure is repeated until the object returns to the starting position. Then we decode the projector pixels back from the structured light projected in each image set. After it is done, we use the Hartley-Strum triangulation (Hartley and Sturm, 1997) for corresponding camera-projector pixels due to its accuracy to determine the object points from one viewpoint. We calculate these for each viewpoint, and then we can combine the point sets together, which results a 3D points et of the full object.

## 3 RESULTS

The main advantage of our method is that the whole GT data generation is totally automatic. Therefore, arbitrary number of objects can be reconstructed. We show here four typical objects that have well trackable feature points. They are as follows:

- Dinosaur. A typical researcher enjoys the reconstruction of dinosaurs as it is shown in several scientific papers, e.g ("Fitzgibbon et al., 1998). Fortunately, kids also like it, and one of the authors' sons has a plastic dinosaurs that could be reconstructed. Therefore, we inserted a dino to our testing dataset.
- Flacon. The Plastic holder is a good test case since at least one well-textured label is fixed on the surface of a usual flacon.
- Plush Dog. The tracking of the feature point of a soft toy is a challenging task as it does not have a flat surface. For this reason, we include a plush dog into the testing database.
- Poster. The last sequence of our dataset is a rotating newspaper page. It is useful since it is a simple textured plane. The efficiency of the trackers can be checked in this example due to two reasons: (i) there is no occlusion, and (ii) the feature tracking is the determination of a plane-plane homography.

During the test, the objects were rotated by the turntable, the difference of the degree of two subsequent was set to $3^{\circ}$. Our GT tracking data generator has two modes. (i) The first version regularly generates the feature points in the first image. The feature points are located across a regular grid in the valid region of the camera image. (ii) The points in the first image is determined by a feature generator. We use the SIFT features (Lowe, 1999) in our testing examples, but arbitrary feature generators can be included.

Then the generated feature points were reconstructed in the first image using the structured light. Then these 3D reconstructed point coordinates were rotated around the turntable axis with the known rotating axis, and projected to the next image. This procedure was repeated for all the images of the test sequence. The 2D feature coordinates after projection give the final GT for quantitative feature tracker comparison.

The input images of the sequences are visualized in Figs. 4-7. The 3D model of the reconstructed objects are also visualized in these Figures except the Poster as it is a planar paper and its 3D model is not interesting. The 3D models are represented by colored point clouds, however, the color itself does not influence the reconstruction. It is only painted due to its spectacularity.

The computed ground truth data for the four examined sequences are pictured in Figs. 8-11. The first row shows the tracked points when the points are selected across a grid. The second rows of Figs. 8-7 consist of images with the tracked GT SIFT feature points (yellow dots). We also applied an automatic feature tracker (BruteForceMatcher of OpenCV) and the estimated feature points are drawn in the images with red color. However, the comparison of feature vectors is out of the scope of this paper, we only want to demonstrate that this comparison can be easily carried out.

The obtained ground truth data were visually checked by us and we have not found any inaccuracy on it. We think that the accuracy is below pixel, in other word, subpixel accuracy was reached. This is extremely low as the camera resolution is $2592 \times 1936$ ( 5 Mpixel).


Figure 4: Two images of the 'Dino' sequence and the reconstructed 3D point cloud from three viewpoints.


Figure 5: Two images of the 'Plush Dog' sequence and the reconstructed 3D point cloud from three viewpoints.


Figure 6: Two images of the 'Flacon' sequence and the reconstructed 3D point cloud from three viewpoints.


Figure 7: Two images from the 'Poster' sequence.

## 4 COMPARISON OF WELL-KNOWN FEATURE TRACKERS

Thought this paper does not concentrate on the comparison of feature trackers, we run the most popular trackers implemented in the OpenCV library ${ }^{3}$. Each tracker consists of separated methods in order to generate, describe, and finally track good features. However, the generation and description is given by the same algorithms in our examples. The tracking (matching) is different, we selected the most accurate tracker for the generators based on our tests.

The applied feature generators are as follows:

1. Scale Invariant Feature Transform (SIFT) (Lowe, 1999)
2. Speeded Up Robust Features (SURF) (Bay et al., 2008)
3. KAZE (Alcantarilla et al., 2012)

[^2]4. Accelerate KAZE (AKAZE) (Alcantarilla et al., 2013)
5. Binary Robust Invariant Scalable Keypoints (BRISK) (Leutenegger et al., 2011)
6. ORB (Oriented FAST and Rotated BRIEF) (Rublee et al., 2011)

Several matchers have been tested for the selected feature detectors/descriptors. OpenCV supports a brute-force based matchers as well as the Flann (Fast Approximate Nearest Neighbor) matcher (Muja and Lowe, 2009). In the case of the brute-force based matchers, all descriptors on the first image are compared with all descriptors on the second image and the best match, when the distance of the descriptors is the lowest, is chosen. In Fig 12, 'BF_L1' means that the brute-force matcher is used with the $L_{1}$ norm, while 'BF_H1' means that the brute-force matcher is used with the Hamming distance. $L_{2}$ norm is used for algorithms 'BF_L2' and 'BF_H2'.

The rival trackers are compared on every test sequence. The error of the feature tracking is defined as the difference between the tracked and GT coordinates. The averages are calculated for each frame, and this mean values is the error for the examined feature. Then the error of all feature errors are computed as well. The median of the feature errors is also calculated. These mean and median values of the rival trackers are visualized in the plots of Fig. 12.

The detailed description of the feature detectors and the evaluation of the test results are out of the


Figure 8: The visualized ground truth tracking data drawn on images of the 'Flacon' sequence. Top row: features generated by a grid within valid image region. Bottom row: features generated by SIFT method.


Figure 9: The visualized ground truth tracking data drawn on images of the 'Dino' sequence. Top row: features generated by a grid within valid image region. Bottom row: features generated by SIFT method.


Figure 10: The visualized ground truth tracking data drawn on images of the 'Plush Dog' sequence. Top row: features generated by a grid within valid image region. Bottom row: features generated by SIFT method.


Figure 11: The visualized ground truth tracking data drawn on images of the 'Poster' sequence. Top row: features generated by a grid within valid image region. Bottom row: features generated by SIFT method.
scope of this paper. We know that more information are required to compare the methods, this short description only wants to demonstrate that quantitative comparison is possible by our equipment. A deep comparison will be published very soon.


Figure 12: Tracking error for test sequences. Avg: mean, Med: median. From top to bottom: Results for 'Flacon', 'Dino', Plush Dog', and 'Poster' testing objects.

## 5 LIMITATIONS \& FUTURE WORK

The main goal of the approach proposed here is to be able to generate ground truth tracking data of real-world rotating objects. Therefore, the turntablebased equipment is unable to simulate moving cameras. However, other databases (e.g. the famous Middlebury one) can do that, thus our approach should be unified with existing datasets. Nevertheless, our equipment contains two moving arms for both the camera and projector, therefore novel viewpoints can be added to the system. It is possible if the arms are very accurately calibrated. This is a possible feature work of our GT generation project.

Another disadvantage of the current system is that part of the objects can be self-occluded due to the object rotation. This cannot be detected by the hardware, therefore surface reconstruction is required to detect if the part of the scanned 3D object is occluded by another part. To avoid this problem, we plan to develop a continuous surface reconstruction method for free-form spatial objects. If their quality is reliable, it will help to detect the self-occlusion of the moving objects.

## 6 CONCLUSIONS

We have proposed a novel GT tracking data generator here that can automatically produce very accurate tracking data of rotating real-world spatial objects The main novelty of our approach is that it consists of a turntable, and we showed how this turntable can be accurately calibrated. Finally, the validation of our equipment was shown. It was justified that the proposed structured-light 3D scanner can produce accurate tracking data as well as realistic 3D point clouds. The GT tracking data are public, they are available at our web page ${ }^{4}$.
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