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Abstract: Cloud Computing offers on-demand access to computational, infra-
structure and data resources operated from a remote source. This novel technology 
has opened new ways of flexible resource provisions for businesses to manage IT 
applications and data responding to new demands from customers. In this chapter 
we give a general insight to the formation and interoperability issues of Cloud 
Federations that envisage a distributed, heterogeneous environment consisting of 
various cloud infrastructures by aggregating different IaaS provider capabilities 
coming from both the commercial and academic area. These multi-cloud infra-
structures are also used to avoid provider lock-in issues for users that frequently 
utilize different clouds. We characterize and classify recent solutions that arose 
from both research projects and individual research groups, and show how they at-
tempt to hide the diversity of multiple clouds and form a unified federation on top 
of them. Since they still need to cope with several open issues concerning intero-
perability, we provide guidelines to address related topics such as service monitor-
ing, data protection and privacy, data management and energy efficiency. 

Keywords: Cloud computing, Cloud Federation, Inter-Cloud, Interoperability, 
Data protection, Energy efficiency, IaaS. 

1.1 Introduction 

Cloud Computing is a diverse research area that encompasses many aspects of 
sharing software and hardware solutions, including computing and storage re-
sources, application runtimes or complex application functionalities. The concept 
of Cloud Computing has been pioneered by commercial companies with the prom-
ise to allow elastic construction of virtual infrastructures, which attracted users 
early on. Its technical motivation has been introduced in [1][12]. Cloud solutions 
enable businesses with the option to outsource the operation and management of 
IT infrastructure and services, allowing the business and its employees to concen-
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trate on their core competencies. As new products and technologies are offered in 
the near future, Gartner estimates till 2015 that $112 billion will be spent by busi-
nesses and individuals on Cloud Computing offerings from service providers such 
as Amazon, IBM and Microsoft [10]. 

In this chapter first we gather relevant architectural views of Clouds to give an 
insight where interoperation could be enabled to form federations, then we focus 
on and characterize existing solutions of Cloud Federations that envisage a distri-
buted, heterogeneous environment consisting of various cloud infrastructures by 
aggregating different IaaS provider capabilities coming from both the commercial 
and academic area. Nowadays, cloud providers operate geographically diverse da-
ta centers as user demands like disaster recovery and multisite backups became 
widespread. These techniques are also used to avoid provider lock-in issues for 
users that frequently utilize multiple clouds. By this work we aim at revealing the 
important properties and capabilities of recent cloud reports and solutions dealing 
with federations. These approaches try to hide the diversity of multiple clouds and 
form a unified federation on top of them. Today's large systems need new, intero-
perable approaches to allow their efficient operation in terms of cost, energy con-
sumption and balanced resource utilization, which have also been emphasized by 
the European Commission [5]. Therefore we also highlight the open issues con-
cerning the interoperability of the participants of these federative approaches, such 
as service monitoring, data protection and privacy, data management and energy 
efficiency. Finally, we provide hints where future research should be driven in or-
der to achieve the final goal of interoperable Cloud Federations. 

The remainder of this chapter is as follows: Section 1.2 introduces and analyzes 
the architectural views of standardization bodies and relevant projects, while Sec-
tion 1.3 summarizes and classifies state-of-the-art approaches aiming at Cloud 
federations. Section 1.4 introduces four relevant interoperability research issues of 
federations with possible solutions towards practical realizations. Finally Section 
1.5 summarizes and concludes the chapter.  

1.2 Architectural and deployment models of Clouds 

In this section we gather the relevant views on the architectural and deployment 
models of Clouds defined and published by standardization bodies from all around 
the world and by corresponding European research projects. 

1.2.1 Definitions of standardization bodies 

The view of the European Commission 
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An expert group set up by the European Commission published their view on 
Cloud Computing in [5][13]. These reports categorize Cloud architectures into 
five groups, as shown in Figure 1.1. Private Clouds (i) consist of resources ma-
naged by an infrastructure provider (IP) that are typically owned or leased by an 
enterprise from a service provider (SP). Usually, services with “Cloud-enhanced” 
features are offered, therefore this group includes Software as a Service (SaaS) so-
lutions like eBay [14]. Public Clouds (ii) offer their services to users outside of the 
company and may use Cloud functionality from other providers. In this solution 
enterprises can outsource their services to such Cloud providers mainly for cost 
reduction. Examples of these providers are Amazon [15] or Google Apps [16]. 
Hybrid Clouds (iii) consist of both private and public Cloud infrastructures to 
achieve a higher level of cost reduction through outsourcing by maintaining the 
desired degree of control (e.g., sensitive data may be handled in private Clouds). 
The report states that hybrid Clouds are rarely used at the moment. In Community 
Clouds (iv) different entities contribute with their (usually small) infrastructure to 
build up an aggregated private or public Cloud. Smaller enterprises may benefit 
from such infrastructures, and a solution is provided by Zimory [17]. Finally Spe-
cial Purpose Clouds (v) provide more specialized functionalities with additional, 
domain specific methods, such as the distributed document management by 
Google's App Engine. This group is an extension or a specialization of the pre-
vious Cloud categories. 
 

 

Figure 1.1: Cloud Architectures derived from the Cloud Computing Expert Working 
Group report 
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The view of ENISA 
 

The European Network and Information Security Agency (ENISA) differen-
tiates between four architectures [32], which are shown in Figure 1.2. A Public 
Cloud (i) is a publicly-available infrastructure to which any organization may sub-
scribe and use (also called as service consumers (SC)). Private Clouds (ii) offer 
services built on Cloud Computing principles, but accessible only within a private 
network. Partner Clouds (iii) are operated by a provider to a limited and well-
defined number of parties. Finally, a Cloud Federation (iv) may be built up by ag-
gregating two or more Clouds. 
 

 

Figure 1.2: Cloud Architectures derived from ENISA reports 

 
Cloud Architectures defined by NIST 
 
The National Institute of Standards and Technology (NIST) defines four dep-

loyment models [7][8] depicted in Figure 1.3. According to their definitions, a 
Private Cloud (i) is an infrastructure operated solely for an organization that may 
be managed by either the organization or a third-party and located locally or re-
motely. A Community Cloud (ii) is shared by several organizations, and supports 
a specific community that has shared concerns (e.g., mission, security require-
ments, policy, and compliance considerations). It may be managed by organiza-
tions or third parties, and may exist on premises or off premises. A Public Cloud 
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infrastructure (iii) is made available to the general public or a large industry group, 
and is owned by an organization selling Cloud services. Finally, a Hybrid Cloud 
(iv) is a composition of two or more Clouds (private, community or public) that 
remain unique entities but are bound together by standardized or proprietary tech-
nology that enables data and application portability (e.g., Cloud bursting for load 
balancing between Clouds). 

 

 

Figure 1.3: Cloud deployment models of NIST 

The Cloud Computing Use Case Discussion Group [2] adopts the NIST mod-
els. They extend the view on Hybrid Clouds by stating that “multiple Clouds work 
together, coordinated by a Cloud broker that federates data, applications, user 
identity, security and other details”. Though a brokering mechanism is needed for 
federating Clouds, no specific guidelines are given how to achieve this. 

 
The view of DMTF 
 
The Distributed Management Task Force (DMTF) Open Cloud Standards In-

cubator view [3] has also adopted the NIST models and defined different scenarios 
showing how Clouds may interoperate (depicted in Figure 1.4). These scenarios 
explain how data centers interact with Cloud providers and differentiate three cas-
es: 



6  

● If a datacenter, run by Service Provider 1 (SP1) and hosted by Infrastruc-
ture Provider 1 (IP1), exceeds the available capacity limits then IP2 provides extra 
computing capacity for IP1 and SP1 is unaware of this provisioning. 
● In a multiple Cloud scenario, SP1 may operate services in both IP1 and 

IP3 Clouds, therefore a datacenter may request services from both providers since 
they may support different services or Service-level Agreement (SLA) parameters. 
● A provider may act as a Cloud broker to federate resources from other 

providers (e.g., IP1 and IP2) to make them available to its consumers transparently 
without using any of its own resources. 

 

 

Figure 1.4: Cloud architectures by DMTF 

1.2.2 Cloud models in European research projects 

The view of OPTIMIS 
 

The OPTIMIS project [9] identified that commercial solutions in the field of 
Cloud Computing have mainly focused on providing functionalities at levels close 
to the infrastructure, and higher-level solutions, like Platform as a Service (PaaS) 
environments are limited to a single infrastructure provider. Their goal is to build 
an improved cloud service ecosystem that supports higher-level concerns and non-
functional aspects to achieve a wider adoption of Cloud Computing. The project 
follows a holistic approach for multiple coexisting cloud architectures and they 
target cloud service life-cycle optimization including cost, trust, risk and economic 
goals. They also plan to enable market-oriented multi-cloud architectures with cla-
rified legislative background. The architectural views of the OPTIMIS project [4] 
are shown in Figure 1.5. The project has three basic architectural scenarios. In a 
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Federated Cloud Architecture (i), a Service Provider (SP) assesses an Infrastruc-
ture Provider (IP). IPs can share resources among each other. In a Multi-Cloud 
Architecture (ii), different infrastructure providers are used separately by a service 
provider. Finally in a Hybrid Cloud Architecture (iii), a Private Cloud (PC) is used 
by the SP, which can utilize resources of different IPs. 
 

 

Figure 1.5: The OPTIMIS cloud architectures 

 
The view of Reservoir 

 
The Reservoir project [11] claims that small and medium Cloud providers can-

not enter the Cloud-provisioning market due to the lack of interoperability be-
tween Clouds. Their approach is exemplified by the electric grid approach: “for 
one facility to dynamically acquire electricity from a neighboring facility to meet a 
spike in demand”. Disparate datacenters should be federated in order to provide a 
“seemingly infinite service computing utility”. Regarding the architectural view, a 
Reservoir Cloud consists of different Reservoir Sites (RS) operated by different 
IPs. Each RS has resources that are partitioned into isolated Virtual Execution En-
vironments (VEE). Service applications may use VEE hosts from different RSs 
simultaneously. Each application is deployed with a service manifest that formally 
defines its SLA contract. Virtual Execution Environment Managers (VEEM) inte-
ract with VEEs, Service Managers and other VEEMs to enable federations to be 
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formed. A VEEM gathers interacting VEEs into a VEE group that serves a service 
application. This implies that a Reservoir service stack has to be present on the re-
sources/sites of IPs. Their specialized Cloud architecture is depicted in Figure 1.6. 

 

 

Figure 1.6: The Reservoir cloud architecture 

 
The view of Contrail 
 
The Contrail project [21] proposes an SLA-centered federated approach for 

Clouds. Its goal is to minimize the burden on the user with eliminating provider 
lock-in by exploiting resources belonging to different cloud providers regardless 
the kind of technology they use, and to increase the efficiency of using Cloud plat-
forms by performing both a vertical and a horizontal integration. It follows an 
open-source approach toward technology and standards, and supports user authen-
tication and applications deployment by providing extended SLA management 
functionalities. Its federation architecture, shown in Figure 1.7, acts as a bridge 
among the users and the cloud providers, and has three layers. The top, Interface 
layer provides ways to interact with the federation. It gathers requests from users 
and other Contrail components that rely on the federation functionalities. The 
middle, Core layer contains modules that fulfill the functional and non-functional 
requirements of the federation. The federation runtime manager operates in this 
layer, which uses a set of heuristics that consider different aspects to govern the 
federation, such as to minimize economical cost and to maximize performance le-
vels.  
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Figure 1.7: Contrail architecture 

 
The view of BonFIRE 
 
The BonFIRE project [19] aims at exploring the interactions between novel 

service and network infrastructures. The project was focused on the extension of 
current cloud offerings towards a federated facility with heterogeneous virtualized 
resources and best-effort Internet interconnectivity. They have developed a set of 
procedures to interconnect a multi-cloud environment with advanced facilities for 
controlled networking. These procedures enable the provisioning of customized 
network functions and services in support of experiments running in a multi-cloud 
test-bed. Their aim is to federate three advanced networking facilities within the 
BonFIRE multi-cloud environment: the interconnections with FEDERICA and 
GÉANT are already active, and OFELIA planned to be connected soon. The Bon-
FIRE facility (shown in Figure 1.8) is composed of six geographically distributed 
cloud test-beds, located at EPCC, INRIA, HLRS, iMinds, HP and PSNC.  
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Figure 1.8: The BonFIRE facility 

 
The view of mOSAIC 
 
The mOSAIC project [20] offers the specification of service requirements in 

terms of a cloud ontology via an innovative API. The implementation of this ap-
proach will offer a higher degree of portability and vendor independence. It also 
provides application programming interfaces for building applications using ser-
vices from multiple cloud providers and plans to realize a self-adaptive distributed 
scheduling platform composed of multiple agents implemented as intelligent feed-
back control loops to support policy-based scheduling and expose self-healing ca-
pabilities. They plan to foster competition between cloud providers by enabling 
the selection of best-fitting cloud services to actual user needs and efficiently out-
source computations. In its hybrid cloud scenario they envision multiple clouds 
working together coordinated by a cloud broker that federates data, applications, 
user identity and security – shown in Figure 1.9. 
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Figure 1.9: mOSAIC hybrid cloud architecture through APIs 

 
The view of EGI Federated Cloud 
 
The European Grid Infrastructure (EGI) is a federation of national and domain 

specific resource infrastructure providers, who wish to use virtualised manage-
ment environments to improve the local delivery of services. Many of EGI’s cur-
rent and new user communities would also like to access the flexibility provided 
by virtualisation across the infrastructure resulting in a cloud-like environment. 
Federating these individual virtualised resources has been a major priority for 
EGI, therefore it has set up the Federated Clouds Task Force [22]. Its main objec-
tives were to provide a guideline for its resource providers to securely federate and 
share their virtualised environments as part of the EGI production infrastructure, 
and to create a testbed to evaluate the integration of virtualised resources within 
the existing EGI production infrastructure for monitoring, accounting and infor-
mation services. Their guidelines does not define what hypervisor the participating 
resource providers should use, and the federation adopts a set of well-defined 
functionalities and interfaces that every provider is free to implement independent-
ly. Currently there are 16 providers participating in the EGI Federated Cloud 
(FedCloud) testbed using OpenNebula, OpenStack and StratusLab. Their fede-
rated architecture is depicted in Figure 1.10. Currently the clouds of the participat-
ing infrastructure providers can be reached in a centralized way, and utilized sepa-
rately. 
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Figure 1.10: EGI Federated Cloud 

 
Classification of research projects 

 
In order to compare the previously introduced approaches, we have created a clas-
sification of these views concerning their abilities to form federations. We intro-
duced four categories in this classification: 
 

• Hierarchical type of federations: In this vision there is a usually centra-
lized, higher level management service that is responsible for federation 
forming and the coordination. This type is also called as a “Multi-Cloud” 
approach in the literature [25]. 

• Horizontal type of federations: In this vision bi- or multi-lateral resource 
renting is the main goal of the participating providers, mainly for opti-
mizing resource utilization and reducing operation costs. This type is 
generally named as “Federation” in the literature [25]. 

• Heterogeneity of participating providers: With this category we represent 
the variety of IaaS software stacks available in the federation (where 
“No” means that the same software stack need to be used in order to par-
ticipate in a federation). 

• Specialty of federation forming: Here we named one of the unique capa-
bilities of the appropriate solution. 

 
The actual categorization is shown in Table 1.1. The introduced categories reveal 
the most important properties of the surveyed solutions. 
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Table 1.1: Classification of federative approaches of research projects 

 Hierarchical Horizontal Heterogeneity Specialty 
OPTIMIS [9] X - Yes Legislation 

awareness 
Reservoir [11] - X No Reservoir ser-

vice stack  
Contrail [21] X - Yes SLA contracts 
BonFIRE [19] - X Yes Controlled net-

working 
mOSAIC [20] - X Yes Cloud ontology, 

API 
EGI FedCloud 
[22] 

- X Yes Virtualised EGI 
environments 

1.3 Inter-Cloud and Cloud federation approaches 

Cloud federation refers to a mesh of cloud providers that are interconnected 
based on open standards to provide a universal decentralized computing environ-
ment where everything is driven by constraints and agreements in a ubiquitous, 
multi-provider infrastructure. Until now, the cloud ecosystem has been characte-
rized by the steady rising of hundreds of independent and heterogeneous cloud 
providers, managed by private subjects, which offer various services to their 
clients. In this subsection next to the already overviewed research projects, we 
gather relevant federative approaches found in the literature. Cloud providers of-
fering PaaS solutions may form “sub-federations” simultaneously to these ap-
proaches. Specific service applications may be more suitable for these provisions, 
and projects like Reservoir [11] and 4CaaSt [18] are working towards such a solu-
tion. Our considered federative works targets IaaS-type providers, e.g., Rack-
Space, the infrastructure services of Amazon EC2, and providers using Cloud 
middleware such as OpenNebula or Eucaliptus. 
 
InterCloud vision 
 

Buyya et al. [1] envision that one day Cloud Computing will be the 5th utility 
by satisfying the computing needs of everyday life. Their pioneer paper discusses 
the current trends in Cloud computing and presents candidates for future en-
hancements. They emphasize the market-oriented side of Clouds, and introduce a 
market-oriented cloud architecture, then discuss how global cloud exchanges 
could take place in the future. They further extended this vision by [24] suggesting 
a federation oriented, just in time, opportunistic and scalable application services 
provisioning environment called InterCloud. They envision utility oriented fede-
rated IaaS systems that are able to predict application service behavior for intelli-
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gent down and up-scaling infrastructures. They list the research issues of flexible 
service to resource mapping, user and resource centric QoS optimization, integra-
tion with in-house systems of enterprises, scalable monitoring of system compo-
nents. They present a market-oriented approach to offer InterClouds including 
cloud exchanges and brokers that bring together producers and consumers. Pro-
ducers are offering domain specific enterprise Clouds that are connected and ma-
naged within the federation with their Cloud Coordinator component. 
 
Cross-Cloud federation approach 
 

Celesti et al. [31] proposed an approach for the federation establishment consi-
dering generic cloud architectures according to a three-phase model, representing 
an architectural solution for federation by means of a Cross-Cloud Federation 
Manager (CCFM), a software component in charge of executing the three main 
functionalities required for a federation. In particular, the component explicitly 
manages: (i) the discovery phase in which information about other clouds are re-
ceived and sent, (ii) the match-making phase performing the best choice of the 
provider according to some utility measure and (iii) the authentication phase creat-
ing a secure channel between the federated clouds. These concepts can be ex-
tended taking into account green policies applied in federated scenarios. 

 
Multi-Cloud approach 
 

Bernstein et al. [23] define two use case scenarios that exemplify the problems 
of multi-cloud systems like (i) VM mobility where they identify the networking, 
the specific cloud VM management interfaces and the lack of mobility interfaces 
as the three major obstacles and (ii) storage interoperability and federation scena-
rio in which storage provider replication policies are subject to change when a 
cloud provider initiates subcontracting. They offer interoperability solutions only 
for low-level functionality of the clouds that are not focused on recent user de-
mands but on solutions for IaaS system operators. 
 
FCM approach 
 

In the Federated Cloud Management solution [6] interoperability is achieved by 
high-level brokering instead of bilateral resource renting – shown in Figure 1.11. 
Albeit this does not mean that different IaaS providers may not share or rent re-
sources, but if they do so, it is transparent to their higher level management. Such 
a federation can be enabled without applying additional software stack for provid-
ing low-level management interfaces. The logic of federated management is 
moved to higher levels, and there is no need for adapting interoperability stan-
dards by the participating infrastructure providers, which is usually a restriction 
that some industrial providers are reluctant to undertake.  
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Figure 1.11: Federated Cloud Management Architecture 

 
Classification of research approaches 
 

In order to classify the relevant research directions addressing federations 
found in the literature, we use the same categorization as in Table 1.1. In this case 
we can also observe that both hierarchical and horizontal federation types are 
represented, and heterogeneity within the participating providers is only present in 
hierarchical solutions. While most of the projects considered in Section 1.2.2 ap-
plied the horizontal approach, smaller research groups are in favor of the hierar-
chical way. The motivation behind this observation is that research projects lasting 
for 3-4 years had the manpower to develop own interfaces to enable interoperation 
among the participating Cloud providers, and also had the ambitious aim to come 
up with a solution that could be standardized and used in industry later on. On the 
other hand, smaller research groups focused on approaches that utilize already ex-
isting standards to avoid provider lock-in, and to enable easier collaboration with 
industrial solutions. 

Table 1.2: Classification of federative approaches of research papers 

 Hierarchical Horizontal Heterogeneity Specialty 
InterCloud [1] X - Yes Market-

oriented 
Cross-Cloud 
[31] 

- X Yes/No Authentication 

Multi-Cloud 
[23] 

X - Yes VM Mobility 

FCM [6] X - Yes Meta-
brokering 
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1.4 Interoperability issues of Cloud Federations 

Not only the interchangeability of user applications in different clouds partici-
pating in a federation represents and open issue as a whole, but it also has several 
related interoperability problems concerning the management of such a large dis-
tributed ecosystem.  

As we mentioned before, the European Commission has assigned an expert 
group to publish reports on future research challenges of Clouds [5][13]. In these 
reports they also performed a gap analysis of already existing commercial and 
academic solutions and highlighted the following topics that need further re-
search: 
 

• Manageability: Even though most Cloud solutions handle elasticity, intel-
ligent methodologies are needed to reach optimal resource utilization. 

• Data management: Most data flowing to or created in the Cloud need to 
be supported by meta-data information and new standards are needed to 
guarantee long-term storing and interoperable sharing among multiple 
providers. 

• Privacy and security: Legislative issues of data distribution should be bet-
ter addressed, and security holes during resource sharing among multiple 
tenants should be eliminated. 

• Federation and interoperability: Proprietary data structures should be re-
placed by de facto standards, and new approaches are needed to ensure 
convergence towards real interoperability eliminating vendor lock-in. 

• Virtualization and adaptability: Optimized resource scheduling solutions 
are needed considering cross-platform executions and migrations taking 
into account rapidly changing workloads. 

• Programming models: Better control on data distribution should be 
achieved, and new means are needed to enable better application devel-
opment and deployment. 

• Economy: New scheduling policies are needed to enable green resource 
utilization, more efficient resource utilization with reduced power con-
sumption. 

 
By addressing many of these concerns, we summarize four important research 

fields that are necessary to be taken into account in building and operating Cloud 
Federations. These topics represent different facets of interoperability: (i) en-
hanced monitoring solutions are needed to enable optimized management of par-
ticipating providers; (ii) legislative regulations need to be considered during multi-
tenant data processing; (iii) sustainable and user-friendly data management solu-
tions are needed through standard interfaces; and (iv) energy efficient resource 
management have to be enabled for future ecosystems. 
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1.4.1 Monitoring in Cloud Federations 

Infrastructure as a Service cloud systems provide access to a remote computing 
infrastructure by allowing their users to instantiate virtual appliances on their vir-
tualized resources as virtual machines. Nowadays, several IaaS systems co-exist, 
and they are independently offered by several public service providers or by 
smaller scale privately managed infrastructures. As we have seen before, to enable 
interoperability of multiple clouds, federations need to handle the differences of 
various cloud providers and have to negotiate user requirements with multiple par-
ties. Federated clouds aim at supporting these users by providing a single interface 
on which they can transparently handle different cloud providers, as they would 
do with a single cloud system. Therefore it is essential to construct federated cloud 
systems in a way that they not only offer a single interface for their users, but also 
automatically manage virtual machines (VM) independently from the availably 
cloud systems.  

An efficient cloud selection in a federated environment requires a cloud moni-
toring subsystem that determines the actual status of available IaaS systems. Since 
there is only limited monitoring information available for the users or higher-level 
managers in these clouds, there is a need for a sophisticated service monitoring 
approach to evaluate basic cloud reliability status, and to perform seamless service 
provisioning over multiple cloud providers in an interoperable way. We exemplify 
such an extension to a federation with our Federated Cloud Management solution, 
where we applied a web service monitoring approach to gather additional and 
more detailed service quality information from the participating cloud [26]. The 
FCM approach uses the Generic Meta-Broker Service as the entry point for the 
users of the cloud federation. This service selects the most suitable cloud provider 
to perform the service requests of the user by investigating the current state of the 
participating clouds according to the information stored in a generic service regis-
try and the reliability metrics collected by the integrated SALMon service moni-
toring framework [33]. The participating clouds are managed by Cloud-Brokers 
that are capable of handling service requests and managing virtual machines 
within single IaaS cloud systems.  

To enable the meta-brokering service to differentiate between cloud providers, 
we proposed to use a basic service that is used to cost effectively determine the 
important characteristics of the available VMs in the federation. As a result, the 
system is capable to evaluate and choose between both public and private clouds 
based on the same kind of metrics. We refer to this basic service as the Minimal 
Metric Monitoring Service (M3S), which is capable of measuring infrastructure 
reliability together with the integrated SALMon framework in public and private 
clouds. The M3S service is prepared to run in a virtual machine and it offers 3 
methods to evaluate the basic capabilities of its hosting VM. SALMon uses the re-
sponse times of these methods to express the reliability of the particular cloud that 
runs the M3S VM: it has (i) a generalized ping test to check the availability of the 
service; a (ii) CPU analyzer method that performs several mathematical calcula-
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tions in a large loop over a predefined set of variables, consisting on integer and 
floating point numbers in order to determine the computational capability of a 
given VM; and finally (iii) bandwidth analyzer methods, which are used to com-
pute the download and upload transfer speed of the system to determine its in-
bound and outbound data transfer capabilities. 

Our investigations showed that both service reliability and responsiveness do 
vary over time and load conditions, and these measures can be used by our feder-
ated cloud management solution to select better execution environments for 
achieving a higher level of user satisfaction. 

1.4.2 Data protection in Cloud Federations 

Cloud Computing allows the outsourcing of computational power, data storage 
and other capabilities to a remote third-party. In the supply of any goods and ser-
vices, the law gives certain rights that protect the consumer and provider, which 
also applies for Cloud Computing: it is subject to legal requirements and con-
straints to ensure Cloud services are accurately described and provided to custom-
ers with guarantees on quality and fitness-for-purpose.  

To exemplify issues arising from data management in Cloud Federations, we 
have also evaluated the formerly introduced cloud architectures against legal re-
quirements in [27], where we have chosen to perform an evaluation using re-
quirements from data protection law. Data protection legislation is fundamental to 
Cloud Computing as the consumer looses a degree of control over personal arti-
facts, when they are submitted to the provider for storage and possible processing. 
To protect the consumer against the provider misusing their data, data processing 
legislation has been developed to ensure that the fundamental right to privacy is 
maintained. However, the distributed nature of Cloud Computing (where cloud 
services are available from anywhere in the world) makes is difficult to analyze 
every country's data protection laws for common Cloud architecture evaluation 
criteria. Therefore we have chosen a common directive that applies as widely as 
possible and used the European Data Protection Directive (DPD) [30] as a basis 
for our investigations. Although it is a European Union (EU) directive, countries 
that want to collaborate in data transactions with EU Member States are required 
to provide an adequate level of protection.  

The requirements of the DPD are expressed as two technology-neutral actors 
that have certain responsibilities that must be carried out in order to fulfill the di-
rective. These roles are the data controller and data processor, where a data con-
troller is the natural or legal person which determines the means of the processing 
of personal data, whilst a data processor is a natural or legal person which 
processes data on behalf of the controller. However, following these definitions, a 
special case arises: if the processing entity plays a role in determining the purpos-
es or the means of processing, it is a controller rather than a processor. 
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We have also explored Cloud Federations through a series of use cases to dem-
onstrate where legal issues can arise. In these use cases the relevant actors and 
their roles were identified and the necessary actions have been stated that should 
be taken in order to prevent violations of the directive. We identified that there are 
complications when personal data is transferred to multiple jurisdictions. For ex-
ample, considering a service provider (SP) located in the European Union offers 
services provisioned in a Cloud Federation, which utilizes different infrastructure 
providers (IPs, usually operating private clouds), and one of which (IP2) is located 
in a non-Member State, we arrived to the following conclusion: since SP is the da-
ta controller and the participating IPs are processors, the law of the SP's Member 
State has to be applied, and IP2 has to provide at least the same level of protection 
as the national law of SP. Otherwise, if IP2 cannot ensure an adequate level of pro-
tection, the decision making process should rule out IP2 from provider selection 
during data management. 

As a result of our investigation we can state that service providers are mainly 
responsible for complying with the data protection regulation, and when personal 
data is transferred to multiple jurisdictions, it is crucial to properly identify the 
controller since this role may change dynamically in specific actions. 

1.4.3 Cloud storage services in Cloud Federations 

One of the most important open issues of Cloud Federations is the interoper-
able management of data among the participating systems. Retrieving and sharing 
user data and virtual images among different IaaS clouds is an unsolved issue. Be-
sides concerning data privacy issues, it is also not an easy task to move a user ap-
plication from one cloud infrastructure to another. Virtualization techniques and 
virtual image formats different providers support to run on their virtual machines 
are usually incompatible. Retrieving a user's Virtual Appliance (VA, which is a 
specialized image hosting the user application) from an IaaS cloud is impossible in 
most cases, not only in case of commercial providers, but also in academic solu-
tions. Therefore finding an interoperable way for managing user data among mul-
tiple tenants is an important issue. 

A popular family of cloud services is called cloud storage services. With the 
help of such solutions, user data can be stored in a remote location, independent 
from the infrastructure of cloud providers participating in a federation. Therefore 
to exemplify the interoperable utilization of storage and infrastructure clouds, we 
proposed an approach to retrieve and share user application data among different 
providers with the help of these online storage services. In this way VAs running 
at different cloud infrastructures can manage the same data at the same time, and 
the users can access these data from their own local devices without the need for 
accessing any IaaS clouds. Mobile devices can also benefit from Cloud services: 
the enormous data users produce with these devices are continuously posted to 
online services, which may require the modification of these data. Nowadays more 
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mobile devices are sold compared to traditional PCs, and Android devices are 
more and more popular. We have also investigated how user data could be man-
aged in an interoperable way among different IaaS systems participating in a fed-
eration. Our aim was to develop a solution that uses cloud storage services to-
gether with infrastructure services of cloud federations, which we further used to 
enhance the capabilities of mobile devices [28]. Though the computing capacity of 
mobile devices has rapidly increased recently, there are still numerous applica-
tions that cannot be solved with them in reasonable time. Our approach is to util-
ize cloud infrastructure services to execute such applications on mobile data stored 
in cloud storages.  

The basic concept of our solution is the following: services for data manage-
ment are running in one or more IaaS systems that keep tracking the cloud storage 
of a user, and execute data manipulation processes when new files appear in the 
storage. The service running in the cloud can download the user data files from the 
cloud storage, execute the necessary application on these files, and upload the 
modified data to the storage service. Such files can be for example a photo or 
video made by the user with his/her mobile phone to be processed by an applica-
tion unsuitable for mobile devices. We have developed an image generator appli-
cation that interconnects mobile devices, IaaS services and cloud storage services, 
and evaluated the prototype application using mobile devices and a private IaaS 
cloud. The evaluation of this application showed that it is worth both in terms of 
computation time and energy efficiency to move computation-intensive tasks to 
clouds from mobile devices. 

1.4.4 Energy efficient management of Cloud Federations 

The Cloud Computing technology has created the illusion of infinite resources 
towards consumers, however this vision raises severe issues with energy con-
sumption: the higher levels of quality and availability require irrational energy ex-
penditures. The consumed energy of resources spent for idling represent a consi-
derable amount, therefore the current trends are claimed to be clearly 
unsustainable with respect to resource utilization, CO2 footprint and overall ener-
gy efficiency. It is anticipated that further growth is objected by energy consump-
tion furthermore, competitiveness of companies will be strongly tied to these is-
sues. 

Energy awareness is a highlighted research topic, and there are efforts and solu-
tions for processor level, component level and datacenter level energy efficiency. 
For instance, new energy efficient approaches were proposed to automate the op-
eration of datacenters behind clouds, so that they help with rearranging the virtua-
lized load from various users. Thus, smaller sized physical infrastructure is suffi-
cient for the actual demand and momentarily unused capacities can be switched 
off. Nevertheless, these approaches are applicable to single data centers only. On 
one hand, today's large systems are composed of multiple service providers per se 
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that need new approaches to ensure their overall energy-aware operation. On the 
other hand, there is an unexplored potential for energy-aware operation in fede-
rated and interoperable clouds. Our research in [29] was targeted at examining 
what new aspects of energy awareness can be exploited in federative schemes. 

As small cloud providers and cloud startups are becoming more popular, they 
soon face user demands that cannot be satisfied with their current infrastructures. 
Therefore these providers need to increase the size of their infrastructure by intro-
ducing multiple data centers on various locations or join a federation capable of 
offering unprecedented amount of resources.  

Energy consumption is a major component of operating costs. Despite its signi-
ficance, current IaaS clouds barely provide energy-aware solutions. Providers are 
restricted to reduce their consumption at the hardware level, independently from 
the IaaS. These reductions range from the use of more energy efficient computer 
components to the upgrade of their heating, ventilation and air conditioning sys-
tems to increase their power usage efficiency. Although these improvements are 
crucial, the energy consumption could also be significantly reduced by software 
means in over-provisioned IaaS systems where more physical resources are avail-
able at the provider side than actually requested by users. Over-provisioning is a 
key behavior at smaller sized providers that offer services for users with occasion-
al peaks in resource demands. To reduce their energy costs, these providers should 
minimize their over-provisioning while they maintain a fluid experience towards 
their customers without violating the previously agreed service level. Energy con-
sumption could be reduced with software techniques focusing on intra- and inter-
datacenter issues. 

In order to exemplify how energy consumption and CO2 emissions could be ad-
dressed in Cloud Federations, we introduce enhancements in our proposed Fede-
rated Cloud Management solution [6]. At the meta-brokering layer, relying on an 
enhanced monitoring system within the federation, service executions can be di-
rected to data centers of providers consuming less energy, having higher CO2 
emission quotas, or have produced less amount of CO2 that expected within some 
timeframe. At the cloud brokering layer, if the energy consumption parameters of 
a cloud suddenly change, there should be strategies to limit or move around calls 
and even (if necessary) VMs federation-wise. The changes here may mean the in-
troduction of new hardware, or just switching on/off some parts of the datacenters, 
or changing the number of VMs. Realigning calls may not have immediate effects, 
however migration of VMs across the federation is also an energy consuming op-
eration, that needs to be measured and considered when decisions are made, thus 
this operation should not happen only in case of really drastic changes. An intero-
perable federation management system should prefer datacenters, where the dif-
ference between the highest load and the average load is small because a VM has 
the smallest impact on those resources.  
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1.5 Conclusion 

In this chapter we gave a general insight to the formation and interoperability 
issues of Cloud Federations that envisage a distributed, heterogeneous environ-
ment consisting of various cloud infrastructures by aggregating different IaaS pro-
vider capabilities coming from both the commercial and academic area. These 
multi-cloud infrastructures are used to avoid provider lock-in issues for users that 
frequently utilize different clouds. We have surveyed and characterized recent so-
lutions that attempt to hide the diversity of multiple clouds and form a unified fed-
eration on top of them, but they still need to cope with several open issues. 

We have shown that these federative approaches arose from both research 
projects and individual research groups, can be categorized into hierarchical and 
horizontal architecture types. The hierarchical ones are more favorable by smaller 
research groups, and have the advantage of supporting more heterogeneous infra-
structure providers to avoid vendor lock-in. We have also highlighted open intero-
perability issues of federation forming and management such as service monitor-
ing, data protection and privacy, data management and energy efficiency.  

We believe that these research directions can serve as guidelines for researchers 
in this field, and contribute to fostering further research works on Cloud Federa-
tions. By following the guidelines defined by the European Commission, and 
putting together the pieces of already existing, promising solutions of federation 
approaches of various research works, we will arrive to such federations that will 
be able to operate efficient ecosystems attracting thousands of users. 
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