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#### Abstract

This paper studies cooperating distributed grammar systems working in the terminal derivation mode where the components are variants of permitting grammars. It proves that although the family of permitting languages is strictly included in the family of random context languages, the families of random context languages and languages generated by permitting cooperating distributed grammar systems in the above mentioned derivation mode coincide. Moreover, if the components are so-called left-permitting grammars, then cooperating distributed grammar systems in the terminal mode characterize the class of context-sensitive languages, or if erasing rules are allowed, the class of recursively enumerable languages. Descriptional complexity results are also presented. It is shown that the number of permitting components can be bounded, in the case of left-permitting components with erasing rules even together with the number of nonterminals.


## 1. Introduction

The tools of formal language theory are often used to describe phenomena occurring in natural languages or in living developmental systems. To study these topics, it
is sometimes desirable to construct generative mechanisms which are easy to handle but still have the required descriptive power. Context-free grammars have several properties which make them convenient and useful as a basis when more powerful generative mechanisms are created.

A way of increasing the power of context-free grammars is studied by the theory of regulated rewriting which, given a context-free grammar, adds some type of control mechanism for the restriction of the use of the rules in such a way that some of the usual context-free derivations are eliminated. Thus, the obtained words form a subset of the original context-free language generated by the grammar without the controlling mechanism. Since these subsets can also be non-context-free languages, these mechanisms are more powerful than the context-free grammars. (See [3] and [5] for more details.)

Random context grammars, a class of regulated rewriting devices motivated by these ideas, operate by controlling the use of the rules based on the presence or absence of certain symbols in the sentential form [13]. Each rule of a random context grammar has an associated permitting and forbidding set of nonterminals, and roughly speaking, the rule can only be applied to sentential forms which contain all permitting symbols, but do not contain any of the forbidding symbols. Random context grammars characterize the class of recursively enumerable languages, but if erasing rules are not allowed, they are able to generate only a subclass of the class of context-sensitive languages, see [3].

Another possibility of describing non-context-free languages with rewriting mechanisms using context-free rules is provided by the theory of grammar systems, see $[2,4]$ for more information. Cooperating distributed grammar systems (CD grammar systems in short) were introduced in [1] to model the so-called blackboard type of problem solving architectures. A CD grammar system consists of several component grammars, these are the problem solving agents, which generate a common sentential form by taking turns in the rewriting process. The sentential form represents the blackboard, the current state of the problem, which the agents might modify according to a certain protocol until the solution appears, that is, until a terminal string is generated. In this paper we consider the cooperation protocol called terminal mode (or $t$-mode) of derivation which is known to increase the generative power of the components: CD grammar systems with context-free components working in the $t$-mode of derivation are more powerful than context-free grammars, they characterize the class of ET0L languages, the languages generated by so-called extended tabled interactionless Lindenmayer systems.

In the following we study the generative mechanisms obtained by using restricted variants of random context grammars as components of a cooperating distributed grammar system, and investigate how much of the power that was lost by the different type of restrictions can be recovered by the use of several grammars and the $t$-mode of cooperating derivation.

For CD grammar systems with forbidding grammars as components (these are random context grammars with no permitting symbols) the problem was investigated in $[9,10]$, it was shown that forbidding CD grammar systems have the same power as random context grammars (with or without erasing rules), while so-called left-forbidding
grammar CD grammar systems characterize the class of recursively enumerable or context sensitive languages depending on whether erasing rules are allowed or not. (In the case of left-forbidding grammars, the non-appearance of the forbidding symbols is checked only on the left side of the rewritten nonterminal symbol.) These latter results are especially interesting since left-forbidding random context grammars without the cooperating distributed framework characterize only the class of context-free languages.

Here we are interested in permitting and in left-permitting grammars, variants of random context grammars with no forbidding symbols. If erasing rules are not allowed, permitting random context grammars are strictly weaker than random context grammars, see [6], but their power is regained using the cooperating distributed framework and the terminal mode of derivation. We will show that the power of CD grammar systems with permitting grammars equals the power of general random context grammars in both cases, with or without erasing rules. Moreover, in the case of left-permitting components, the use of CD grammar systems not only compensates for the possibility of checking the non-appearance of forbidding symbols, but even more, these systems characterize the class of context sensitive or recursively enumerable languages, depending on whether erasing rules are allowed or not, thus, in the non-erasing case, they are more powerful than random context grammars.

Finally, we also present some descriptional complexity results. We show that the number of components can be bounded, and moreover, if left-permitting components with erasing rules are used, this can be done together with bounding the number of nonterminals at the same time.

## 2. Preliminaries

This paper assumes that the reader is familiar with formal language theory, more information can be found in $[3,11,12]$. An alphabet $V$ is a finite set of symbols, $V^{*}$ represents the free monoid generated by $V$ where the unit of $V^{*}$ is denoted by $\lambda$, and $V^{+}=V^{*}-\{\lambda\}$. The cardinality of a finite set $A$ is denoted by $|A|,|w|$ denotes the length of the word $w \in V^{*}$, and $\operatorname{alph}(w) \subseteq V$ is the set of symbols occurring in $w$. Let $\mathscr{L}(C F), \mathscr{L}(C S)$, and $\mathscr{L}(R E)$ denote the families of context-free, context-sensitive, and recursively enumerable languages, respectively.

A random context grammar is a quadruple $G=(N, T, P, S)$, where $N$ is the alphabet of nonterminals, $T$ is the alphabet of terminals such that $N \cap T=\emptyset, S \in N$ is the start symbol, and $P$ is a finite set of productions of the form $(A \rightarrow x$, Per, For $)$, where $A \rightarrow x$ is a context-free production, i.e., $A \in N, x \in V^{*}$ with $V$ denoting $N \cup T$, and Per, For $\subseteq N$. For two words $u, v \in V^{*}$ and the production $(A \rightarrow x, \operatorname{Per}$, For $) \in$ $P$, the relation $u A v \Rightarrow u x v$ holds, provided that

- Per $\subseteq a l p h(u v)$, and
- $\operatorname{alph}(u v) \cap$ For $=\emptyset$.

The transitive closure, and the reflexive and transitive closure of $\Rightarrow$ is denoted by $\Rightarrow^{+}$ and $\Rightarrow^{*}$, respectively. The language generated by $G$ is defined as $L(G)=\left\{w \in T^{*}\right.$ : $\left.S \Rightarrow^{*} w\right\}$.

A permitting grammar is a random context grammar $G=(N, T, P, S)$, where for each production $(A \rightarrow x$, Per, For $) \in P$ it holds that For $=\emptyset$.

A left-permitting grammar is a quadruple $G=(N, T, P, S)$, where $N, T, P$, and $S$ are the same as in the case of a permitting grammar. For $u, v \in V^{*}$ and $(A \rightarrow$ $x, \operatorname{Per}, \emptyset) \in P$, the relation $u A v \Rightarrow u x v$ holds, provided that

- $\operatorname{Per} \subseteq \operatorname{alph}(u)$,
that is, the permitting symbols must appear on the left side of the rewritten nonterminal. The language generated by $G$ is defined as $L(G)=\left\{w \in T^{*}: S \Rightarrow^{*} w\right\}$.

In case of (left-) permitting grammars, the forbidding sets are omitted; i.e., we write $(A \rightarrow x, P e r)$ instead of $(A \rightarrow x, \operatorname{Per}, \emptyset)$, and such a production is called a (left-) permitting production.

The families of languages generated by random context grammars, permitting grammars, and left-permitting grammars are denoted by $\mathscr{L}(R C), \mathscr{L}(P)$, and $\mathscr{L}(\ell P)$, respectively, and by $\mathscr{L}(R C-\lambda), \mathscr{L}(P-\lambda)$, and $\mathscr{L}(\ell P-\lambda)$ if they are generated by grammars without erasing rules.

As we have already mentioned, $\mathscr{L}(P-\lambda) \subset \mathscr{L}(R C-\lambda)$, permitting random context grammars are strictly weaker then random context grammars (if erasing rules are not allowed). A similar relation is not known for left-permitting grammars, but clearly, $\mathscr{L}(C F) \subseteq \mathscr{L}(\ell P)$, any context-free grammar is also a left-permitting grammar. The following example also demonstrates that $\mathscr{L}(C F) \subset \mathscr{L}(\ell P)$, left-permitting grammars are more powerful that context-free grammars. The precise relation between the families $\mathscr{L}(P)$ and $\mathscr{L}(\ell P)$ is also an open question.

Example 1. Let $G=\left(\left\{S, A, C, A^{\prime}, C^{\prime}\right\},\{a, b, c\}, P, S\right)$ be a left-permitting grammar, and let $P$ contain the following productions:

$$
\begin{aligned}
P=\{ & (S \rightarrow A C, \emptyset),\left(A \rightarrow a A^{\prime} b, \emptyset\right),(A \rightarrow a b, \emptyset),\left(A^{\prime} \rightarrow A, \emptyset\right) \\
& \left.\left(C \rightarrow c C^{\prime},\left\{A^{\prime}\right\}\right),(C \rightarrow c, \emptyset),\left(C^{\prime} \rightarrow C,\{A\}\right)\right\}
\end{aligned}
$$

It is not difficult to see that $L(G)=\left\{a^{n} b^{n} c^{m}: n \geq m \geq 1\right\}$ which is a non-context-free language.

Now we present the notion of a cooperating distributed grammar system, see [1, $2,4]$ for more details.

A cooperating distributed grammar system (a CD grammar system in short) is a construct $\Gamma=\left(N, T, P_{1}, P_{2}, \ldots, P_{n}, S\right)$, where $N$ is a set of nonterminals, $T$ is a set of terminals, $N \cap T=\emptyset, S \in N$ is the start symbol, and for $1 \leq i \leq n$, each component $P_{i}$ is a set of context-free productions. For $u, v \in V^{*}$ and $1 \leq i \leq n$, let $u \Rightarrow_{P_{i}} v$ denote a rewriting step performed by the application of a production from $P_{i}$. We say that $u$ derives $v$ by productions from $P_{i}$ in the terminal mode, written as $u \Rightarrow{ }_{P_{i}}^{t} v$, if $u=u_{0} \Rightarrow_{P_{i}} u_{1} \Rightarrow_{P_{i}} \ldots \Rightarrow_{P_{i}} u_{k}=v$ for some $k \geq 1$, and there is no $w \in V^{*}$ such that $v \Rightarrow_{P_{i}} w$. The language generated by $\Gamma$ in the terminal derivation mode (or $t$-mode) is defined as $L(\Gamma)=\left\{w \in T^{*}\right.$ : there is an $\ell \geq 1$ such that $S \Rightarrow_{P_{i_{1}}}^{t} w_{1} \Rightarrow{ }_{P_{i_{2}}}^{t} w_{2} \Rightarrow_{P_{i_{3}}}^{t}$ $\left.\ldots \Rightarrow{ }_{P_{i_{\ell}}}^{t} w_{\ell}=w, 1 \leq i_{j} \leq n, 1 \leq j \leq \ell\right\}$.

The family of languages generated in the terminal mode by CD grammar systems with $n$ components where $n \geq 1$, is denoted by $\mathscr{L}(C D, C F, n)$, or $\mathscr{L}(C D, C F-\lambda, n)$ if the components contain only non-erasing productions.

It is known that $\mathscr{L}(C D, C F, 2)=\mathscr{L}(C D, C F-\lambda, 2)=\mathscr{L}(C F)$, but

$$
\mathscr{L}(C D, C F, n)=\mathscr{L}(C D, C F-\lambda, n)=\mathscr{L}(E T 0 L), \text { for } n \geq 3
$$

where $\mathscr{L}(E T 0 L)$ denotes the class of languages generated by extended tabled interactionless Lindenmayer systems (see for example [8]).

A permitting (or left-permitting) cooperating distributed grammar system is a construct $\Gamma=\left(N, T, P_{1}, P_{2}, \ldots, P_{n}, S\right)$, where the components $P_{i}, 1 \leq i \leq n$, are sets of permitting productions. The language generated by $\Gamma$ in the $t$-mode is defined in the same way as for CD grammar systems, the productions are used as in permitting (left-permitting) grammars.

The families of languages generated by permitting (or left-permitting) CD grammar systems with $n$ components where $n \geq 1$, working in the $t$-mode are denoted by $\mathscr{L}(C D, P, n)($ or $\mathscr{L}(C D, \ell P, n))$, and $\mathscr{L}(C D, P-\lambda, n)($ or $\mathscr{L}(C D, \ell P-\lambda, n))$ if the components are non-erasing. If the number of components is not considered, $n$ is omitted.

## 3. The power of permitting CD grammar systems

Now we show that the class of languages generated by permitting CD grammar systems in the $t$-mode coincides with the class of random-context languages. First we need a lemma.

Lemma 1. For each random context grammar $G$, there is a random context grammar $G^{\prime}$ with $L(G)=L\left(G^{\prime}\right)$ and productions of the form $(A \rightarrow x$, Per, For $)$ satisfying the property that $A \notin$ For.

Proof. Let $G=(N, T, P, S)$ be a random context grammar. Let us construct the random context grammar $G^{\prime}=\left(N \cup N^{\prime}, T, P^{\prime}, S\right)$ as follows. Let $N^{\prime}=\left\{A^{\prime}: A \in N\right\}$, $N \cap N^{\prime}=\emptyset$, and $P^{\prime}=\left\{\left(A \rightarrow A^{\prime}, \emptyset, N^{\prime}\right),\left(A^{\prime} \rightarrow x\right.\right.$, Per, For $):(A \rightarrow x$, Per, For $\left.) \in P\right\}$. Then, $G$ and $G^{\prime}$ generate the same language and $G^{\prime}$ satisfies the required property. $\square$

Now we demonstrate that every (non-erasing) random context grammar can be simulated by a (non-erasing) permitting CD grammar system working in the $t$-mode. As a result, cooperating permitting components are able to compensate the absence of forbidding sets, which is surprising because considering the cooperating distributed framework only with context-free components, the generated language family (the family of ET0L languages) is properly included in the family of forbidding languages (see $[3,5]$ ).

Theorem 2. $\mathscr{L}(R C) \subseteq \mathscr{L}(C D, P)$ and $\mathscr{L}(R C-\lambda) \subseteq \mathscr{L}(C D, P-\lambda)$.
Proof. Let $G=(N, T, P, S)$ be a random context grammar satisfying the property from Lemma 1, and let the productions of $P$ be labeled by numbers from 1 to $n=|P|$.

Let

$$
\Gamma=\left(N \cup N^{\prime} \cup N_{[]}, T, P_{0}, P_{1}, \ldots, P_{n}, S\right)
$$

be a permitting CD grammar system where $N^{\prime}=\left\{A^{\prime}: A \in N\right\}$ and $N_{[]}=\{[x]$ : $(A \rightarrow x$, Per, For $) \in P, A \in N\}$, with the set of productions

$$
P_{0}=\left\{\left(A^{\prime} \rightarrow A, \emptyset\right),([x] \rightarrow x, \emptyset): A^{\prime} \in N^{\prime},[x] \in N_{[]}\right\},
$$

and for each rule $i:(A \rightarrow x$, Per, For $) \in P, 1 \leq i \leq n$,

$$
P_{i}=\{(A \rightarrow[x], \text { Per }),([x] \rightarrow[x],\{[x]\})\} \cup\left\{(X \rightarrow X, \emptyset),\left(Y \rightarrow Y^{\prime}, \emptyset\right): X \in \text { For },\right.
$$ $Y \in N-F o r\}$.

We prove that $L(\Gamma)=L(G)$.
To prove that $L(G) \subseteq L(\Gamma)$, consider $u A v \Rightarrow u x v$, a derivation step of a derivation in $G$ according to a production $i:(A \rightarrow x, P e r, F o r) \in P$. We show that $u A v \Rightarrow_{P_{i}}^{t}$ $h(u)[x] h(v) \Rightarrow_{P_{0}}^{t} u x v$, where $h$ is a homomorphism from $(T \cup N)$ to $\left(T \cup N^{\prime}\right)$ defined by $h(X)=X^{\prime}, X \in N$, and $h(a)=a, a \in T$. Clearly, by productions from $P_{i}$, the required occurrence of $A$ may be replaced with $[x]$ and all other nonterminal symbols can be primed because there are no symbols from For in $u v$. After these replacements, as there is only one symbol $[x]$ in $h(u)[x] h(v)$, component $P_{i}$ is blocked; i.e., we have $u A v \Rightarrow{ }_{P_{i}}^{t} h(u)[x] h(v)$. Now, by productions from $P_{0}$, we obtain $h(u)[x] h(v) \Rightarrow_{P_{0}}^{t} u x v$.

To prove the inclusion $L(\Gamma) \subseteq L(G)$, consider a $t$-mode derivation step of $\Gamma$, $\alpha_{1} \Rightarrow_{P_{i}}^{t} \alpha_{2}$, for some $\alpha_{1} \in(N \cup \bar{T})^{*}$, and $P_{i}, 1 \leq i \leq n$, with the rule $i:(A \rightarrow$ $x$, Per, For $) \in P$. Assume that $\alpha_{1}=u_{0} A u_{1} A u_{2} \ldots A u_{r}$, for some $r \geq 0(r=0$ implies that there is no $A$ in $\alpha_{1}$ ), where $u_{0} u_{1} \ldots u_{r} \in(V-(\operatorname{For} \cup\{A\}))^{*}$. This follows from the fact that the derivation is terminating: If there appeared a symbol $X \in$ For in the sentential form, the derivation would keep replacing $X$ with $X$ for ever. Thus, $\alpha_{2}=h\left(u_{0}\right) \delta_{1} h\left(u_{1}\right) \delta_{2} h\left(u_{2}\right) \ldots \delta_{r} h\left(u_{r}\right)$, where $\delta_{j} \in\left\{[x], A^{\prime}\right\}, 1 \leq j \leq r$. Notice that there is no applicable production in $P_{i}$ if and only if there is no more than one occurrence of $[x]$ in $\alpha_{2}$; otherwise, $[x]$ is replaced with $[x]$ for ever.

Now, the only component able to rewrite $\alpha_{2}$ is $P_{0}$, thus, in another $t$-mode derivation step we get $\alpha_{2} \Rightarrow_{P_{0}}^{t} \alpha_{3}=u x v$, where for $u, v$, the property that $u A v=\alpha_{1}$ holds. This means that either $\alpha_{1}=\alpha_{3}$, or the results of the rewriting process using the two consecutive $t$-mode derivation steps of $P_{i}$ and $P_{0}$ of $\Gamma$ can also be achieved by the rule $i:(A \rightarrow x$, Per, For $)$ of $G$.

On the other hand, the following theorem proves that cooperating distributed systems of permitting components in the $t$-mode of derivation are at most as powerful as random context grammars.

Theorem 3. $\mathscr{L}(C D, P) \subseteq \mathscr{L}(R C)$ and $\mathscr{L}(C D, P-\lambda) \subseteq \mathscr{L}(R C-\lambda)$.
Proof. Let $\Gamma=\left(N, T, P_{1}, P_{2}, \ldots, P_{n}, S\right)$ be a permitting CD grammar system with $n$ components, $n \geq 1$. Construct the random context grammar $G=\left(N^{\prime}, T \cup\right.$ $\left.\{c\}, P^{\prime}, S^{\prime}\right)$, where $c$ is a new symbol, $c \notin T$. The set of nonterminals is $N^{\prime}=N \cup\left\{X^{\prime}\right.$ : $X \in N\} \cup N^{\prime \prime}$ where

$$
\begin{aligned}
N^{\prime \prime}= & \left\{\left[Q_{i}\right],\left\langle p, Q_{i}\right\rangle,[i]: Q_{i} \subseteq\left\{r, r^{\prime}: r \in P_{i}\right\}, p \in Q_{i}, \text { where }\left|Q_{i}\right|=\left|P_{i}\right|\right. \\
& \text { and } \left.p_{j}, p_{k}^{\prime} \in Q_{i} \text { implies } p_{j} \neq p_{k}, 1 \leq j, k \leq\left|P_{i}\right|, 1 \leq i \leq n\right\} .
\end{aligned}
$$

$P^{\prime}$ is constructed as follows.

1. For each $(A \rightarrow x, P e r) \in P_{i}$, add
(a) $(A \rightarrow x, \operatorname{Per} \cup\{[i]\}, \emptyset)$
to $P^{\prime}$.
2. For $1 \leq i, \ell \leq n$, add
(a) $\left(S^{\prime} \rightarrow S[i], \emptyset, \emptyset\right)$,
(b) $\left([i] \rightarrow\left[\left\{p_{1}, p_{2}, \ldots, p_{\left|P_{i}\right|}\right\}\right], \emptyset, \emptyset\right)$ where $P_{i}=\left\{p_{1}, p_{2}, \ldots, p_{\left|P_{i}\right|}\right\}$,
(c) $\left(\left[\left\{p_{1}^{\prime}, p_{2}^{\prime}, \ldots, p_{\left|P_{i}\right|}^{\prime}\right\}\right] \rightarrow[\ell], \emptyset, \emptyset\right)$ where $P_{i}=\left\{p_{1}, p_{2}, \ldots, p_{\left|P_{i}\right|}\right\}$, and
(d) $([i] \rightarrow c, \emptyset, \emptyset)$,
to $P^{\prime}$.
3. For all $Q_{i}$ defined as above and for all $p_{j}=\left(A_{j} \rightarrow x_{j}, \operatorname{Per}_{j}\right) \in\left(Q_{i} \cap P_{i}\right)$, $1 \leq i \leq n, 1 \leq j \leq\left|P_{i}\right|$, add also to $P^{\prime}$ the rules
(a) $\left(\left[Q_{i}\right] \rightarrow\left[\left(Q_{i}-\left\{p_{j}\right\}\right) \cup\left\{p_{j}^{\prime}\right\}\right], \emptyset,\left\{A_{j}\right\}\right)$,
(b) $\left(\left[Q_{i}\right] \rightarrow\left\langle p_{j}, Q_{i}\right\rangle,\left\{A_{j}\right\}, \emptyset\right)$,
(c) $\left(A_{j} \rightarrow A_{j}^{\prime},\left\{\left\langle p_{j}, Q_{i}\right\rangle\right\},\left\{A_{j}^{\prime}\right\}\right)$,
(d) $\left(\left\langle p_{j}, Q_{i}\right\rangle \rightarrow\left[p_{j}, Q_{i}\right],\left\{A_{j}^{\prime}\right\},\{X\}\right)$, where $X \in \operatorname{Per}_{j}$,
(e) $\left(A_{j}^{\prime} \rightarrow A_{j}, \emptyset, \emptyset\right)$,
(f) $\left(\left[p_{j}, Q_{i}\right] \rightarrow\left[\left(Q_{i}-\left\{p_{j}\right\}\right) \cup\left\{p_{j}^{\prime}\right\}\right], \emptyset,\left\{A_{j}^{\prime}\right\}\right)$.

Informally, productions constructed in (1a) simulate the applications of the corresponding productions of the $i$ th component of $\Gamma$. By (2b) and (2d), the grammar stops the simulation of $\Gamma$ 's productions and either it starts to verify that there is no applicable production of the $i$ th component of $\Gamma$ (see productions constructed in (3a) to (3f)), or it finishes the derivation by replacing [i] with $c$. In (3a) to (3f), for each production $p_{j}:\left(A_{j} \rightarrow x_{j}, P e r_{j}\right)$ of the component $P_{i}$, the grammar verifies that $p_{j}$ is not applicable as follows.
(3a): If there is no $A_{j}$ in the sentential form, then $p_{j}$ is not applicable.
(3b)-(3f): If there is $A_{j}$, i.e., the sentential form is $u A_{j} v$, for some $u, v$, but at least one of the permitting symbols is not occurring in $u v$, i.e., there is no $X$ for some $X \in P e r_{j}$ in $u v$, then $p$ is not applicable. Finally,
(2c): if there is no applicable production, the random context grammar can change the simulated component.

Formally, we shall prove that $L(\Gamma) \cdot c=L(G)$. To prove that $L(\Gamma) \cdot c \subseteq L(G)$, consider a successful derivation of $\Gamma$. Such a derivation is of the form $S \Rightarrow^{t} \alpha_{1} \Rightarrow^{t}$ $\alpha_{2} \Rightarrow^{t} \ldots \Rightarrow^{t} \alpha_{k}$ where $\alpha_{k} \in T^{*}$ for some $k \geq 1$. Consider a sub-derivation of the form $\alpha_{m} \Rightarrow{ }_{P_{i}}^{t} \alpha_{m+1}$, for some $1 \leq i \leq n, 1 \leq m<k$, according to a sequence $s$ of productions from $P_{i}$. Consider a sentential form $\alpha_{m}[i]$. Then, by the sequence of the corresponding productions to the productions of $s$ (see (1a) of the construction), by a production constructed in (2b), by productions constructed in (3a) to (3f), and by (2c), we have

$$
\alpha_{m}[i] \Rightarrow^{*} \alpha_{m+1}[i] \Rightarrow \alpha_{m+1}\left[P_{i}\right] \Rightarrow{ }^{\left|P_{i}\right|} \alpha_{m+1}\left[P_{i}^{\prime}\right] \Rightarrow \alpha_{m+1}[\ell]
$$

in $G$, where $P_{i}^{\prime}=\left\{p_{1}^{\prime}, p_{2}^{\prime}, \ldots, p_{\left|P_{i}\right|}^{\prime}\right\}$ for $P_{i}=\left\{p_{1}, p_{2}, \ldots, p_{\left|P_{i}\right|}\right\}$, and where $P_{\ell}$ is a component which continues the derivation of $\Gamma$ from $\alpha_{m+1}$ to $\alpha_{m+2}$. The proof now proceeds by induction.

If $m+1=k$, then instead of (2b), a production constructed under (2d) is applied; i.e., we have

$$
\alpha_{m}[i] \Rightarrow^{*} \alpha_{m+1}[i] \Rightarrow \alpha_{m+1} c
$$

As $\alpha_{m+1} \in T^{*}$, we have $\alpha_{m+1} c \in L(G)$.
To prove that $L(G) \subseteq L(\Gamma) \cdot c$, consider a successful derivation of $G$. Such a derivation is of the form $S^{\prime} \Rightarrow S[i] \Rightarrow^{*} w[j] \Rightarrow w c$ for some $1 \leq i, j \leq n, w \in T^{*}$. Consider one derivation step of this derivation, say $\alpha \Rightarrow \beta$. Then, there are the following possibilities:

1. The derivation step is according to a production $(A \rightarrow x, W \cup\{[i]\})$, i.e., $\alpha=$ $u A v[i]$ for some $u, v$, and $W \subseteq \operatorname{alph}(u v)$. Clearly, $(A \rightarrow x, W) \in P_{i}$ is applicable to $u A v$ in $\Gamma$; i.e., $u A v \Rightarrow u x v$ in $\Gamma$.
2. If $\alpha=u[i]$ for some $u, i$, and $([i] \rightarrow c, \emptyset, \emptyset)$ is applied, then no other production is applicable, i.e., $\beta=u c \in T^{*} \cdot c$.
3. If $\alpha=u[i]$ for some $u, i$, and $\left([i] \rightarrow\left[P_{i}\right], \emptyset, \emptyset\right)$ is applied, then by the construction of $G$, if a terminal word can be derived from $u\left[P_{i}\right]$, then no production of $P_{i}$ is applicable to $u$. First, only productions constructed in (3a), (3b), and (2c) are applicable. If a production constructed in (3a) is applied, replacing a nonterminal with $p$ by a nonterminal with $p^{\prime}, p:(A \rightarrow x, W) \in P_{i}$, then there is no $A$ in $u$; i.e., $p$ is not applicable in $\Gamma$. If a sequence of productions constructed in (3b)-(3f) is applied, replacing a nonterminal with $p$ by a nonterminal with $p^{\prime}$, then $A \in \operatorname{alph}(u)$, i.e., $u=u^{\prime} A v^{\prime}$, for some $u^{\prime}$, $v^{\prime}$, but there is $X \in W$ such that $X \notin \operatorname{alph}\left(u^{\prime} v^{\prime}\right)$; i.e., $W \nsubseteq \operatorname{alph}\left(u^{\prime} v^{\prime}\right)$. Again, $p$ is not applicable in $\Gamma$. Finally, a production of the form $\left.\left[\left\{p_{1}^{\prime}, p_{2}^{\prime}, \ldots, p_{k_{i}}^{\prime}\right\}\right] \rightarrow[\ell], \emptyset, \emptyset\right)$ is applied; i.e., all symbols of $P_{i}$ are primed, which means that there is no applicable production in $P_{i}$.
Thus, the derivation of $G$ is of the form $u[i] \Rightarrow u\left[P_{i}\right] \Rightarrow^{*} u[\ell]$ and there is no rule of $P_{i}$ applicable to $u$.

The proof now proceeds by induction.

The above considerations show that $L(G)=L(\Gamma) \cdot c$. This is sufficient to prove our statement since (non-erasing) random context grammars are closed under restricted homomorphisms (see [3, Lemma 1.3.3]), that is, there is a random context grammar $H$ such that $L(\Gamma)=L(H)$.

The following result is an immediate consequence of the previous two theorems.
Corollary 4. $\mathscr{L}(C D, P)=\mathscr{L}(R C)$ and $\mathscr{L}(C D, P-\lambda)=\mathscr{L}(R C-\lambda)$.

## 4. The power of left-permitting CD grammar systems

Now we show that if we have left-permitting components, we can characterize the class of recursively enumerable languages (or $\mathscr{L}(C S)$ if erasing rules are not allowed).

Theorem 5. $\mathcal{L}(C D, \ell P-\lambda)=\mathcal{L}(C S)$ and $\mathcal{L}(C D, \ell P)=\mathcal{L}(R E)$.
Proof. It is obvious that $\mathcal{L}(C D, \ell P-\lambda) \subseteq \mathcal{L}(C S)$ and $\mathcal{L}(C D, \ell P) \subseteq \mathcal{L}(R E)$ holds, thus we only need to show the opposite inclusions.

We start with $\mathcal{L}(C S) \subseteq \mathcal{L}(C D, \ell P-\lambda)$. Let $L \subseteq T^{*}$ be a context-sensitive language. Then $L=\bigcup_{a \in T}\left(L_{a} \cdot a\right)$ where $L_{a}=L /\{a\}$, the right quotient of $L$ with the language $\{a\}$. Since $\mathcal{L}(C S)$ is closed under right quotient, and since $\mathcal{L}(C D, \ell P-\lambda)$ is obviously closed under union, it is sufficient to show that $(L \cdot a) \in \mathcal{L}(C D, \ell P-\lambda)$ for any context-sensitive $L \subseteq T^{*}$ and $a \in T$.

Let $G=(N, T, P, S)$ be a context-sensitive grammar. In the following we show that $L(G) \cdot a \in \mathcal{L}(C D, \ell P-\lambda)$. Without the loss of generality we may assume that $S$ does not occur on the right side of the productions of $P$, and that all productions are of one of the following forms: $A B \rightarrow C D, A \rightarrow B C, A \rightarrow a$, with $A, B, C, D \in N$, $a \in T$. Let $P=P_{1} \cup P_{2}$ where $P_{1}$ denotes the set of context-free productions, $P_{2}$ denotes the set of non-context-free productions of $P$.

We construct a left-permitting CD grammar system $\Gamma$ such that $L(\Gamma)=L(G) \cdot a$ where $a \in T$. For the sake of conciseness, we use the notation $\left(P_{r, 1}, P_{r, 2}, P_{r, 3}\right)_{r \in P_{2}}$ to denote the $3 \cdot\left|P_{2}\right|$ components containing a three-tuple of production sets for each rule in $P_{2}$.

Let $\Gamma=\left(N^{\prime}, T, P_{\text {ini }}, P_{C F}, P_{C F}^{\prime},\left(P_{r, 1}, P_{r, 2}, P_{r, 3}\right)_{r \in P_{2}}, P_{4}, P_{f i n}, S^{\prime}\right)$ with

$$
N^{\prime}=N \cup \bigcup_{r \in P}\left(N_{r} \cup N_{r}^{\prime} \cup N_{r}^{\prime \prime} \cup N_{r}^{\prime \prime \prime} \cup N_{r}^{i v} \cup N_{r}^{v} \cup N_{r}^{v i}\right) \cup\left\{\$, \$_{r}, \$_{r}^{\prime}, \$_{r}^{\prime \prime}: r \in P\right\}
$$

where for any $r \in P, N_{r}=\left\{X_{r}: X \in N\right\}$ and for any $\alpha \in\left\{{ }^{\prime},{ }^{\prime \prime},{ }^{\prime \prime \prime},{ }^{i v},{ }^{v},^{v i}\right\}$, $N_{r}^{\alpha}=\left\{X_{r}^{\alpha}: X \in N\right\} . \Gamma$ consists of the following components.

$$
\begin{gathered}
P_{\text {ini }}=\left\{S^{\prime} \rightarrow S \$\right\}, \quad P_{C F}=\left\{A \rightarrow A^{\prime}, A \rightarrow \alpha^{\prime}: A \rightarrow \alpha \in P\right\}, \\
P_{C F}^{\prime}=\left\{A^{\prime} \rightarrow A: A \in N\right\}
\end{gathered}
$$

where for a string $\alpha \in(N \cup T)^{+}, \alpha^{\prime}$ denotes $h(\alpha)$ for $h: N \cup T \rightarrow N^{\prime} \cup T$ with $h(X)=X^{\prime}, X \in N$ and $h(x)=x, x \in T$.

For each rule $r \in P_{2}$ of the form $A B \rightarrow C D, \Gamma$ also has the components

$$
\begin{aligned}
P_{r, 1}= & \left\{B \rightarrow B_{r}, \$ \rightarrow \$_{r}, \$_{r}^{\prime} \rightarrow \$_{r}^{\prime}, \$_{r}^{\prime \prime} \rightarrow \$_{r}^{\prime \prime}\right\} \cup\left\{\left(X_{r}^{\prime} \rightarrow X_{r}^{\prime \prime},\left\{B_{r}\right\}\right): X \in N\right\} \cup \\
& \left\{\$_{s} \rightarrow \$_{s}, \$_{s}^{\prime} \rightarrow \$_{s}^{\prime}, \$_{s}^{\prime \prime} \rightarrow \$_{s}^{\prime \prime}: s \neq r\right\} \cup\left\{\left(B_{r} \rightarrow B_{r}^{\prime \prime},\left\{B_{r}\right\}\right)\right\} \cup \\
& \left\{X \rightarrow X_{r}^{\prime}, X_{r}^{\prime \prime \prime} \rightarrow X_{r}^{\prime \prime \prime}, X_{r}^{v} \rightarrow X_{r}^{v}: X \in N\right\} \\
P_{r, 2}= & \left\{A_{r}^{\prime} \rightarrow A_{r}, \$_{r}^{\prime} \rightarrow \$_{r}^{\prime}, \$_{r}^{\prime \prime} \rightarrow \$_{r}^{\prime \prime}\right\} \cup\left\{X_{r}^{\prime \prime} \rightarrow X_{r}^{\prime \prime \prime}, X_{r}^{\prime} \rightarrow X_{r}^{v}: X \in N\right\} \cup \\
& \left\{\left(X_{r}^{\prime \prime \prime} \rightarrow X_{r}^{i v},\left\{A_{r}\right\}\right),\left(X_{r}^{v} \rightarrow X_{r}^{v i},\left\{A_{r}\right\}\right)\right\} \cup \\
& \left\{\$_{s} \rightarrow \$_{s}, \$_{s}^{\prime} \rightarrow \$_{s}^{\prime}, \$_{s}^{\prime \prime} \rightarrow \$_{s}^{\prime \prime}: s \neq r\right\}, \\
P_{r, 3}= & \left\{X_{r}^{i v} \rightarrow X, X_{r}^{\prime \prime \prime} \rightarrow X_{r}^{\prime \prime \prime}, X_{r}^{v} \rightarrow X, X_{r}^{v i} \rightarrow X_{r}^{v i}: X \in N\right\} \cup \\
& \left\{\left(\$_{r} \rightarrow \$_{r}^{\prime},\left\{A_{r}\right\}\right),\left(\$_{r}^{\prime} \rightarrow \$_{r}^{\prime \prime},\left\{B_{r}\right\}\right)\right\} \cup \\
& \left\{A_{r} \rightarrow C, B_{r} \rightarrow D, \$_{r} \rightarrow \$_{r}\right\},
\end{aligned}
$$

which work together with

$$
P_{4}=\left\{\$_{r}^{\prime \prime} \rightarrow \$, \$_{r} \rightarrow \$_{r}, \$_{r}^{\prime} \rightarrow \$_{r}^{\prime}: r \in P\right\}
$$

and then finally, one more component

$$
P_{f i n}=\{\$ \rightarrow a\} \cup\left\{X \rightarrow X: X \in N^{\prime}\right\}
$$

The sentential forms $w$ generated by $G$ correspond to $w \$$ generated by $\Gamma, S \$$ is produced by the component $P_{\text {ini }}$ from the start symbol $S^{\prime}$. The context-free rules of $G$, the rules in $P_{1}$, are simulated by the components $P_{C F}$ and $P_{C F}^{\prime}$.

The context-sensitive rules are simulated by the three components $P_{r, i}, 1 \leq i \leq 3$, associated to each rule $r$ of the form $A B \rightarrow C D$. If we start with a sentential form $w \$$ where rule $r$ is applicable to $w \in(N \cup T)^{*}$, we can use the component $P_{r, 1}$ to produce a string of the form (1) $u_{r}^{\prime} B_{r} v_{r}^{\prime \prime} \$_{r}$ or (2) $u_{r}^{\prime} \$_{r}$ where $u_{r}^{\prime} \in\left(N_{r}^{\prime}\right)^{*}, v_{r}^{\prime \prime} \in\left(N_{r}^{\prime \prime}\right)^{*}$, and $w$ is the unprimed, unindexed version of $u_{r}^{\prime} B_{r} v_{r}^{\prime \prime}$ or $u_{r}^{\prime}$. Because of the rules of the form $\$_{r} \rightarrow \$_{r}$, the components other than $P_{r, 2}$ do not allow finishing the derivation.

If we have $u_{r}^{\prime} \$_{r}$ and $P_{r, 2}$ is used, then we get (2.1) $u_{r}^{v} A_{r} v_{r}^{v i} \$_{r}$ or (2.2) $u_{r}^{v} \$_{r}$ with $u_{r}^{v} \in\left(N_{r}^{v}\right)^{*}, v_{r}^{v i} \in\left(N_{r}^{v i}\right)^{*}$.

In the second case, the derivation either cannot be finished because of the rules of the form $X_{r}^{v} \rightarrow X_{r}^{v}$ and $\$_{r} \rightarrow \$_{r}$, or the sentential form can be changed to its unprimed form, $w \$_{r}$, by $P_{r, 3}$ and then $P_{r, 1}$ becomes applicable again.

In the first case, the symbol $\$_{r}$ is changed to $\$_{r}^{\prime}$ by $P_{r, 3}$ (there is no other component which can be used to continue the derivation) and then the derivation cannot be continued because of the presence of the rules $\$_{r}^{\prime} \rightarrow \$_{r}^{\prime}$.

If we have $u_{r}^{\prime} B_{r} v_{r}^{\prime \prime} \$_{r}$ and $P_{r, 2}$ is used, then we get strings of the form (1.1) $u_{r}^{v} B_{r} v_{r}^{\prime \prime \prime} \$_{r}$ or (1.2) $u_{r, 1}^{v} A_{r} u_{r, 2}^{v i} B_{r} v_{r}^{i v} \$_{r}$ with $u_{r}^{v}, u_{r, 1}^{v} \in\left(N_{r}^{v}\right)^{*}, u_{r, 2}^{v i} \in\left(N_{r}^{v i}\right)^{*}, v_{r}^{\prime \prime \prime} \in$ $\left(N_{r}^{\prime \prime \prime}\right)^{*}, v_{r}^{i v} \in\left(N_{r}^{i v}\right)^{*}$.

In the first case, because of the presence of the rules of the form $X_{r}^{\prime \prime \prime} \rightarrow X_{r}^{\prime \prime \prime}$ and $\$_{r} \rightarrow \$_{r}$, the derivation cannot be continued. In the second case, because of the presence of the rules of the form $X_{r}^{v} \rightarrow X_{r}^{v}$ and $\$_{r} \rightarrow \$_{r}$, the derivation can only continue by the rules of $P_{r, 3}$ which only enable a successful derivation if $u_{r, 2}^{v i}=\lambda$.

In this case, the primed and indexed nonterminals are changed back to their original form, $A_{r} B_{r}$ is rewritten to $C D$, and $\$_{r}$ is changed to $\$_{r}^{\prime \prime}$.

The symbol $\$_{r}^{\prime \prime}$ can be rewritten to $\$$ by component $P_{4}$, and then the simulation of another rule can begin.

If a string $z \$$ with $z \in T^{*}$ is obtained, then $P_{\text {fin }}$ can be used to finish the derivation producing $z a$. From the considerations above we can see that $z a \in L(\Gamma)$ if and only if $z \in L(G)$, thus, we have shown that $\mathcal{L}(C S) \subseteq \mathcal{L}(C D, \ell P-\lambda)$.

To show that $\mathcal{L}(R E) \subseteq \mathcal{L}(C D, \ell P)$, we use the same construction but we start with a grammar in which we also allow rules of the form $A \rightarrow \lambda$. This way the constructed left-permitting CD grammar system also contains erasing rules, so we obtain that each recursively enumerable language is in $\mathcal{L}(C D, \ell P)$.

## 5. On the size of permitting and left permitting CD grammar systems

Now we show that the number of components of permitting and left-permitting CD grammar systems can be reduced to two. This result is especially interesting since CD grammar systems with two context-free components generate only context-free languages, that is, the cooperating distributed framework itself can only increase the power of context-free components if at least three of them are present in the system.

Theorem 6. $\mathscr{L}(C D, X, n)=\mathscr{L}(C D, X, 2)$ for all $n \geq 3$ and $X \in\{P, P-$ $\lambda, \ell P, \ell P-\lambda\}$.

Proof. Let $n \geq 3$ and let $\Gamma=\left(N, T, P_{1}, P_{2}, \ldots, P_{n}, S\right)$ be a (left-)permitting CD grammar system, and let $V=N \cup T$. Construct the permitting CD grammar system $\Gamma^{\prime}=\left(N^{\prime}, T, P_{1}^{\prime}, P_{2}^{\prime}, S^{\prime}\right)$, with

$$
N^{\prime}=N \cup\{[z, i],\langle z, i\rangle: z \in V \cup\{\lambda\}, 1 \leq i \leq n\},
$$

and $P_{1}^{\prime}$ containing the rules

1. $(\langle z, i\rangle \rightarrow[z, i], \emptyset)$, for $z \in V \cup\{\lambda\}, 1 \leq i \leq n$, and
2. for each $(A \rightarrow x, W) \in P_{i}$, where $x=x_{1} x_{2} \ldots x_{k}, k \geq 1, x_{j} \in V, 1 \leq j \leq k$, or $x=x_{1}=\lambda$
(a) $\left([A, i] \rightarrow\left[x_{1}, i\right] x_{2} \ldots x_{k}, W\right)$,
(b) $(A \rightarrow x, W \cup\{[z, i]\})$, for $z \in V \cup\{\lambda\}$,
(c) $(A \rightarrow x,(W-\{Y\}) \cup\{[Y, i]\})$, for $Y \in W$.

The other component is

$$
\begin{aligned}
P_{2}^{\prime}= & \left\{\left(S^{\prime} \rightarrow\langle S, i\rangle, \emptyset\right),([z, i] \rightarrow\langle z, j\rangle, \emptyset): z \in V \cup\{\lambda\}, 1 \leq i, j \leq n\right\} \cup \\
& \{([z, i] \rightarrow z, \emptyset): z \in T \cup\{\lambda\}, 1 \leq i \leq n\}
\end{aligned}
$$

The system works as follows. $P_{2}^{\prime}$ chooses a component of $\Gamma$ to be simulated, say $P_{i}$, remembering this in the first nonterminal symbol of the sentential form, say $[z, i]$. Then, $P_{1}^{\prime}$ simulates a terminating derivation of $P_{i}$ and it is not difficult to see that $(A \rightarrow x, W) \in P_{i}$ is applicable in $\Gamma$ if and only if (at least) one of the following productions is applicable in $\Gamma$ :

- production $(A \rightarrow x, W \cup\{[z, i]\}) \in P_{1}^{\prime}$ if $z \neq A$ and $z \notin W$, or
- in case of $z=A$, production $\left([A, i] \rightarrow\left[x_{1}, i\right] x_{2} \ldots x_{k}, W\right) \in P_{1}^{\prime}$, or
- in case of $z \in W$, production $(A \rightarrow x,(W-\{z\}) \cup\{[z, i]\}) \in P_{1}^{\prime}$.

Thus, if $[z, i]$ is present in the sentential form, then $P_{1}^{\prime}$ keeps rewriting, simulating the rules of $P_{i}$, as long as possible. Then $P_{2}^{\prime}$ chooses the new component to be simulated by changing $[z, i]$ to $\langle z, j\rangle$, after which the process is repeated.

Since the special nonterminals $[z, i]$ or $\langle z, i\rangle$ always occupy the leftmost position in the string, the simulation works not only in the case of permitting, but also in the case of left-permitting components.

Now we show that not only the number of components, but also the number of nonterminals can be bounded, moreover, both of them simultaneously, in the case of left-permitting systems with erasing rules.

The proof of the statement is based on simulation of Geffert normal form grammars for recursively enumerable languages. By [7] it is known that for every recursively enumerable language $L$ over an alphabet $T$ there exist a grammar $G=(N, T, P \cup$ $\{A B \rightarrow \lambda, C D \rightarrow \lambda\}, S)$ with $L=L(G)$, such that $N=\left\{S, S^{\prime}, A, B, C, D\right\}$ and $P$ contains only context-free productions of the form $S \rightarrow z S x$ where $z \in\{A, C\}^{*}$, $x \in T, S \rightarrow S^{\prime}, S^{\prime} \rightarrow u S^{\prime} v$ where $u \in\{A, C\}^{*}, v \in\{B, D\}^{*}$, and $S^{\prime} \rightarrow \lambda$.

Thus, a word $w \in T^{*}$ belongs to $L$ if and only if at some step of the derivation in $G$ the obtained sentential form is of the form $\alpha \beta w$, where $\alpha \in\{A, C\}^{*}, \beta \in\{B, D\}^{*}$ and $\alpha=h\left(\beta^{R}\right)$ where $\beta^{R}$ denotes the reverse of $\beta$, and $h:\{B, D\} \rightarrow\{A, C\}$ is a homomorphism with $h(B)=A, h(D)=C$.

Theorem 7. Any language $L \in \mathcal{L}(R E)$ can be generated by a left-permitting $C D$ grammar system with 6 components and 19 nonterminals.

Proof. Let $L$ be an arbitrary recursively enumerable language and let $G=$ $(N, T, P \cup\{A B \rightarrow \lambda, C D \rightarrow \lambda\}, S)$ be a grammar in Geffert normal form, above, which generates $L$. To prove the statement, we construct a CD grammar system $\Gamma$ with left-permitting grammars as components that generates $L$ in the $t$-mode derivation. The fact, that any language in $\mathcal{L}(C D, \ell P, 6)$ is recursively enumerable can be obtained by standard simulations.

Let $\Gamma=\left(N, T, P_{1}, P_{2}, \ldots, P_{6}, \bar{S}\right)$, where

$$
N=\left\{S, \bar{S}, S^{\prime}, Z, Z^{\prime}, Z^{\prime \prime}, Z^{\prime \prime \prime}\right\} \cup\{X, \bar{X}, \tilde{X}: X \in\{A, B, C, D\}\}
$$

and let $P^{\prime}=\{(X \rightarrow \alpha, \emptyset): X \rightarrow \alpha \in P\}$. Now let

$$
P_{1}=P^{\prime} \cup\left\{(\bar{S} \rightarrow S Z, \emptyset),\left(Z^{\prime} \rightarrow Z^{\prime}, \emptyset\right),\left(Z^{\prime \prime} \rightarrow Z^{\prime \prime}, \emptyset\right),\left(Z^{\prime \prime \prime} \rightarrow Z^{\prime \prime \prime}, \emptyset\right)\right\}
$$

$$
\begin{aligned}
P_{2}= & \{(X \rightarrow \bar{X},\{C\}),(X \rightarrow \bar{X},\{A\}): X \in\{A, B, C, D\}\} \cup \\
& \{(X \rightarrow \tilde{X}, \emptyset): X \in\{B, D\}\} \cup \\
& \{(X \rightarrow X,\{\tilde{B}\}),(X \rightarrow X,\{\tilde{D}\}): X \in\{\bar{B}, \bar{D}, \tilde{B}, \tilde{D}\}\} \cup \\
& \left\{\left(Z \rightarrow Z^{\prime},\{A\}\right),\left(Z \rightarrow Z^{\prime},\{C\}\right),\left(Z^{\prime} \rightarrow Z^{\prime \prime},\{\tilde{B}\}\right),\left(Z^{\prime} \rightarrow Z^{\prime \prime},\{\tilde{D}\}\right)\right\} \cup \\
& \left\{(Z \rightarrow Z, \emptyset),\left(Z^{\prime} \rightarrow Z^{\prime}, \emptyset\right)\right\}, \\
P_{3}= & \left\{(A \rightarrow \lambda, \emptyset),(\tilde{B} \rightarrow \lambda, \emptyset),(\tilde{D} \rightarrow \tilde{D}, \emptyset),(C \rightarrow C, \emptyset),\left(Z^{\prime \prime} \rightarrow Z^{\prime \prime \prime}, \emptyset\right),\right. \\
& \left.(Z \rightarrow Z, \emptyset),\left(Z^{\prime} \rightarrow Z^{\prime}, \emptyset\right)\right\}, \\
P_{4}= & \left\{(C \rightarrow \lambda, \emptyset),(\tilde{D} \rightarrow \lambda, \emptyset),(\tilde{B} \rightarrow \tilde{B}, \emptyset),(A \rightarrow A, \emptyset),\left(Z^{\prime \prime} \rightarrow Z^{\prime \prime \prime}, \emptyset\right),\right. \\
& \left.(Z \rightarrow Z, \emptyset),\left(Z^{\prime} \rightarrow Z^{\prime}, \emptyset\right)\right\}, \\
P_{5}= & \left\{(\bar{X} \rightarrow X, \emptyset): X \in\{A, B, C, D\} \cup\left\{\left(Z^{\prime \prime} \rightarrow Z^{\prime \prime}, \emptyset\right),\left(Z^{\prime \prime \prime} \rightarrow Z, \emptyset\right)\right\},\right. \\
P_{6}= & \left\{\left(Z^{\prime \prime \prime} \rightarrow \lambda, \emptyset\right),(Z \rightarrow Z, \emptyset),\left(Z^{\prime} \rightarrow Z^{\prime}, \emptyset\right),\left(Z^{\prime \prime} \rightarrow Z^{\prime \prime}, \emptyset\right)\right\} \cup \\
& \{(X \rightarrow X, \emptyset): X \in\{Y, \bar{Y}, \tilde{Y}: Y \in\{A, B, C, D\}\}\} .
\end{aligned}
$$

In the following, let us refer to $Z$ as the end-marker. The derivation starts with component $P_{1}$ that derives a word of the form $\alpha \beta w Z$, where $\alpha \in\{A, C\}^{*}, \beta \in$ $\{B, D\}^{*}$ and $\alpha=h(\beta)^{R}$. Then, the only component which can successfully continue the derivation is $P_{2}$. (The other components, because of the rules $Z \rightarrow Z$, would not be able to leave the sentential form.)

In the case of successful generation, $P_{2}$ first checks whether the sentential form $\alpha \beta w Z$ contains at least one letter from the set $\{A, C\}$. If this property holds, then the end-marker $Z$ is changed to $Z^{\prime}$, in any other case the component is not able to stop with the derivation due to the existence of productions $Z \rightarrow Z$. Then $P_{2}$ rewrites letters in $\alpha \beta$ as follows: it leaves the first letter unchanged (there is no $A$ or $C$ preceding the first symbol), replaces all letters except the last letter preceding $w Z^{\prime}$ by its barred version and the symbol preceding $w Z^{\prime}$ by its version with tilde. Notice that if a letter which is not the symbol preceding $w Z^{\prime}$ is replaced by its version with tilde, then the component will not be able to leave the sentential form, just as in the case when no letter is replaced by its version with the tilde. Otherwise, $Z^{\prime}$ is changed to $Z^{\prime \prime}$ and the derivation continues either by component $P_{3}$ or by $P_{4}$. (Notice that $P_{1}, P_{5}$, and $P_{6}$ would also be able to continue the derivation, but due to production $Z^{\prime \prime} \rightarrow Z^{\prime \prime}$, they would not be able to stop.)

Component $P_{2}$ finishes the derivation with a sentential form $Y \alpha_{1}^{-} \beta_{1} \tilde{X} Z^{\prime \prime}$, where $Y \in\{A, C\}, X \in\{B, D\}$, and $Y \alpha_{1} \beta_{1} X=\alpha \beta$. Suppose that $Y X=A B$. Then, component $P_{3}$ removes letters $A$ and $\tilde{B}$ and rewrites $Z^{\prime \prime}$ to $Z^{\prime \prime \prime}$. If $Y X \neq A B$, then $P_{3}$ will never be able to stop with the derivation. Analogously, $P_{4}$ is able to cancel letters $C$ and $\tilde{D}$ from the left-hand side and the right-hand side of $C \alpha_{1} \beta_{1} \tilde{D}$, respectively, and to rewrite $Z^{\prime \prime}$ to $Z^{\prime \prime \prime}$; in any other case the component enters a never ending derivation.

In the next step component $P_{5}$ rewrites the barred letters to their non-barred versions - if they exist - and replaces $Z^{\prime \prime \prime}$ with $Z$. If symbols from $\{A, B, C, D\}$ still exists and $Z^{\prime \prime \prime}$ is changed for $Z$, then the derivation continues with the interplay of components $P_{2}, P_{3}, P_{5}$ and $P_{2}, P_{4}, P_{5}$, respectively. If no symbol from $\{A, B, C, D\}$ exists, then component $P_{6}$ finishes the derivation. Notice that $P_{6}$ can stop with the
derivation only if the sentential form consists of zero or more terminal letters and $Z^{\prime \prime \prime}$.
Due to the construction of the production sets, every word of $L$ and only words of $L$ can be generated by $\Gamma$.

## 6. Conclusions

In the previous sections, we have investigated the power and descriptional complexity parameters of permitting and left-permitting CD grammar systems. The definition of a derivation step in random context grammars by a rule $r:(A \rightarrow \alpha, P e r)$ was given in such a way that $r$ is applicable to $u A v$ if $\operatorname{Per} \subseteq \operatorname{alph}(u v)$, that is, if $A \in P e r$, then we have required that $A$ appears in the sentential form in at least two copies. An equivalent definition of the direct derivation step for random context (permitting) grammars is also used in the literature, which considers also the rewritten nonterminal; i.e., $u A v \Rightarrow u \alpha v$ provided that there is a production $r:(A \rightarrow \alpha, P e r)$, $\operatorname{Per} \subseteq \operatorname{alph}(u A v)$, that is, if $A \in P e r$, then $r$ may be applicable even in the case when $A \notin \operatorname{alph}(u v)$. Contrary to "single" random context grammars where these two definitions are equivalent, we do not know whether they are also equivalent in case of CD grammar systems with (permitting) random context grammars as components.
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