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ABSTRACT 

Air-to-air energy exchangers (AAEEs) recover energy from the exhaust airstream to 

precondition the supply airstream into buildings. In a fixed-bed regenerator (FBR), a type of 

AAEE, energy from the exhaust airstream is stored in the exchanger over a period; then, the energy 

is transferred to the supply airstream flowing through the same exchanger in the next period. Due 

to the storage and release of energy in consequent periods, the temperature and humidity of the 

airstreams at the outlet of the FBR vary with time. This variation poses difficulties for experimental 

testing and effectiveness evaluation of the FBR because of the slow response of sensors. The 

primary goal of this thesis is to develop and validate transient numerical models to accurately 

predict the transient characteristics of FBRs (sensible and desiccant-coated) and their sensors 

(temperature and humidity). 

A numerical model consisting of an exchanger model and sensor models is developed to 

capture the transient characteristics of FBRs and their sensors. The developed model is validated 

using experimental results and can distinguish the actual FBR performance from the performance 

that is measured by the sensors in an experiment. The results show that the configuration of the 

FBR, and the sensors’ location influence the measurement of the outlet air properties and, thus, 

the calculated effectiveness (effectiveness error). In addition, for the desiccant-coated FBRs, the 

effectiveness error depends on the operating condition of an experiment. This thesis also provides 

recommendations to improve North American testing standards (ASHRAE 84 and CSA C439-18) 

for FBRs. The results show that measurement requirements in the testing standards are 

conservative and can be relaxed for many designs and operating conditions. Furthermore, this 

thesis provides insights on optimizing sensible FBRs considering their transient characteristics.   
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CHAPTER 1 

 INTRODUCTION 

 MOTIVATION 

Ensuring access to affordable, reliable, and sustainable energy for all (goal 7) is one of the 

United Nations (UN) sustainable development goals (SDGs) [1]. Buildings play a crucial role in 

achieving this goal since they account for about one-third of the global final energy consumption, 

half of the worldwide electricity consumption, and one-third of the worldwide carbon emissions 

[2]. About 60% of the energy consumed by buildings in Canada goes to space heating, cooling, 

and ventilation [3]. Furthermore, according to the Intergovernmental Panel on Climate Change 

(IPCC) report [4], the global energy demands in 2050 are expected to increase by 179% and 183%, 

for residential and commercial buildings, respectively, compared to the 2010 levels. Radical 

changes in the current trends of energy consumption and energy-related CO2 emission in buildings 

mandate all countries to immediately implement cost-effective best practices and technologies to 

reduce energy consumption in buildings, especially in heating, ventilation, and air conditioning 

(HVAC) systems [4,5]. 

HVAC systems maintain the required indoor conditions to preserve thermal comfort and 

replace the stale indoor air with fresh outdoor air (which is called ventilation) to maintain indoor 

air quality (IAQ). The ventilation process is highly energy-intensive, especially during extreme 

climate conditions. Hence, HVAC engineers and researchers are developing new technologies to 

reduce energy consumption for ventilation while providing acceptable IAQ prescribed by 

standards [6]. Air-to-Air Energy Exchangers (AAEEs) is a well-recognized solution to increase 

the energy efficiency of the ventilation process by recovering energy/heat from the exhaust 
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airstream and preconditioning the outdoor supply airstream. Different types of AAEEs are 

available in the market, including fixed-plate exchangers, heat pipes, energy/heat wheels, fixed-

bed regenerators (FBRs), and run-around membrane exchangers (RAMEEs).  

AAEEs can be categorized into two main types: recuperative and regenerator types, based 

on the method of heat and moisture exchange between the supply and exhaust airstreams. In 

recuperators, the energy is directly exchanged (through separating walls) between the airstreams 

that continuously flow through the exchanger in their own airflow channels. However, in the 

regenerator type, the two airstreams periodically flow through the same exchanger channels. The 

energy from the hot (and humid) airstream is stored in the exchanger during one period (which is 

called the hot (and humid) period), and this energy is released to the cold (and dry) airstream during 

the subsequent period of operation (which is called cold (and dry) period). Regenerators can attain 

high effectiveness and are less susceptible to frosting than recuperators. 

There are two types of regenerators, rotary (energy/heat wheel) and stationary (fixed bed) 

regenerators. Regenerators capable of transferring only heat are referred to as “sensible” 

regenerators, while the regenerators capable of exchanging heat and moisture (by coating desiccant 

to the surface of exchangers) are referred to as “desiccant-coated” regenerators in this thesis. 

Rotary regenerators have one rotating exchanger (a wheel), and fixed-bed regenerators (FBRs) 

have one or two fixed exchangers with reversible fans or dampers to redirect airstreams through 

the exchangers. FBRs have been used for heat recovery in high-temperature applications such as 

glass furnaces, coke ovens, and open-hearth steel furnaces for decades [7–10]. In recent times, 

FBRs have been attracting increasing attention for energy recovery in HVAC applications [11–16] 

due to their high effectiveness and low maintenance [17].  
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Due to the transient nature in the operation of FBRs (due to storing and releasing energy 

in the consequent periods of operation in the exchanger), the temperature and humidity profiles of 

airstreams at the outlet of FBRs vary with time. This variation causes challenges for sensors to 

measure the temperature and humidity accurately and, thereby, affect the effectiveness evaluation 

of FBRs. Effectiveness is the vital parameter to quantify the performance of FBRs and represents 

their energy recovery potential. Thus, validated models are required to comprehend the transient 

nature of FBRs and sensors and their impacts on the measurement of air properties. Although 

models were available for FBRs in high-temperature applications since 1950 [18,19], the transient 

region was not considered since it was negligible for those applications because of the extended 

hot and cold periods. Typical hot and cold periods of FBRs are about 20 minutes for glass furnace 

application [9,10], whereas, in the HVAC field, the periods are shorter in the order of 15-120 

seconds [15,17,20]. The shorter period of operations impacts the measurement of airstream 

properties at the outlet of FBRs in HVAC applications because of the slow response of sensors.  

This research aims to develop numerical models to capture the transient behavior of FBRs 

and sensors. The developed numerical models should be capable of capturing the transient nature 

of FBRs and sensors and will be helpful to provide practical recommendations for accurate 

measurement (during experiment or operation in the field) of the outlet air temperature and 

humidity. ASHRAE standard 84 and CSA C439-18 standard [21,22] have recently included 

guidelines to test the performance of FBRs (temperature and humidity measurements 

requirements). However, these requirements have not been investigated in the literature. Hence, 

the present study will verify these requirements and provide recommendations for the future 

version of such standards. Furthermore, the application of FBRs in HVAC is recent, and the 

optimization of FBRS has not been reported in the literature. More specifically, optimization of 
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FBRs considering their transient nature of the operation is missing in the current literature. 

Therefore, this research also will optimize FBRs considering their transient nature of operation. 

Hence, this PhD research will be useful to analyze and optimize energy efficient FBRs for HVAC 

applications.  

 BACKGROUND  

 HVAC systems with energy recovery exchangers 

HVAC systems are essential to provide acceptable indoor air quality and thermal comfort 

for occupants irrespective of the ambient conditions. Figure 1.1 shows a schematic of an HVAC 

system with an AAEE for energy recovery. The supply airstream (outdoor air) is provided to the 

building through the supply fan whereas the exhaust fan removes the stale indoor air from the 

building. Auxiliary heating and cooling equipment are required to condition the supply airstream 

before introducing it to the building. The AAEE recovers energy from the exhaust airstream to 

precondition the supply airstream. The energy that would otherwise be wasted is instead recovered 

and used to precondition the supply airstream. 

  

Figure 1.1. A schematic of an HVAC system with an air-to-air energy exchanger (AAEE). 
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 Fixed-bed regenerators  

Figure 1.2 shows a schematic diagram of an FBR with two stationary exchangers (EX1 and 

EX2), two fans, and dampers. The exchangers (possibly coated with desiccant) in Fig. 1.2 undergo 

two periods of operation to transfer energy between the exhaust and supply airstreams. In the first 

period, the dampers are positioned as shown in Fig.1.2 (a), and as a result, the exhaust airstream 

flows through EX1, and the supply airstream flows through EX2. The indoor airstream (in winter 

condition) is warmer and contains more moisture than the outdoor airstream; thus, the exhaust 

airstream heats and humidifies EX1, while EX2 (with the energy stored in the previous period of 

operation) heats and humidifies the supply airstream. In the second period, all the dampers turn 90 

degrees, and hence, the flow through the exchangers is reversed (Fig.1.2 (b)). The exhaust 

airstream flows through EX2, and the supply air flows through EX1. Thus, the exhaust air heats 

and humidifies EX2, while EX1 heats and humidifies the supply airstream.  

(a) (b) 

Exhaust 

fan
EX1

EX 2
Supply 

fan

Dampers
Frame

Frame

Return Air

Supply Air

Exhaust air

Outdoor air

 

Exhaust 

fan
EX1

EX 2 Supply 
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Return air

Supply airExhaust air
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Figure 1.2. A schematic showing the operation of an FBR for energy recovery in buildings.  

Schematics (a) and (b) represent the two periods of operations. 

The energy from the exhaust airstream is intermittently stored in the exchanger before it is 

transferred to the supply airstream as explained earlier. Therefore, the operation of FBR (in winter 

condition) includes a hot (and humid) flow period (warm and humid indoor air flows through 

exchanger) and a cold (and dry) flow period (cold and dry outdoor airstream flows through 
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exchanger). For sensible FBRs, the operation includes a hot period as well as a cold period. 

Although the operation of FBRs is explained for cold and dry winter conditions, their operation in 

any other climate conditions is similar; however, the direction of heat and moisture transfer is 

different. The duration of each period varies between 15-120 seconds for HVAC applications [17]. 

The design of FBRs in Fig. 1.2 requires two exchangers to provide a continuous supply of air and 

is called a double-core FBR. FBRs could also be designed with a single exchanger (single-core 

FBR) with a reversible fan that reverses airflow through the EX.  

Due to the intermittent storage and release of energy in FBRs, the outlet temperature and 

humidity of both airstreams never attain a steady-state condition. The outlet properties, instead, 

rise and fall cyclically with the reversal of airflow. Thus, FBR reaches a quasi-steady-state 

condition in which the outlet profiles of airstreams repeat themselves from period to period. Unlike 

FBRs, the airflow properties at the outlet of rotary regenerators reach constant conditions, which 

means the sensor transient response would not impact the temperature and humidity measurement 

(and hence effectiveness). The energy wheel is a rotary type regenerator and has been extensively 

studied for energy recovery in HVAC applications [23–28]. The rotary regenerators typical 

rotational speed is 0.5-3 rpm for power plants and 0.5-20 rpm for HVAC applications [29].  

ASHRAE standard 84 [21] and CSA C439-18 standard [22] have recently been modified 

to include guidelines for testing the performance of FBRs. Both standards require at least 30 

temperature and humidity samples per period (the period is assumed to be 60 seconds) with 

instruments that have response time shorter than the sampling rate (maximum response time is 2 

seconds). However, the measurement requirements mentioned in these standards have not been 

studied and verified in the literature. Temperature and humidity measurement requirements for 

testing FBRs at the quasi-steady-state condition will be presented in detail in this study.  
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 LITERATURE REVIEW 

A literature review was conducted in the engineering scientific database of Engineering 

Village (www.engineeringvillage.com) and the ASME databases to provide insights on the 

previous research studies on regenerators. The literature search is divided into two parts: literature 

on rotary regenerators and fixed-bed regenerators (FBRs), and literature on optimization of 

regenerators. Literature statistics on rotary regenerators (wheels) and FBRs are discussed and 

compared in the following subsection, followed by the optimization statistics. A detailed literature 

review on each objective of the thesis is also presented in the introduction section of each chapter. 

 Energy recovery regenerators  

Through a detailed literature review, 582 papers have been collected on FBRs and wheels 

over the period of 1950-2020. The papers are classified based on their focus (either wheels or 

FBRs) and applications in Figs. 1.3 and 1.4, respectively. As shown in Fig. 1.3, most studies have 

focused on wheels (81%), and many studies on FBRs have been done from 2011 to 2020 (36 out 

of 109 papers). 

http://www.engineeringvillage.com/
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Figure 1.3. Papers published on FBRs and wheels between 1950 and 2020. 

 

According to Figure 1.4, 70% and 62% of studies on wheels and FBRs respectively were 

theoretical (numerical and analytical), and the rest were experimental. Despite the abundance of 

numerical studies, no numerical research focused on the transient nature of FBRs. A breakdown 

of the previous studies' topics and objectives on regenerators is also presented in Fig. 1.4 (b). Heat 

and energy recovery for HVAC applications was the focus in 147 papers on wheels, while for 

FBRs, it is only 30 papers. Despite the number of studies on FBRs for heat/energy recovery, the 

study focuses on FBRs for HVAC applications is minimal. In the recent studies of FBRs for HVAC 

applications, mathematical models have been used to predict the effectiveness, but the transient 

nature of FBRs and its impact on measured effectiveness have not been explored. Overall, the 

model and analysis of this transient behaviour of FBRs coupled with temperature and humidity 

sensors are not in the current literature, which is the research gap this thesis addresses. Hence, 
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further studies are required to analyze heat and mass transfer in FBRs and the transient nature of 

FBRs for HVAC applications. 

Rotary regenerators FBRs 
  

  

 
 

  

 

Figure 1.4. Classification of studies on FBRs and wheels. 

 

70%

30%

62%

38%

Theoretical studies Experimental studies

147, 32%

113, 

24%

76, 16%

86, 18%

24, 5%

22, 5%

30; 28%

7; 6%
28; 26%

10; 9%

33; 30%

1; 1%

HVAC (Heat/energy recovery) Fundamental research

Process industries HVAC (Dehumidification)

Power plants Others

(a) 

(b) 



10 

 

 Optimization of regenerators 

This section provides a brief statistical overview of research published on the optimization 

of regenerators between 1950 and 2020. Figure 1.5 presents the distribution of publications. 

According to Fig. 1.5, the optimization of regenerators has received increasing attention 

over the last two decades. A classification of optimization studies on regenerators is provided in 

Fig. 1.6. The papers are divided into three main categories, namely fundamental research (13%), 

HVAC applications (38%), and other industrial applications (49%, including power plants and 

process industries). Out of 32 papers on HVAC applications, only 9 papers analyze and optimize 

FBRs, which means that FBRs have received small attention compared to wheels. Hence, research 

on the modeling and optimization of FBRs to minimize their operating and capital costs are limited. 

Furthermore, there is no study on the literature considering the transient nature while optimizing 

FBRs. Thus, this study aims to fill this research gap in the literature.  

  
Figure 1.5. Published papers (85) on optimization of regenerators between 1950 and 2020 from 

Engineering Village and ASME database. 
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Figure 1.6. Classification of studies on optimization of regenerators between 1950 and 2020. 

 

In addition to the gaps identified in the literature, part of the current research objectives is 

associated with an NSERC-CRD project between the University of Saskatchewan and Tempeff, 

an HVAC manufacturing company in Winnipeg. Tempeff sells sensible FBRs and would like to 

optimize the current heat exchangers and develop desiccant-coated FBRs. This Ph.D. research 

aims to analyze and optimize the performance of FBRs through numerical modeling. In addition, 

another Ph.D. student, Mr. Eswaran N. Krishnan, conducted experiments on FBRs as part of this 

NSERC-CRD project. The numerical results of this study are validated using results from these 

experiments. 

 RESEARCH OBJECTIVES 

This PhD study aims to develop a transient numerical model to accurately evaluate and 

optimize the performance of FBRs in HVAC applications. To address the gaps identified in the 

literature review and the requirements of Tempeff, the objectives of this Ph.D. research are: 

1. To develop and validate a transient numerical model for sensible FBRs 
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2. To quantify sensor errors over a wide range of design and operating conditions of 

sensible FBRs and make recommendations for testing standards  

3. To optimize sensible FBRs considering transient characteristics  

4. To develop and validate a transient numerical model for desiccant-coated FBRs 

and quantify sensor errors. 

 PUBLICATIONS 

The research conducted during this PhD study has been documented in four peer-reviewed 

journal articles, five conference papers, and two poster presentations. Additionally, I contributed 

to Easwaran Krishnan publications (four journal papers, two conference papers, and one poster 

presentation) that are not included in this thesis. 

 Peer-reviewed journal papers 

1. H. Ramin, E. N. Krishnan, A. Gurubalan, W. O. Alabi, and C. J. Simonson, 2021, 

“A transient numerical model for sensible fixed-bed regenerator in HVAC 

applications,” International Journal of Heat and Mass Transfer, vol. 177, pp. 1-

17.  

2. H. Ramin, E. N. Krishnan, A. Gurubalan, W. O. Alabi, and C. J. Simonson, 

2020, “Transient sensor errors and their impact on fixed-bed regenerator (FBR) 

testing standards,” Science and Technology for the Built Environment, vol. 27, 

pp. 656-678.  

3.  H. Ramin, E. N. Krishnan, A. Gurubalan, and C. J. Simonson, 2021, 

“The effect of transient characteristics on the optimization of fixed-bed 
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regenerators (FBRs),” ASME Journal of Thermal Science and 

Engineering Applications, vol. 14 (5), pp. 1-16. 

4. H. Ramin, E. N. Krishnan, A. Gurubalan, and C. J. Simonson, “A 

transient numerical model for desiccant-coated FBRs,” under review for 

publication to Science and Technology for the Built Environment.  

 Conference papers and poster presentations 

1. H. Ramin, E. N. Krishnan, and C. J. Simonson, “Effectiveness of fixed-bed 

regenerators for energy recovery in buildings applications,” Proceedings of the 12th 

Symposium on Building Physics, 6-9 September 2020, Tallinn, Estonia. (Virtual 

presentation) 

2. H. Ramin, E. N. Krishnan, A. Gurubalan and C. J. Simonson, “Transient 

performance of fixed-bed regenerators for energy recovery in building 

applications,” Proceedings of the ASME 2020 Heat Transfer Summer Conference, 

July 12-15, 2020, Orlando, Florida, USA. (Virtual presentation) 

3. H. Ramin, E. N. Krishnan, W. O. Alabi, and C. J. Simonson, “Temperature 

measurement correction for the determination of the effectiveness of fixed-bed 

regenerators (FBRs) for HVAC applications,” 2020 ASHRAE Summer Virtual 

Conference, June 29 – July 2, 2020. (Virtual presentation) 

4. H. Ramin, E. N. Krishnan, and C. J. Simonson, “High-efficiency energy recovery 

ventilator for energy consumption reduction in buildings,” 2020 Graduate 

Research Conference (GSA), Saskatoon, Saskatchewan, Canada, 13-14th February 

2020. (In-person presentation) 
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5. H. Ramin, E. N. Krishnan, and C. J. Simonson, “High-efficiency energy recovery 

ventilator for reducing energy consumption in buildings,” The second People 

Around the World (PAW) conference, Saskatoon, Saskatchewan, Canada, 6-7th 

February 2020 (Poster presentation)/ (In-person presentation) 

6. H. Ramin, E. N. Krishnan, and C. J. Simonson, “Energy recovery exchanger for 

energy conservation in buildings,” The 1st Engineering Graduate Research 

conference, Saskatoon, SK, Canada, 12th September 2019 (Poster presentation)/ 

(In-person presentation) 

7.  H. Ramin, E. N. Krishnan, and C. J. Simonson, “Fixed-bed regenerators for 

HVAC applications,” The 27th Canadian Congress of Applied Mechanics 

(CANCAM), Sherbrooke, QC, Canada, 27-30th May 2019. (In-person presentation) 

 

 THESIS OVERVIEW 

The thesis is structured in a manuscript-based style and consists of six chapters and two 

appendices. The thesis structure, objectives, and the chapter documenting each thesis objective are 

presented in Fig. 1.7. 

Chapter 1 includes an introduction, background of the research, a list of publications, and 

the thesis structure. The manuscripts addressing four objectives of the thesis are presented in 

Chapters 2 to 5. Finally, Chapter 6 presents the conclusions of the research and proposed future 

works.  
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Figure 1.7. Overview of this PhD thesis structure representing thesis objectives and chapters. 

 

The first objective of the thesis is addressed in Chapter 2. This chapter introduces the 

transient numerical model for sensible FBRs. The numerical model consists of an FBR model and 

a sensor model and is validated with the experimental results from the small-scale test facility 

(measured by PhD student Easwaran N. Krishnan) and the literature correlations. The numerical 

model can capture the transient behavior of sensible FBRs and temperature sensors and accurately 

predict the measurement errors that can occur due to the transient characteristics of FBRs and 

sensors at different operating conditions in HVAC applications.  

The validated transient numerical model is then used to quantify errors in temperature and 

effectiveness resulting from the FBR’s and sensors’ transient characteristics over a wide range of 

design and operating conditions. The results are presented in Chapter 3, which addresses the 

second objective of this research. Practical recommendations for temperature measurement are 
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provided for different types of FBRs developed for HVAC applications. As part of this objective, 

the temperature measurement requirements from ASHRAE standard 84 and CSA C439-18 

standard are examined.  

Temperature swing (TS) occurs in the supply air due to the transient nature of FBRs and 

creates a variable load on the heating/cooling equipment. It can also contribute to the occupant's 

thermal discomfort. A correlation for TS is developed as a function of design parameters of 

sensible FBR and presented in Chapter 4. The optimization of FBRs is performed considering TS 

as an additional objective to the traditional parameters, namely exchanger effectiveness, pressure 

drop, payback period, and exchanger mass. A decision-making procedure is also integrated into 

the optimization process to select the optimized FBRs from Pareto fronts. The results are presented 

in Chapter 4, which addresses the third objective of this PhD research. 

This thesis final objective, which is a transient numerical model for desiccant-coated FBRs, 

is addressed in Chapter 5. Similar to the transient numerical model for sensible FBRs, the 

developed transient numerical model for desiccant-coated FBRs consists of an FBR model and 

sensor models (both temperature and humidity). The numerical model is validated using 

experimental results measured by Easwaran N. Krishnan. The numerical model predicts the 

complex transient heat and mass transfer process in desiccant-coated FBRs and the transient 

characteristics of humidity and temperature sensors. The model can predict the measurement errors 

because of the transient characteristics of the desiccant-coated FBRs and the humidity and 

temperature sensors at different design and operating conditions. The requirements for 

simultaneous humidity and temperature measurements in the ASHRAE standard 84 and CSA 

C439-18 standards are examined, and practical recommendations are also provided. 
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The thesis conclusions, contributions, and future works are presented in Chapter 6. The 

copyright permissions for the published papers used in this thesis are shown in Appendix A.  

To avoid repetition and have a logical thesis flow, the final version of the 

submitted/published papers are slightly modified wherever needed. An overview is also added to 

the beginning of each chapter which includes contributions of authors for each paper. The 

modifications to the papers are discussed in the overview of each chapter, if applicable.  
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CHAPTER 2 

 TRANSIENT NUMERICAL MODEL FOR SENSIBLE FBRs 

 OVERVIEW 

This chapter describes the transient numerical model for sensible FBRs, which is the first 

objective of this PhD thesis. The model description, solution procedure, and validation are 

explained in detail. A description of the small scale-test facility used to validate the numerical 

results is also described. The developed model can capture the transient behavior of FBRs and 

temperature sensors and thereby accurately predict the measurement errors due to slow response 

of sensors at different operating conditions in HVAC applications. 

This chapter was published as a research paper in the International Journal of Heat and 

Mass Transfer in June 2021 (Click here). The author of this thesis (Hadi Ramin) developed the 

numerical model and prepared the original draft of the paper. Mr. Krishnan (PhD student) 

conducted the experiments for validation and wrote the experimental section of the paper, Dr. 

Annadurai (Postdoctoral Fellow), Dr. Alabi (Postdoctoral Fellow), and Prof. Simonson 

(Supervisor) contributed to this paper by critically reviewing the paper.  

  

https://www.sciencedirect.com/science/article/abs/pii/S0017931021006530
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A Transient Numerical Model for Sensible Fixed-Bed Regenerator in 

HVAC Applications 

(Published in International Journal of Heat and Mass Transfer, June 2021) 

Hadi Ramin, Easwaran N Krishnan, A. Gurubalan, Wahab O. Alabi, and Carey J. Simonson 

 

 ABSTRACT 

Fixed-bed regenerators (FBRs) are energy recovery exchangers that can significantly 

reduce the energy required to condition outdoor ventilation air in HVAC systems. FBRs have high 

sensible effectiveness but produce an outlet air temperature that varies with time. In this chapter, 

a numerical model is developed to evaluate the performance of FBRs, and more specifically, the 

transient nature of their operation. This transient nature poses difficulties for experimental testing; 

thus, the developed model consists of an exchanger (FBR) model and a sensor model to 

differentiate the actual exchanger performance from the performance that would be measured in 

an experiment. The developed numerical model is validated with experimental data and 

correlations from the literature. The numerical model is capable of capturing the transient 

behaviour of FBRs and temperature sensors to accurately predict the measurement errors (and thus 

effectiveness errors) that can occur due to the transient response characteristics of FBRs and 

sensors at different operating conditions in HVAC applications. A maximum effectiveness error 

of 16% was obtained for the condition under study in this chapter.  
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 INTRODUCTION 

In recent decades, air infiltration and energy losses through the envelope of buildings have 

decreased significantly through increased thermal resistance and building airtightness. As such, 

modern buildings are more isolated from the outside, which leads to a greater need for fresh 

outdoor air and high energy demand for ventilation to maintain the required indoor air quality [16]. 

Furthermore, as other energy losses from buildings are reduced, the fraction of energy needed for 

ventilation air increases. A common way to reduce the energy requirement for conditioning 

ventilation air is to incorporate air-to-air energy exchangers (AAEEs) into building heating, 

ventilating, and air conditioning (HVAC) systems to recover energy from the exhaust air as shown 

in Fig. 2.1 [24]. In terms of energy exchange, AAEEs are broadly classified into recuperative and 

regenerative exchangers. In recuperative exchangers, the hot and cold airstreams flow through 

separate channels within the exchanger. However, in regenerators (shown in Fig. 2.2 (a) &(b)), the 

hot and cold airstreams flow through the same channels intermittently. The heat from the hot fluid 

is stored in the exchanger matrix (hot period), which is then released to the cold fluid during 

subsequent exposure of the exchanger to the cold fluid (cold period) ( as shown Fig. 2.2 (a) &(b)) 

[30].  
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Figure 2.1. A schematic of an HVAC system with FBRs for heat recovery. 

 

Rotary regenerators (energy wheels) and fixed-bed regenerators (FBRs) are two types of 

regenerators. Energy wheels rotate cyclically between hot and cold airstreams for continuous 

operation, while dampers alternate the airflow through stationary matrixes in FBRs. The rotary 

regenerators' typical rotational speed is 0.5-3 rpm for power plants and 0.5-20 rpm for HVAC 

applications [29]. Energy wheels have been extensively studied for energy recovery in HVAC 

applications [23–28], and FBRs have been used for heat recovery in high-temperature applications 

such as glass furnaces, coke ovens, and open-hearth steel furnaces [7–10]. In recent times, FBRs 

have been attracting increasing attentions for energy recovery in HVAC applications due to their 

high effectiveness [11–16]. Typical hot and cold periods of FBRs are about 20 minutes for glass 

furnace applications [9,10], whereas, in the HVAC industry, a shorter period duration of 15-120 

seconds is required [15,17,20].  
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Figure 2.2. A schematic of alternate heating and cooling periods of FBRs and the corresponding 

temperature profile for temperature measurement sensors. 
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The same governing equations govern the heat transfer process of FBRs as that of energy 

wheels [19,31]. But in contrast to energy wheels and recuperative exchangers, FBRs never attain 

a steady-state condition; instead, FBRs reach a periodic steady-state where the outlet air 

temperature changes during each period but is repeated from period to period.  Furthermore, due 

to switching between the hot and cold flows, the temperature measured at the outlet (of FBR) at 

the beginning of each period is affected by the temperature that the sensor was exposed to during 

the previous period (as shown in Fig. 2.2 (c)) because of the thermal mass of the sensor [20,32,33]. 

Although models were available for FBRs in high-temperature applications since 1950 [18,19], 

the transient region was negligible for those applications because of the extended hot/cold period 

(20 minutes). Krishnan et al. [20] reported significant deviations in the experimental determination 

of the effectiveness of FBRs due to sensor transient, especially at the shorter operating cycles (15 

seconds). In recent studies of FBRs for HVAC applications [13,15,16], mathematical models have 

been used to predict the effectiveness, but the initial transient region has not been explored. 

Overall, the model and analysis of this transient behavior of FBRs coupled with temperature 

measurement sensors are not in the current literature, which is the research gap this chapter 

addresses. 

A detailed numerical model to evaluate the sensible effectiveness and analyze the transient 

nature of the outlet air temperature of FBRs is developed. The developed numerical model consists 

of an exchanger (FBR) model and a temperature sensor model. The exchanger model captures the 

transient behavior of the outlet temperature profile of FBRs, while the sensor model predicts the 

temperature recorded by the temperature sensors. This chapter elucidates the significance of 

transient temperature measurements in FBRs, and the effect of transient temperature measurement 
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for operating conditions of balanced/unbalanced flow rate, as well as equal/unequal hot/cold 

periods.  

 NUMERICAL MODEL FOR THE FBR AND TEMPERATURE SENSOR  

 Exchanger (FBR) model  

Exchangers consist of many small channels that air flows through the channels 

intermittently. Numerical models are usually performed on a representative channel since all the 

channels have similar flow and thermal conditions. 

2.4.1.1 Physical exchanger  

Figure 2.3 (a) shows a picture of a small-scale FBR, consisting of 26 aluminum plates (Al-

3003) in a parallel configuration. A summary of the geometrical details and thermophysical 

properties of the exchanger is provided in Table 2.1.  

Table 2.1. Geometrical details and thermophysical properties of the exchanger.  

Air Channel 

Length (L), 

(mm) 

Width (W) 

 (mm)  

Hydraulic diameter (Dh) 

(mm) 

Channel 

height (hc) 

(mm) 

Aspect 

ratio (α*) 

200 80 4.08 2.1 0.03 

Aluminium 

Plate 

Thermal conductivity 

(km)(W/m·k) 

Density (ρm) 

(kg/m3) 

Specific heat (𝐶𝑝𝑚) 

(J/kg·K) 

Thickness (tp) 

(mm) 

number of 

plates 

220 2730 904 0.7 26 

Air 

properties 

Thermal conductivity 

(kg) (W/m·k)  

Density (𝜌𝑔)  
(kg/m3) 

Specific heat 

(Cpg)(J/kg·K) 
- - 

0.024 1.23 1005 - - 
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Figure 2.3. (a) A picture of the small-scale FBR, and (b) the proposed geometrical configuration 

for numerical modeling. 
 

 

A representative parallel plate channel can be selected to perform numerical modeling. 

However, the side channels' boundary conditions (channels at both sides) are different from those 

in the middle. As shown in Fig. 2.3(a), the middle channels share their thickness (tp) with the 

neighboring channels, while the side channels share only one plate thickness (tp) with the 

neighboring channels. Therefore, the middle and side channels should be treated differently. Figure 

2.3(b) illustrates the proposed channel configuration of the exchanger for numerical modeling 

purposes. As shown in Fig. 2.3(b), it is assumed that the exchanger comprises 'n' middle channels 

with a thickness of 0.5tp and two channels with a thickness of 0.75tp. The weighted average outlet 
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temperature of the middle and side channels is considered to be the outlet temperature of airstreams 

at the outlet of FBR. 

2.4.1.2 Assumptions  

The assumptions used in the model of the FBR are listed below: 

i. The heat transfer process is modeled using the bulk air temperature; hence the numerical 

modeling of FBR is simplified to one-dimensional for the airflow. 

ii. The temperature gradient across the thickness and the width of the matrix are considered 

to be negligible [34] (Bi<0.1), and the matrix temperature is assumed to vary only in the 

longitudinal direction. 

iii. The velocity and temperature profiles of airstreams develop simultaneously inside the 

channel [34] (Pr=0.7). 

iv. The thermophysical properties of the air and matrix are constant. 

v. Frosting and condensation do not happen in the exchanger. 

vi. The switching between hot and cold airflows happens instantaneously.  

vii. The impacts of flow maldistribution inside the channels are neglected and representative 

channel is used for the modeling.   

Condensation and frosting are practical problems that might limit the application of FBRs in 

HVAC applications. Often energy exchangers are selected and operated to avoid any uncontrolled 

condensation or frosting within FBRs and thus this model does not consider frosting and 

condensation. Nizovtsev et al. [15] studied the impact of condensation on regenerative heat 

exchangers. 
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2.4.1.3 Governing equations 

A schematic diagram of the representative channel and the heat transfer process between 

the hot and cold airstreams and the matrix are presented in Fig.2.4. The flow configuration is 

counterflow, and the one-dimensional governing energy equations for the airstream (subscript 'g') 

and matrix (subscript 'm'), considering the above-mentioned simplifying assumptions, are 

presented in Eqns. (2.1) and (2.2) [35,36]: 

ρgCpgAg

∂Tg

∂t
+ VρgCpgAg

∂Tg

∂x
+ h

As

L
(Tg − Tm) =

∂

∂x
(kgAg

∂Tg

∂x
) 

 (2.1) 

ρmCPm
Am

∂Tm

∂t
− h

As

L
(Tg − Tm) −

∂

∂x
(kmAm

∂T m

∂x
) = 0 

 (2.2) 

where T, x, 𝜌, 𝐶𝑝, 𝑘, V, h, L, and t are temperature, axial coordinate, density, specific heat capacity, 

thermal conductivity, mean airflow velocity, convective heat transfer coefficient, length of channel 

and time respectively. Other symbols, as used in the above equations (2.1 &2.2), are the cross-

sectional area of the channel (Ag), matrix (𝐴m), and heat transfer surface area (𝐴s). 

 

Figure 2.4. A schematic showing the heat transfer process in the representative channel of FBR. 
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2.4.1.4 Boundary conditions 

The inlet conditions of hot and cold airstreams are presented in Eqns. (2.3) and (2.4).  

Tg(x = 0, mP ≤ t ≤ mP + Ph) = Th,i              𝑚 = 0,1,2, … 2.3) 

Tg(x = L, mP + Ph ≤ t ≤ (m + 1)P) = Tc,i  𝑚 = 0,1,2, … (2.4) 

where 𝑇ℎ,𝑖 and 𝑇𝑐,𝑖 are the inlet temperature of the hot and cold airstreams, respectively. 𝑃  is the 

total cycle time, 𝑃ℎ is the hot period,𝑃𝑐 is the cold period and m is an integer to count the cycles of 

operations. 

The ends of the matrix are assumed to be adiabatic [35,36]: 

∂Tm

∂x
|

x=0
=

∂Tm

∂x
|

x=L
= 0 (2.5) 

2.4.1.5 Convective heat transfer coefficient 

For laminar flow inside a channel with Reynolds number between 100-1000, the 

hydrodynamic and thermal entry region is about 5-30% of the total length of the channel [37]. The 

airflow in the FBR is laminar and within this range of Reynolds number; thus, the convective heat 

transfer coefficient for the simultaneous (thermal and hydrodynamic) developing flow is used for 

the modeling [38].  

2.4.1.6 Performance criteria 

The performance of an FBR is quantified using the sensible effectiveness, which is defined 

as the ratio of the actual heat transfer rate to the maximum possible heat transfer rate [21,22], and 

is mathematically represented as follows: 
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ε =
(ṁ𝐶𝑝)ℎ (T̅h,o − Th,i) 𝑜𝑟(ṁ𝐶𝑝)𝑐(T̅c,o − Tc,i) 

min((ṁ𝐶𝑝)ℎ, (ṁ𝐶𝑝)𝑐)  (Th,i − Tc,i)
 (2.6) 

where Th,i, Tc,i are the inlet temperature of the hot and cold airflows respectively, while 

(ṁ𝐶𝑝)ℎ and (ṁ𝐶𝑝)𝑐are the hot and cold stream heat capacity rates, respectively. As noted 

previously, the temperature of the air leaving an FBR varies with time, and T̅h,o, T̅c,o are the 

time-averaged outlet temperatures of hot and cold airstreams, respectively, and are 

mathematically represented by Eqns. (2.7) and (2.8).  

T̅h,o =
1

𝑃ℎ
∫ 𝑇ℎ,𝑜𝑑𝑡

𝑃ℎ

0

  (2.7) 

 T̅c,o =
1

𝑃𝑐
∫ 𝑇𝑐,𝑜𝑑𝑡  

𝑃𝑐

0

 (2.8) 

 Temperature sensor model 

2.4.2.1 Physical model and assumptions 

The temperature sensors at the outlet of FBRs are immersed in the airstreams, whose 

temperature varies with time within each period. It is assumed that the resistance to the heat 

conduction of the temperature sensor is much smaller than the resistance to convection across the 

airstream. This is a reasonable assumption as the temperature sensors are usually made small. 

Thus,  the temperature of the sensor is uniform at any time, and the lumped capacitance method is 

applicable and valid [34]. Another assumption is that sensors thermal properties are constant, and 

the heat transfer through radiation with the surrounding environment is insignificant.  
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2.4.2.2 Governing equation 

With the assumption of the validity of the lumped capacitance method [34], the energy 

equation for temperature sensors is given in Eqn. (2.9).  

(Tg − Ts) =
ρtsVtsCpts

hAts

dTs

dt
= τs

dTs

dt
 (2.9) 

where ρts, Vts, Cpts, Ats are the density, volume, specific heat capacity, and surface area of the 

temperature sensor, respectively. ℎ is the convective heat transfer coefficient, and Ts is the 

temperature of the sensor (sensor measurement), while Tg is the air temperature.  Also, τs (=

ρtsVtsCpts

hAts
) is the time constant of the sensor, which is defined as the time it takes to reach 63.2% 

of the total difference between the initial and final temperature [34]. 

2.4.2.3 Sensor initial condition 

Before exposure to the airflow at the outlet of the exchanger (FBR), the initial sensor 

temperature is presented in Eqn. (2.10). 

Ts,0 = Tinitial (2.10) 

 Combined FBR and sensor model 

The FBR model predicts the actual temperature of the air at the outlet of FBR. With the 

temperature (Tg) from the FBR model, the sensor temperature measurement is obtained using the 

sensor model in Eqn. (2.9). The combined FBR and sensor model take the actual temperature from 

the FBR model and use this to obtain the sensor measurements from Eqn. (2.9). The time constants 

for the sensors can be obtained experimentally or from the manufacturer's datasheet.  
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 Numerical solution for the FBR model  

The transient transport equations for the conservation of energy in the airflow and matrix 

(Eqns. (2.1) and (2.2)) are discretized using the finite volume method [39]. The upwind 

differencing and the central differencing schemes are used to approximate the convection term for 

the airflow and the diffusion term in the matrix. The resulting algebraic equations for the airflow 

are solved using the Gauss-Seidel iteration technique, while the Tridiagonal Matrix Algorithm is 

used to solve the energy equation in the matrix.  

The numerical solution starts with initial values for the air and matrix temperatures. 

Although the quasi-steady-state condition is used for the performance calculation of FBR, the 

current numerical solution is time accurate, and time is incremented whenever the following 

convergence criterion (Eqn. (2.11)) is satisfied for the dependent variables; i.e., the air and matrix 

temperatures: 

∑ (T(i)j+1 − T(i)j)
Ns
i=1

Ns × (Th,i − Tc,i)
≤ 10−5 (2.11) 

where T is the temperature (air and matrix), 𝑁𝑠 is the numbers of spatial nodes, a0nd i, j are 

integers. The convergence criterion is selected to be 10−5 as decreasing this value to 10−6 has a 

negligible effect (less than 0.05%) on the predicted effectiveness. 

The outlet temperature of airstreams in FBRs varies with time, but exchanger reaches a 

quasi-steady-state condition. At this condition, the outlet temperature of FBR varies with time but 

repeats itself in a cyclic version [11]. The onset operating condition of a quasi-steady state is 

identified using Eqns. (2.12) and (2.13) [40]. 

|
ṁh(Th,i − Th,o) − ṁc(Tc,o − Tc,i)

min(ṁh, ṁc) (Th,i − Tc,i)
| ≤ 10−2 (2.12) 
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|
∂ϵ

∂t
| ≈ |

ϵk − ϵk−1

P
| ≤ 10−4 (2.13) 

where 𝜖 is the effectiveness of FBR, and �̇�ℎ, �̇�𝑐 are the hot and cold mass flowrates respectively. 

𝜖𝑘 and 𝜖𝑘−1 are the effectiveness at the current and previous cycles, respectively. Decreasing the 

quasi-steady-state conditions criteria (10-2 and 10-4) in Eqns. (2.13) and (2.13) by a factor of 10 

has an insignificant effect (less than 0.1%) on the predicted quasi-steady-state effectiveness, 

whereas increasing the solution time by approximately a factor of two. A Matlab code has been 

developed to solve the algebraic equations. A flowchart presented in Fig. 2.5 shows the numerical 

procedure to solve the FBR and sensor model's governing equations.  

The numerical solution is carried out within a uniform spatial grid with a constant time 

step. The grid independence test is performed to determine the grid size and time step for the 

numerical solution. It is observed that decreasing the spatial grid size to less than 0.0007 m and 

time step less than 0.01 s have a negligible effect (<0.1%) on the predicted effectiveness. 

Therefore, a time step of 0.01 s and a spatial grid size of 0.0007 m are selected for the numerical 

study.  
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Figure 2.5. Numerical flowchart. 
 

 FBR model validation  

The effectiveness-Number of Transfer Units (ε-NTU) method is a commonly used 

approach for the design of heat exchangers. Effectiveness can be presented as a function of 

dimensionless groups and flow arrangements [19]. The dimensionless groups are extracted from 

the governing equations, and for sensible regenerators, effectiveness can be obtained from Eqn. 

(2.14) and its functional terms are listed in Eqns. (2.15)- (2.18). 

ϵ = ϕ(NTUo, 𝐶∗, 𝐶𝑟
∗, (ℎ𝐴𝑠)∗) (2.14) 

where: 
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NTU𝑜 =
1

(ṁCp)
g,min

[
1

(hAh)h
+

1

(hAc)c
]

−1

 (2.15) 

Cr∗ =
(MCp)

m

(ṁCp)
g,min

(Pc + Ph)
 (2.16) 

C∗ =
(ṁCp)

g,min

(ṁCp)
g,max

 (2.17) 

(hAs)∗ =
(hAs)h

(hAs)c
 (2.18) 

where NTUo, Cr*, C*, and (hAs)
* are the overall number of transfer units, overall matrix heat 

capacity ratio, the ratio of minimum to maximum heat capacity rate of the airstreams, and 

convective conductance ratio, respectively. For the range of 0.25 ≤ (ℎ𝐴𝑠)∗ ≤ 4, the effect of 

convective conductance ratio, (ℎ𝐴𝑠)∗on effectiveness is negligible [19].  

 Axial heat conduction in the matrix is significant in FBRs compared to rotary exchangers 

because of the higher thickness of plates, and it also decreases the effectiveness of regenerators 

[41,42]. Bahnke and Howard [41] proposed a dimensionless group ( 𝜆) (Eqn. (2.19)) to quantify 

the effect of axial conduction within the matrix:  

𝜆 =
𝑘𝑚𝐴𝑚,𝑡

𝐿 𝐶𝑚𝑖𝑛 
  (2.19) 

where 𝑘𝑚 𝑖𝑠 the thermal conductivity and 𝐿 is the length of the exchanger, 𝐴𝑚,𝑡 (= 𝐴𝑚,ℎ + 𝐴𝑚,𝑐) 

is the total area for longitudinal conduction and 𝐶𝑚𝑖𝑛 is the minimum heat capacity rate of the 

airflows. 𝐴𝑚,ℎ and 𝐴𝑚,𝑐 are the matrix hot and cold side cross-sectional area, respectively.  

 Empirical correlations have been proposed for regenerators' sensible effectiveness as a function 

of dimensionless parameters [19,43]. Such correlations for different flow conditions are listed in 

sections 2.4.5.1 and 2.4.5.2.  
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2.4.5.1 Balanced flow condition  

For the balanced flow regenerators (𝐶∗ = 1), effectiveness is obtained from Eqn. (2.20) 

[19]: 

𝜖 =
𝑁𝑇𝑈𝑜

1 + 𝑁𝑇𝑈𝑜
 [1 −

1

9(𝐶𝑟𝑜
∗)1.93

] [1 −
𝐶𝜆

2 − 𝐶∗
] (2.20) 

where: 

𝐶𝜆 =
1

1 +
𝑁𝑇𝑈𝑜(1 + 𝜆Φ)

1 + 𝜆𝑁𝑇𝑈𝑜

−
1

1 + 𝑁𝑇𝑈𝑜
   

(2.21) 

Φ = (
𝜆𝑁𝑇𝑈𝑜

1 + 𝜆𝑁𝑇𝑈𝑜
) tanh (

𝑁𝑇𝑈𝑜

(𝜆𝑁𝑇𝑈𝑜 1 + 𝜆𝑁𝑇𝑈𝑜 ⁄ )0.5
) (2.22) 

Eqn. (2.20) is accurate within 1% for the range of 1 ≤ 𝑁𝑇𝑈𝑜 ≤ 20, 2 ≤ 𝐶𝑟𝑜
∗ ≤ ∞,  0.5 ≤ (hA)∗ ≤

1 and 0 ≤ λ ≤ 0.08.  

2.4.5.2 Unbalanced flow condition  

It is essential to evaluate the effect of unbalanced flow conditions on the predicted 

effectiveness since it frequently occurs in HVAC applications [40]. Therefore, the present study 

also entails the validation of the FBR model under unbalanced flow conditions. The effectiveness 

of such flow conditions can be obtained from Eqn. (2.23) as listed in the literature [19]. 

ϵ =
1 − exp{ϵr,λ≠0(C∗2 − 1) [2C∗(1 − ϵr,λ≠0)]⁄ }

1 − C∗ exp{ϵr,λ≠0(C∗2 − 1) [2C∗(1 − ϵr,λ≠0)]⁄ }
 (2.23) 

where: 

ϵr,λ=0 =
NTUo,m

1 + NTUo,m
 [1 −

1

9(Cro,m
∗ )

1.93] (2.24) 
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ϵr,λ≠0 = Cλϵr,λ=0 (2.25) 

NTUo,m =
2NTU0. C∗

1 + C∗
    (2.26) 

Crm
∗ =

2Cr∗. C∗

1 + C∗
 (2.27) 

In Eqn. (2.25), 𝐶𝜆 is obtained from Eqn. (2.21) using the values of  𝑁𝑇𝑈𝑜,𝑚 and 𝐶𝑟𝑚
∗  

computed from equations (2.26) & (2.27), respectively. The accuracy of Eqn. (2.23) is the same 

as Eqn. (2.20) presented in the previous subsection for the balance flow condition. 

2.4.5.3 Validation of FBR model 

Eqns. (2.20) and (2.23) are valid when 0 ≤ λ ≤ 0.08, therefore the results of this present 

numerical (FBR model) model for FBRs are validated with the numerical results of Bahnke and 

Howard [41] whenever the operating condition is outside this range. Bahnke and Howard [41] 

results are valid for the range of dimensionless parameters:1 ≤ 𝑁𝑇𝑈𝑜 ≤ 100, 0.9 ≤ 𝐶∗ ≤ 1, 1 ≤

𝐶𝑟
∗ ≤ ∞, 0.01 ≤ 𝜆 ≤ 0.32, 𝑎𝑛𝑑 0.25 ≤ (ℎ𝐴)∗ ≤ 1.  

The maximum effectiveness difference between the current FBR model results and results 

obtained from Eqns. (2.20) and (2.23) over the range of 1 ≤ 𝑁𝑇𝑈𝑜 ≤ 20, 2 ≤ 𝐶𝑟∗ ≤ 10, 

0.5 ≤ (hA)∗ ≤ 1 and 0 ≤ λ ≤ 0.08 are found to be less than 1%. Furthermore, for higher values 

of conduction parameters (0.08 ≤ λ ≤ 0.32), the predicted effectiveness from the FBR model is 

in agreement with the numerical results of Bahnke and Howard [41] with a maximum difference 

of 0.5%. Figure 2.6 presents an example of comparisons between the current FBR model and the 

relevant literature [19,41] results for balanced/unbalanced flow FBRs. 
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 Validation of the combined FRB and sensor model  

The combined FBR and sensor model results are validated with the results from a small-

scale test facility, as the experimental data includes both FBR and the sensor effects. The combined 

model validation includes validation of (1) transient temperature profile before reaching the quasi-

steady state, (2) transient during the quasi-steady state, and (3) sensible effectiveness with 

experimental results from the small-scale test facility.  

 

(a). 𝝀 = 𝟎. 𝟎𝟒, 𝑪∗ = 𝟏 (b). 𝝀 = 𝟎. 𝟐𝟒, 𝑪∗ = 𝟏 
  

  

(c). 𝝀 = 𝟎. 𝟎𝟒, 𝑪∗ = 𝟎. 𝟗 (d). 𝝀 = 𝟎. 𝟐𝟒, 𝑪∗ = 𝟎. 𝟗 

  
  

Figure 2.6. Comparison of results of the FBR model and the literature [19,41] for balanced and 

unbalanced flow conditions λ=0.04 and 0.24. 
 

30

50

70

90

0 5 10

ε
(%

)

Cr*

NTU=5

NTU=2

NTU=1

NTU=10

30

45

60

75

0 5 10

ε
(%

)

Cr*

NTU=5

NTU=2

NTU=1

NTU=10

30

50

70

90

0 5 10

ε
(%

)

Cr*

NTU=2

NTU=1

NTU=10

30

45

60

75

0 5 10

ε(
%

)

Cr*

NTU=2

NTU=1

NTU=10

FBR model Literature FBR model Literature 

FBR model Literature FBR model Literature 



38 

 

2.4.6.1 Small-scale experimental facility  

A small-scale test facility is developed to determine the effectiveness of FBRs. The test 

facility consists of supply airlines (hot and cold airstreams) and a test section. The supply airlines 

provide continuous conditioned air to the test section. A schematic of the test section is shown in 

Fig. 2.7. The thick insulation inside the test section substantially reduces the heat transfer between 

the exchanger and its surroundings. A pneumatic-powered linear actuator unit is used to slide the 

exchanger cyclically between the hot and cold airstreams within the test section. The exchanger in 

the test section is alternatively exposed to the hot and cold airstreams to simulate the alternate 

heating and cooling processes of FBRs. The exchanger movement time between airflow is small, 

and it takes 0.3 s to slide the exchanger between the airstreams. Temperature is measured using T-

type (0.08 mm wire diameter) thermocouples. The uncertainty in temperature measurements is 

±0.2°C, and constant temperature at the exchanger inlet is maintained with a maximum 

temperature deviation of ±0.3°C. A detailed description of the facility development, measurement 

procedures, and uncertainty analysis can be found in the previous work of the authors of this 

chapter [20]. 

Airflow mixers are located upstream of measurement sensors to mix the outlet flow. To 

measure the air temperature at the outlet of the exchanger, a set of temperature sensors 

(thermocouples) are attached to the exchangers (called exchanger sensors), and another set is fixed 

to the airflow ducts (called duct sensors), as shown in Fig. 2.7. The duct sensors do not move with 

the exchanger, while the exchanger sensors are moved between airstreams along with the 

exchanger. The initial temperatures of the duct and exchanger sensors are different because of their 

exposure to different airstreams during the previous period. For the hot and cold periods, the initial 

temperatures of the duct and exchanger sensors are as follows. 
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For the duct sensors: 

Tinitial = Th,i      for hot period (2.28) 

Tinitial = Tc,i    for cold period (2.29) 

For the exchanger sensors: 

Tinitial = Tc,i        for hot period  (2.30) 

Tinitial = Th,i          for cold period (2.31) 

 

Exchanger sensorsDuct sensors

Cold inlet =Tc,i

Hot  inlet =Th,i

Cold outlet 

Hot outlet 

Hot flow duct

Cold flow duct

 
Figure 2.7. A schematic of the test section and thermocouples to measure the air 

temperature. 
 
 

Table 2.2 provides the operating conditions of the experiments used for the validation of 

the combined FRB and sensor model. The time constant of the thermocouples used in the test 

facility is obtained experimentally.  

Table 2.2. Operating conditions and sensor time constant for the validation of results. 

Flow rate Inlet temperature (°C) Face velocity 

(m/s) 

Cycle time 

(s) 
Re NTUo Cr* 

Sensor time 

constant (s) (L/s) (kg/s) Hot side Cold side 

7.6 0.00926 40.0 24.0 2.0 20-240 520 2.4 0.8-10 1.5 
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2.4.6.2 Transient temperature before quasi-steady-state condition 

The FBR outlet temperature measurements from the exchanger sensors, and the combined 

FBR and sensor model, are presented in Fig. 2.8. Before the start of the experiment, the exchanger 

matrix is at the cold flow temperature (𝑇𝑐,𝑖). At time zero, the exchanger is moved to the hot flow 

duct, and hot air flows through the exchanger and heats the exchanger matrix (for 60 s). The 

exchanger is then moved to the cold flow duct and the stored heat is transferred to the cold flow 

(for 60 s). This alternate movement of the exchanger between the airflows is continued until the 

exchanger's outlet temperature reaches the quasi-steady-state condition. Figure 2.8 shows that the 

combined FBR and sensor model prediction for temperatures are in good agreement with the 

experimental measurements during the entire transient process before reaching the quasi-steady 

state condition. It is important to note that the exchanger sensor's initial conditions at the beginning 

of hot and cold periods are the cold inlet flow and hot inlet flow temperatures, respectively, as 

presented in Eqns. (2.30) and (2.31). Also, the combined FBR and sensor model and the 

experimental results agree well at the beginning of hot and cold periods, where the sensor effect 

appears to be significant.  



41 

 

 
Figure 2.8. Transient outlet temperature profile of FBR, a comparison between combined FBR 

and sensor model and experimental results from exchanger sensors (NTUo=2.4, face 

velocity=2.0 m/s, sensor time constant=1.5 s). 

2.4.6.3 Quasi-steady-state temperature validation 

A comparison between the experimental and numerical results (both the FBR model and 

the combined FBR and sensor model) for temperature profile at the quasi-steady-state condition is 

presented in this section. Figure 2.9 shows the temperature profiles from experiment with the duct 

sensors, FBR model, and combined FBR and sensor model, along with the inlet temperatures. A 

schematic of the FBR test facility is included in this figure to enhance the demonstration and 

understanding of the temperature profiles. The experimental and the FBR model temperatures are 

in good agreement, except at the beginning of the hot and cold periods, as shown in Fig. 2.9. The 

observed difference can be attributed to the transient response of the temperature sensors. The 

initial temperatures of the duct sensors in the hot/cold period are equal to the inlet hot/cold 

temperatures (Eqns. (2.28) and (2.29)). It takes some time for the duct sensors to respond to the 

change in temperature during hot and cold periods. The combined FBR and sensor model captures 

this initial transient behavior, and the combined model results are in good agreement with the 

experimental measurement for the entire hot and cold periods.  
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Figure 2.9. Quasi-steady-state temperature profile from the experiment with duct sensors, FBR 

model, and combined FBR and sensor model as well as the inlet temperatures (NTU=2.4, face 

velocity=2.0 m/s, sensor time constant=1.5 s). 
 

 

Figure 2.10 presents the same temperature profiles as in Fig. 2.9; however, the 

experimental measurements are shown for the exchanger sensors. Again, the temperature profile 

from the experiment and the numerical model of the FBR model are in good agreement except at 

the beginning of the hot and cold periods due to the transient response of temperature sensors. For 

the hot period, the exchanger sensors' initial temperature is equal to the cold inlet temperature 

(Eqn. (2.30)). Similarly, the exchanger sensors are initially at the hot inlet temperature during the 

cold period (Eqn. (2.31)). With the combined FBR and sensor model, this initial transient behavior 

of sensors is included in the model, and the comparison between this combined model and 

experimental temperature profiles exhibits a good agreement, as seen in Fig. 2.10.  
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s  

Figure 2.10. Quasi-steady-state temperature profile from the experiment with exchanger sensors, 

FBR model, and combined FBR and sensor model as well as the inlet temperatures (NTU=2.4, 

face velocity=2.0 m/s, sensor time constant=1.5 s). 
 

 

Figure 2.11 shows the comparison of the quasi-steady-state temperature profile (from the 

FBR model), and the experimental results (from both the duct and exchanger sensors). The 

measurements from the duct and exchanger sensors are different at the beginning of hot/cold 

periods, but after about six seconds in each period, both duct and exchanger sensor temperature 

measurements become almost equal, as seen in Fig. 2.11. The sensor measurements after the initial 

transient region are also in good agreement with the FBR model. The good agreement between the 

FBR model and experimental measurements after this initial transient is further evidence of the 

significance of the sensor transient response to the temperature change in FBRs. 
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Figure 2.11. Quasi-steady-state temperature profile from the experiment with duct and 

exchanger sensors, FBR model, as well as the inlet temperatures (NTUo=2.4, face 

velocity=2.0 m/s, sensor time constant=1.5 s). 
 

 

Except at the beginning of each period, the air temperature varies linearly through the rest 

of the periods. Krishnan et al. [20,44] utilized this linear behavior to modify the temperature profile 

at the beginning of periods. The modification involves using a linear "backfit" method to modify 

the temperature profile to consider the initial trainset region resulting from temperature sensors' 

transient response. 

 SENSIBLE EFFECTIVENESS 

The experimental results obtained in this study are modified according to the linear backfit 

method presented by Krishnan et al. [20], and the adjusted experimental effectiveness values are 

compared with the current FBR model results, and graphical representation is provided in Fig. 

2.12. The numerical results agree with the modified experimental data within the range of 

experimental uncertainty.  
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Figure 2.12. FBR effectiveness from the experiment and the FBR model (NTUo=2.4, face 

velocity=2.0 m/s, sensor time constant=1.5 s). 
 

 Effect of non-instantaneous movement of exchanger between ducts on the predicted 

effectiveness 

The FBR model development assumes that the exchanger movement between the two 

airflow ducts happens instantaneously. It takes time (around 0.3 s) for the exchanger to move 

between the airflows in an actual situation. To estimate the error due to this non-instantaneous 

movement of the exchanger between airflow ducts, the inlet velocity is assumed to change 

gradually (exponentially) during the exchanger movement. This velocity profile (corresponding to 

the non-instantaneous movement of the exchanger (VNS)), along with the assumed constant 

velocity profile (V) (corresponding to the rapid movement of exchanger between airflow ducts in 

the numerical modeling), are presented in Fig. 2.13.  
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Figure 2.13. Velocity profiles corresponding to the instantaneous and non-instantaneous 

movement of exchanger between the airflow ducts. 

 

Figure 2.14 shows the changes in effectiveness that occur when the switching between 

airstreams is not instantaneous for the range of Cr* between 0.8 and 9 (Ph=Pc=10-90 s). The results 

(Fig. 2.14) show that including the exchanger movement with a switching time of 1 second in the 

model increases the effectiveness by less than 0.4%, and with 0.3 seconds switching time, the 

maximum effectiveness change is less than 0.3%. Thus, the assumption of instantaneous 

movement of exchanger between the ducts is valid and does not have any significant effects on the 

predicted results from the FBR model.  
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Figure 2.14. Changes in effectiveness when exchanger movement time is included in the 

model (Δε=εmovement –εinstantaneous movement). 
 

 APPLICATIONS OF THE COMBINED FBR AND SENSOR MODEL  

The developed model (combined FBR and sensor) is applied to evaluate the temperature 

profile and effectiveness of FBRs under the operating conditions suitable for HVAC applications. 

The performance under the operating conditions of balanced/unbalanced flow rate and 

equal/unequal hot and cold period are compared. The FBR model's temperature is the actual air 

temperature; thus, the difference between the FBR model's effectiveness and the combined FBR 

and sensor models is called "effectiveness error", and mathematically represented by Eqn. (2.32). 

𝛥𝜖 = 𝜖(𝐹𝐵𝑅 𝑚𝑜𝑑𝑒𝑙) − 𝜖(𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 𝐹𝐵𝑅 𝑎𝑛𝑑 𝑠𝑒𝑛𝑠𝑜𝑟 𝑚𝑜𝑑𝑒𝑙) (2.32) 

Effectiveness error is the error due to the transient response of sensors. These errors are obtained 

for both the duct and exchanger sensors over the range of cycle time of 20-240 seconds and at the 

operating conditions presented in Table 2.2.  

 Quasi-steady-state temperature and effectiveness of a balanced FBR 

Figure 2.15 represents the temperature profiles from the FBR model and the combined 

FBR and sensor models (with duct sensors) at two different cycle times (15 and 120 seconds) 

under a balanced flow rate condition for an FBR. The effect of the sensor response to the transient 
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temperature of FBR for the shorter cycle duration is noticeably significant than the extended cycle 

time. As shown in Fig. 2.15 with dotted circles, the sensor temperature measurements at deviated 

from the actual temperature profile for almost 70% of the hot/cold period for the FBR with cycle 

time of 15 seconds, while this deviation is only 10% for the FBR operating with 120 s cycle time. 

 

Figure 2.15. Comparison of temperature profiles from the FBR and combined FBR and sensor 

model (time constant=1.5 s) at P=120 and15 s (NTU=2.4, face velocity=2.0 m/s, time 

constant=1.5. s). 

 

Figure 2.16 presents the effectiveness error due to sensors' response with a time constant 

of 1.5 s for both duct and exchanger sensors at different cycle times using Eqn. (2.32). The 

effectiveness error decreases for both sensors' locations (duct and exchanger) when cycle time 

increases. While sensors located at the duct underestimate the effectiveness, exchanger sensors 

overestimate the measured effectiveness values. Although the effectiveness error is small (less 

than 1%) at 240 seconds, these errors are significant for 15 seconds cycle. The effectiveness errors 

(Fig. 2.16) are approximately 12% and 8% for the duct and exchanger sensors at cycle time 15 s, 

respectively.  
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Figure 2.16. Effectiveness error (Δε) for the duct and exchanger sensors for a balanced flow rate 

(NTU=2.4, face velocity=2.0 m/s) at different cycle times (time constant=1.5 s). 
 

 Unbalanced flow rate  

Figure 2.17 represents the temperature profile for an unbalanced flow (𝐶∗ =

Ccold Chot⁄ =0.9), and the temperature profile from the combined FBR and sensor model for the 

duct sensor with a time constant of 1.5 s. The balanced flow rate profile is also included for ease 

of comparison. The average temperatures of the unbalanced exchanger are higher in the hot and 

cold periods compared to those of the balanced FBR. 

Figure 2.18 shows the comparison of the effectiveness error for balanced and unbalanced 

FBRs at different cycle durations. Compared to the balanced FBR, the effect of sensor response is 

slightly larger in the unbalanced FBR. In the unbalanced flow condition, the exchanger sensor is 

more sensitive when compared to the duct sensors.   
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Figure 2.17. Comparison of temperature profiles from the FBR and combined FBR and sensor 

model for balanced and unbalanced flow exchanger at 120 s cycle duration (face velocity=2.0 

m/s, time constant=1.5 s). 

 

Figure 2.18. Effectiveness error (Δε) of balanced and unbalanced FBR from the duct and 

exchanger sensors at different cycle times (face velocity=2.0 m/s, time constant=1.5 s). 
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 Hot and cold periods (with balanced flow rate)  

The duration of hot and cold periods (Ph and Pc) could be unequal in the HVAC applications 

[16]. The temperature profile from the FBR model and the combined FBR and sensor model (for 

a duct sensor with a time constant of 1.5 seconds) are presented in Fig. 2.19, for equal (𝑃ℎ = 𝑃𝑐 =

0.5 𝑃) and unequal (𝑃ℎ = 0.25 𝑃 , 𝑃𝑐 = 0.75 𝑃) hot/cold periods. The flow rate is maintained 

balanced in this section. The cycle time is 120 seconds, and all other parameters are kept constant. 

The average period temperature for the unequal periods is lower than that of the equal periods.  

 

Figure 2.19. Air temperature profile from the FBR model and the combined FBR and sensor 

model for the equal and unequal hot and cold period duration at 120s cycle duration (NTU=2.4, 

face velocity=2.0 m/s, and time constant =1.5 s). 
 

Figure 2.20 shows the comparison of the effectiveness errors for equal and unequal periods 

at different cycle durations. Compared to the equal period, the magnitude of effectiveness error 

(due to the transient response of sensors to temperature change) increases for the exchanger sensor, 

while it decreases for the duct sensor during an unequal period. At the operating conditions 

considered in this study, the exchanger sensors overestimate the effectiveness for the equal and 
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unequal period by a maximum of about 8% and 16% (at a cycle time of 15 seconds), respectively. 

On the other hand, the duct sensor's corresponding maximum effectiveness errors are 12% and 

10.5% for equal and unequal periods, respectively.   

 

Figure 2.20. Comparison of effectiveness error (Δε) of equal and unequal hot and cold period for 

the duct and exchanger sensors at the different cycle times ((NTU=2.4, face velocity=2.0 m/s, 

and time constant=1.5 s).  
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 SUMMARY AND CONCLUSIONS 

This chapter addressed the first objective of this PhD thesis, which is to develop and 

validate a transient numerical model for sensible FBRs. A 1-D numerical model to evaluate the 

performance of FBRs and to capture the transient response characteristics of FBRs and sensors at 

different operating conditions in HVAC application was presented and validated. The model 

consists of an exchanger (FBR) model and a sensor model. The exchanger (FBR) model was 

validated against available correlations and data in literature over a wide range of design 

parameters (NTUo and Cr* and longitudinal conduction parameter (λ)). In addition, since 

experimental measurements include sensor transient response, the experimental data from a small-

scale test facility were used to validate the combined FBR and sensor model for both the initial 

transient and the quasi-steady-state operation of FBRs. The numerical model can predict the 

effectiveness error due to the slow response of the sensor. It was found that the location of 

temperature sensors (i.e., stationary (duct sensors) or attached to the moving exchanger (exchanger 

sensors)) influences the temperature profile and can cause error in the predicted effectiveness.  

The temperature profile and effectiveness errors were obtained for several operating 

conditions of FBRs for HVAC applications as an application of the presented model. The operating 

conditions include a balanced/unbalanced flowrate and equal/unequal hot and cold periods. For 

the balanced flow conditions, the maximum effectiveness error is around 10% for sensors with a 

time constant of 1.5 s and a cycle time of 15 s. The effectiveness error increases (maximum 15%) 

for unbalanced flow compared to balanced flow FBRs. For the unequal hot and cold periods 

(balanced flow rate), the effectiveness errors from the duct sensor are close to the equal periods 

(maximum of 11%). In contrast, the exchanger sensors (with a time constant 1.5 s) overestimate 
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the effectiveness by a maximum of 16% for unbalance period compared to 8% (at a cycle time of 

15 s) for an equal hot/cold period.  

In the next chapter, the model (developed in this chapter) will be used to quantify 

effectiveness errors over a wide range of design conditions and for different FBR configurations. 

Furthermore, temperature measurement requirements in testing standards will be studied and 

recommendation will be provided for accurate performance evaluation.   
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CHAPTER 3 

 TRANSIENT SENSOR ERRORS AND THEIR IMPACT ON TESTING 

STANDARDS FOR SENSIBLE FIXED-BED REGENERATOR (FBR)  

 OVERVIEW 

This chapter uses the validated transient numerical model for sensible FBRs in the previous 

chapter to quantify the effectiveness errors that result due to the transient response characteristics 

of sensors over a wide range of design parameters and for different FBR configurations. In this 

chapter the second objective of the current PhD thesis, “To quantify sensor errors over a wide 

range of design and operating conditions of sensible FBRs and make recommendations for testing 

standards”, is addressed and documented. Practical recommendations for the selection of sensors 

for the measurement of the temperature of the outlet airstreams are provided for different 

configurations of FBRs (single-core and double-core FBRs) in HVAC applications. Furthermore, 

the current chapter examines the temperature measurement requirements in the current North 

American testing standards (ASHRAE 84 and CSA C439-18 standards) for AAEEs. 

This chapter was published as a research paper in Science and Technology for the Built 

Environment in November 2020 (Click here). To avoid repetition, the governing equations section 

of the paper was removed, and proper reference is provided to the previous chapter. The author of 

this thesis (Hadi Ramin) developed the numerical model, performed the simulations, and prepared 

the original draft of the paper. Mr. Krishnan (PhD student) conducted the experiments for 

validation and wrote the experimental section; Dr. Annadurai (Postdoctoral fellow), Dr. Alabi 

(Postdoctoral fellow) and Prof. Simonson (supervisor) contributed to this paper by critically 

reviewing the paper.  

https://www.tandfonline.com/doi/abs/10.1080/23744731.2020.1846428
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Transient sensor errors and their impact on fixed-bed regenerator (FBR) testing 

standards*** 

(Published in Science and Technology for the Built Environment, November 2020) 

Hadi Ramin, Easwaran N Krishnan, A. Gurubalan, Wahab O. Alabi and Carey J 

Simonson 

 ABSTRACT 

Fixed-bed regenerators (FBRs) are a favourable option for energy recovery in building 

HVAC systems due to their high sensible effectiveness. Unlike other types of energy recovery 

exchangers, the air temperature at the outlet of FBRs varies with time, which creates challenges 

when measuring the outlet temperature and effectiveness of FBRs since the actual outlet air 

temperature will include the transient response of the FBR and the temperature sensor. In this 

chapter, a validated numerical model of FBRs that takes into account the sensor response is used 

to quantify the temperature and effectiveness errors that result due to sensors response 

characteristics over a wide range of design parameters. The main contribution of this chapter is the 

practical recommendations for the temperature measurement for different configurations of FBRs 

developed for HVAC applications. The recommendations presented in this chapter could be 

implemented in future versions of the current standards (ASHRAE 84 and CSA C439-18 

standards) for performance testing of air-to-air energy exchangers. The recommendations depend 

on the shape of the air temperature profile at the outlet of FBRs which is either sawtooth or semi-

sawtooth profiles. It was found that effectiveness can be obtained accurately for FBRs with 

sawtooth profile regardless of the sensor time constant, while to obtain effectiveness with 5% 
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accuracy for FBR with semi-sawtooth profile, the sensor dimensionless time constant (sensor time 

constant over recovery period) should not exceed 0.07. 

 

***COPYRIGHT NOTE: This is an Author’s Original Manuscript of an article published 

by Taylor & Francis Group in Science and Technology for the Built Environment available 

online at https://doi.org/10.1080/23744731.2020.1846428. The version in this chapter has some 

content changes as noted in Section 3.1 and minor editorial changes. 

  

https://doi.org/10.1080/23744731.2020.1846428
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 INTRODUCTION 

The building sector is responsible for about 40% of the total global energy consumption 

and more than 30% of global CO2 emissions [45]. Heating, ventilating, and air conditioning 

(HVAC) systems consume a substantial part of the energy used in buildings. For instance, space 

cooling (70%) dominates the building energy consumption in the Middle East region [46,47], and 

space heating is the major contributor (60%) of Canada’s building energy consumption [48]. 

The energy required for ventilation air is critical due to increasing air-tightness and 

improving building envelopes [49]. Considering the energy consumption of HVAC systems and 

the importance of ventilation on the health and productivity of buildings’ occupants [6], recovering 

energy from the exhaust air becomes essential for energy efficiency in buildings. Thus, various 

types of air-to-air energy recovery exchangers have been incorporated into the HVAC systems to 

help with this recovery [24].  

Fixed-bed regenerators (FBRs) have recently been the subject of several studies for energy 

recovery in HVAC applications [11,20,32,50] because of their advantages of high ratio of heat 

transfer area to volume and high heat transfer effectiveness. In literature, FBRs are referred to as 

single-core regenerators, double-core regenerators [22], room-based ventilators [16,51], reversing-

flow regenerators [22], and exchanger with a periodic change in the flow direction [12,52,53].  

FBR is an energy exchanger with one or two stationary matrixes that store/reject heat as 

hot/cold air flows through the matrixes alternately, as shown in Fig. 3.1. This alternate heating and 

cooling processes in FBRs cause the outlet air temperature of FBRs to vary linearly with time 

[20,33]. Figure 3.1 presents the FBR’s inlet and outlet air temperatures during the hot (Ph) and 

cold (Pc) periods. After many cycles, the outlet temperature of an FBR reaches a quasi-steady-state 

condition where the outlet temperature profile will be the same for every cycle [11]. The variation 
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of the outlet air temperature (even at the quasi-steady-state condition) poses challenges for 

measuring the air temperature and, consequently, the effectiveness. This is due to the transient 

characteristics of the sensor, which causes the measured temperature to lag the actual temperature 

[20,21,50].  

 

Figure 3.1. A schemotic of inlet and outlet temperatures during alternate hot and cold periods of 

FBRs. 
 

In addition to the temperature variation during a period, the exposure of the temperature 

sensors to different temperature conditions in the previous period affects their temperature 

measurement in the subsequent period. For example, Fig. 3.1 shows that the sensor measures the 
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outlet temperature during the cold period (𝑇𝑐,𝑜) was previously exposed to the hot inlet air (𝑇ℎ,𝑖) 

during the previous hot period. Therefore, both the initial condition of the sensor and the slope of 

the temperature profiles are critical in obtaining the effect of sensor transient characteristics in the 

temperature measurement [33,54–56]. With a small-scale test facility, Krishnan et al. [20] and 

Ramin et al. [50] studied the effects of the location of temperature sensors on the performance 

evaluation of FBRs for HVAC applications. For a thermocouple with a time constant of 1.5 

seconds and a short recovery period (7.5 seconds), their results showed that a maximum of 15% 

error in effectiveness estimation occurs, which is due to the transient response of temperature 

sensors. However, further studies are required to provide more values to inform experiments and 

test standards. Ramin et al. [33] presented an analytical solution for the response of a sensor 

exposed to a semi-sawtooth profile. Though, this solution is complicated and requires the 

knowledge of slope and intercept of the outlet air temperature of FBR (from numerical solution); 

also, this solution needs to be expanded to cover different configurations of FBRs. 

ASHRAE standard 84 [21] and CSA C439-18 standard [22] have been recently updated to 

include FBR performance testing. Both standards require a sampling rate that leads to collecting 

at least 30 temperature samples per recovery period (the recovery period is assumed to be 60 

seconds). The temperature must be measured using instruments that have a response time shorter 

than the sampling rate. However, the temperature sensors’ requirements mentioned in these 

standards have not been studied and validated. It is also recommended in the ASHRAE standard 

84 and CSA C439-18 standard to continue the testing of FBRs for one hour before reaching the 

quasi-steady state condition. This recommendation has been previously studied and verified for a 

wide range of operation conditions [32]. Thus, the focus of this chapter is on the impacts of 
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temperature sensor transients’ characteristics on the quasi-steady-state temperature profile and 

effectiveness.  

Hence, the main objective of this chapter is to quantify the effect of sensor’s transient 

characteristics on temperature measurements over a wide range of sensors time constants and 

FBR’s design parameters (overall number of transfer units (Too), matrix heat capacity rate ratio 

(Cr*), and longitudinal conduction parameter (λ)) suitable for practical applications in HVAC 

systems. This chapter will also examine the temperature sensor requirements in ASHRAE standard 

84 [21] and CSA C439-18 standard [22]. 

 FBR CONFIGURATIONS AND THEIR OUTLET TEMPERATURE PROFILES 

FBRs can be broadly classified as single and double-core exchangers, and their outlet 

temperature profiles depend on the configuration, as summarized in Table 3.1. This table 

summarizes the different designs of FBRs reported in the literature [16,17], along with test 

standards [21,22]. The summer and winter temperature profiles at the outlet of exchangers are also 

presented on the supply and exhaust sides in Table 1. The temperature profiles are provided for 

two consecutive periods of exposure of the sensor to illustrate the initial temperature condition 

before each hot/cold period. For the single-core exchanger or room-based heat recovery exchanger 

(ventilator) [13], as shown in the first row of Table 3.1, the sensors at the outlet of the supply and 

exhaust side of the exchanger are exposed to a periodic positive/negative (depending on the season) 

semi-sawtooth temperature profile.  
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Table 3.1. Different configurations of FBRs and their corresponding winter (W) and summer (S) 

outlet temperature profiles at the supply side (SA) and exhaust side (EA).  

# 

 
Ref. FBR configuration 

Outlet temperature profile on the SA and EA 
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For the double-core exchangers, as presented in the CSA C439-18 standard [22] and 

ASHRAE standard 84 [21], sensors at the outlet of supply or exhaust airstreams are exposed to 

periodic positive/negative sawtooth temperature profiles, depending on the season. On the other 

hand, the double-core exchanger developed by Tipoff [17] experiences a periodic sawtooth and 

semi-sawtooth temperature profiles on the supply and exhaust side of the exchanger, respectively. 

Compare to the sawtooth profile, the semi-sawtooth profile has a flat part before a 

positive/negative ramp. 

Based on the shape of the temperature profile at the outlet of the exchanger, FBRs can be 

classified into three main types as follows. 

1. Single-core FBRs with a semi-sawtooth profile shape (configuration 1 in Table 3.1): The 

temperature sensors are exposed to positive/negative (depending on the season) semi-sawtooth 

temperature.  

2. Double-core FBRs with a sawtooth profile (configurations 2 and 3 in Table 3.1): The 

temperature sensors are periodically exposed to a positive/negative (depending on the season) 

sawtooth temperature profile. 

3. Double-core FBRs with combined sawtooth and semi-sawtooth temperature profiles 

(configuration 4 in Table 3.1): This is a combination of type 1 and 2 FBRs with respect to the 

temperature profile. 

Thus, it can be concluded that the temperature sensors are exposed to either a 

positive/negative sawtooth or semi-sawtooth profile depending on the configuration of FBRs and 

season. 
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 NUMERICAL MODEL AND EXPERIMENTAL TEST FACILITY  

Although there are correlations in the literature to calculate the effectiveness of thermal 

regenerators [19,25,43], there is no straightforward method to obtain the instantaneous temperature 

profile within the recovery and regeneration periods of FBRs at different design conditions. This 

instantaneous temperature profile during each period is essential to quantify the error due to the 

transient response of temperature sensors. In this chapter, a validated numerical model by Ramin 

et al. [50] is used to obtain that temperature profile and determine the sensor impact on temperature 

measurement. The airstreams will be referred to as hot and cold airstreams hereafter for ease of 

understanding and to avoid over mentioning the season. 

 Performance parameter  

The performance of an FBR is quantified using effectiveness, which is defined as the ratio 

of the actual to the maximum possible heat transfer rate [21,22], and mathematically represented 

by Eqns. (3.1) and (3.2) for the hot side and cold period, respectively: 

εh =
ṁh𝐶𝑝(T̅h,o − Th,i) 

min(Ch, 𝐶𝑐) (Th,i − Tc,i)
 (3.1) 

εc =
ṁc𝐶𝑝(T̅c,o − Tc,i) 

min(Ch, 𝐶𝑐) (Th,i − Tc,i)
 (3.2) 

where ṁh and ṁc are the mass flow rate of the hot and cold airstreams, respectively. The 

temperature of the air leaving FBR varies with time, hence T̅c,o and T̅h,o are the time-averaged cold 

and hot temperatures, respectively. These temperatures are obtained using Eqns. (3.3) and (3.4). 

T̅c,o =
1

Pc
∫ Tc,odt

Pc

0

,  (3.3) 

T̅h,o =
1

Ph
∫ Th,odt

Ph

0

 (3.4) 
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 Governing equations  

The governing equations, boundary conditions and numerical solution were presented in 

section 2.4.1. In this section, dimensionless equations are presented. 

The importance of using the dimensionless equations is that the dimensionless temperature 

will be independent of the selection of the hot and cold flow temperatures. Thus, errors due to the 

transient response of sensors will be quantified, regardless of the choice of the hot or cold 

temperatures, hence independent of the climate conditions. Utilizing the dimensionless variables 

from Table 3.2, the matrix and air energy equations for the hot flow and cold flow periods (Eqns. 

(2.1) and (2.2)) transform to Eqns. (3.5 and 3.6) and (3.7 & 3.8), respectively [19], subject to 

boundary conditions (BCs) and inlet conditions highlighted in Eqns. (3.9)-(3.11). 

∂Tm
∗

∂t∗
=

ntuh

Cr,h
∗ (Th

∗ − Tm
∗ ) +

λh

Cr,h
∗

∂2Tm
∗

∂X∗2  (3.5) 

∂Th
∗

∂X∗
= ntuh(Tw

∗ − Th
∗) (3.6) 

∂Tm
∗

∂t∗
=

ntuc

Cr,c
∗

(Tm
∗ − Tc

∗) +
λc

Cr,c
∗

∂2Tm
∗

∂X∗2  (3.7) 

∂Tc
∗

∂X∗
= ntuc(Tc

∗ − Tw
∗ ) (3.8) 

BCs and inlet conditions are: 

∂Tm
∗

∂X∗
|

X∗=0
=

∂Tm
∗

∂X∗
|

X∗=L
= 0 (3.9) 

Th
∗(X∗ = 0, 2m ≤ t∗ ≤ 2m + 1) = 1 (3.10) 

Tc
∗(X∗ = 1, 2m + 1 ≤ t∗ ≤ 2m + 2) = 1  (3.11) 

From the above equations, the dimensionless temperature will be a function of several 

dimensionless variables, as presented in Eqn. (3.12): 
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Table 3.2. Dimensionless variables and parameters for heat transfer in FBRs. 
D
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V
ar

ia
b
le

s 
Length time 

𝑋∗ =
𝑥

𝐿
 𝑡∗ =

𝑡

𝑃ℎ
 

Hot side temperature 
Cold side 

temperature 
Matrix temperature 

𝑇ℎ
∗ =

𝑇ℎ − 𝑇𝑐,𝑖

𝑇ℎ,𝑖 − 𝑇𝑐,𝑖
 𝑇𝑐

∗ =
𝑇𝑐 − 𝑇𝑐,𝑖

𝑇ℎ,𝑖 − 𝑇𝑐,𝑖
 𝑇𝑚

∗ =
𝑇𝑚 − 𝑇𝑐,𝑖

𝑇ℎ,𝑖 − 𝑇𝑐,𝑖
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er
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Hot side 

𝑛𝑡𝑢ℎ = (ℎ𝐴)ℎ/𝐶ℎ 
𝜆ℎ =

𝑘𝑚𝐴𝑚,ℎ

𝐿𝐶ℎ
 

𝐶𝑟,ℎ
∗ =

(𝑚𝐶𝑝)
𝑚

𝑃ℎ

𝐶ℎ
 

𝐶ℎ = (�̇�𝐶𝑝)
𝑔,ℎ

 

Cold side 

𝑛𝑡𝑢𝑐 = (ℎ𝐴)𝑐/𝐶𝑐 
𝜆𝑐 =

𝑘𝑚𝐴𝑚,𝑐

𝐿𝐶𝑐
 

𝐶𝑟,𝑐
∗ =

(𝑚𝐶𝑝)
𝑚

𝑃𝑐

𝐶𝑐
 

𝐶𝑐 = (�̇�𝐶𝑝)
𝑔,𝑐
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ss
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s 

𝐶𝑟
∗ =

𝐶𝑟

min(𝐶ℎ, 𝐶𝑐)
 𝐶∗ =

min(𝐶ℎ, 𝐶𝑐)

max(𝐶ℎ, 𝐶𝑐)
 𝑁𝑇𝑈𝑜 =

1

min(𝐶ℎ, 𝐶𝑐)
[

1

(ℎ𝐴)ℎ

+
1

(ℎ𝐴)𝑐
]

−1

 

𝜆 =
𝜆𝑐𝐶𝑐 + 𝜆ℎ𝐶ℎ

min(𝐶𝑐, 𝐶ℎ)
 (ℎ𝐴)∗ =

(ℎ𝐴)𝑜𝑛 𝑡ℎ𝑒 min(𝐶ℎ, 𝐶𝑐)  𝑠𝑖𝑑𝑒

(ℎ𝐴)𝑜𝑛 𝑡ℎ𝑒 max(𝐶ℎ, 𝐶𝑐)  𝑠𝑖𝑑𝑒
 

 

𝑇ℎ
∗ 𝑜𝑟 𝑇𝑐

∗ = 𝜙(𝑋∗, 𝑡∗, 𝑛𝑡𝑢ℎ , 𝑛𝑡𝑢𝑐 , 𝐶𝑟,ℎ
∗ , 𝐶𝑟,𝑐

∗ , 𝜆𝑐, 𝜆ℎ) (3.12) 

The dimensionless parameters for the hot and cold airflows can be combined into the 

overall dimensionless parameters presented in Table 3.2 [19]. Twherefore, the dimensionless 

temperatures (Eqn. (3.12)) become a function of seven independent dimensionless variables, as 

presented in Eqn. (3.13): 

𝑇ℎ
∗ 𝑜𝑟 𝑇𝑐

∗ = β(𝑋∗, 𝑡∗, 𝑁𝑇𝑈𝑜 , 𝐶∗, 𝐶𝑟
∗, (ℎ𝐴)∗, 𝜆) (3.13) 

In most HVAC practical applications, (ℎ𝐴)∗ = 1; thus, the dimensionless temperatures for 

the effectiveness calculation (at the outlet of FBRs 𝑋∗ = 0 𝑎𝑛𝑑 1) becomes a function of four 

parameters (𝑁𝑇𝑈𝑜 , 𝐶∗, 𝐶𝑟
∗ 𝑎𝑛𝑑, 𝜆). 
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From the definition of the dimensionless variables, the effectiveness of FBR in Eqns. (3.3) 

& (3.4) simplifies to Eqn. (3.14) and (3.15) for 𝐶𝑚𝑖𝑛 = 𝐶𝑐:  

εc = �̅�𝑐,𝑜
∗  (3.14) 

𝜖ℎ =
1 − �̅�ℎ,𝑜

∗

𝐶∗
 (3.15) 

In many practical applications and the test standards (CSA C439-18 standard [22] and 

ASHRAE standard 84 [21]), the flow in regenerators are considered to be balanced (𝐶∗ =
𝐶𝑐

𝐶ℎ
=

1 ), and hence the results are presented for such a balanced flow condition.   

Temperature sensors usually have a small mass, which makes the lumped capacitance 

method applicable [34] for the corresponding transient energy balance. The energy balance for the 

sensors is presented in Eqn. (3.16);  

𝑑𝑇𝑠

𝑑𝑡
=

1

𝜏𝑠
(𝑇𝑔 − 𝑇𝑠) (3.16) 

where 𝜏𝑠 is the time constant of the temperature sensor, and Ts is the temperature that the sensor 

records. Equation (3.16) can be rewritten using the dimensionless variables as Eqn. (3.17); 

𝑑𝑇𝑠
∗

𝑑𝑡∗
=

𝑃ℎ

𝜏𝑠
(𝑇𝑔

∗ − 𝑇𝑠
∗) =

1

𝜏𝑠
∗

(𝑇𝑔
∗ − 𝑇𝑠

∗) (3.17) 

where 𝜏𝑠
∗ is the time constant to recovery period ratio (dimensionless time constant of temperature 

sensor), and is mathematically depicted by Eqn. (3.18): 

𝜏𝑠
∗ =

𝜏𝑠

𝑃ℎ 
 (3.18) 

 Therefore, the temperature obtained from Eqn. (3.13) gives the actual outlet air 

temperature of the exchanger, and the one obtained from Eqn. (3.17) is what temperature sensors 

record. Figure 3.2 (a-d) shows different possible outlet air temperature profiles from the numerical 

model (see Table 3.1) of FBRs along with their corresponding sensor measurements (for τs
∗ = 0.2), 

obtained from Eqn. (3.17) for Nduom=1, Cr*=1, and λ=0.  
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Figure 3.2. Outlet air temperatures of positive/negative sawtooth ((a) & (b)) and the semi-

sawtooth ((c) & (d)) profile and their corresponding sensor measurements with τs
*=0.2 (Too=1.0, 

Cr*=1.0, and λ=0).   

 

 

  

   
 

(a) 

(b) 

(c) 

(d) 
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The deviation between the average actual air temperature and the sensor recording for both 

positive/negative sawtooth profiles is equal. This means that effectiveness errors (a function of 

average outlet temperature) due to the sensor measurements are identical for the positive and 

negative sawtooth profiles. This conclusion is also applicable to the positive/negative semi-

sawtooth profile. Therefore, in terms of error due to temperature measurement, there is no 

difference between positive and negative temperature profiles (either sawtooth or semi-sawtooth). 

Hence, in the rest of the chapter, further analyses are carried out only for the positive sawtooth 

(hot period) (Fig. 3.2 (a)) and the positive semi-sawtooth temperature profiles (hot period) (Fig. 

3.2(c)). 

 

 FBR small-scale test facility 

A small-scale test facility was used to validate the numerical model [50]. The schematic 

diagram of the facility is shown in Fig. 3.3. The principle of operation, instrumentation and data 

analysis procedures of the experiments are reported in the author’s previous [20,44]. 

 

Orifice plate 

Data recording 

station

Flow mixer

Flow 

straightener

Tubular 

heater Linear actuator (2)
Flow 

straightner

1

4

2

3

Small-scale exchanger
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Figure 3.3. A sschematic of the small-scale test facility. 
 



70 

 

The schematic of the exchanger (made of aluminum plates) and its thermo-physical 

properties are shown in Fig. 3.4 and Table 3.3, respectively. A linear actuator unit (LAU) is used 

to slide the exchanger between the hot and cold airstreams to mimic the alternate heating and 

cooling process of FBRs. The temperature of the hot and cold airstreams is measured using 

calibrated T-type thermocouples (with a time constant (is) of 1.5 seconds) with an uncertainty of 

±0.2 °C. The uncertainty in flow rate measurements is ±2%. Uncertainty analysis has been 

performed by following the rule of error propagation [57], and the uncertainties in sensible 

effectiveness and normalized temperatures are 3% and 1.5%, respectively. Generalized uncertainty 

analysis of small-scale testing has been presented, and the contribution of errors from temperature 

and flow rate measurements on sensible effectiveness is reported in the author’s previous 

publication [20]. Energy balance was performed, and results showed that for a wide range of test 

conditions, the test facility conserves energy (with a deviation of less than 5%). The experiment is 

continued until the exchanger attains the quasi-steady-state condition.  

80
 m

m

10
0 

m
m

 

Figure 3.4. A schematic of the small-scale exchanger. 
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Table 3.3. Geometrical details, thermophysical properties of the exchanger, dimensionless 

parameters, and sensor time constant 

Exchanger channel 

Length(mm) 200 

Width (mm) 80 

Height (mm) 2.1 

Hydraulic diameter (mm) 3.5 

Aluminum plates 

Thickness (mm) 0.62 

Thermal conductivity (W/mK) 220 

Density (kg/m3) 2730 

Specific heat capacity (J/kgK) 904 

Dimensionless parameters 

Too 2.4 

Cr* 1.2-8 

C* 1.0 

λ 0.3 

Temperature Sensor  Time constant (s) 1.5 

 

 Validation of the results 

The effectiveness calculated from the literature correlations [19,41] and from the small-

scale test facility is used to validate the numerical model and presented in the author’s previous 

paper [50]. In the present study, the temperature profile from the numerical model (including the 

sensor response) is compared with the temperature profile from the small-scale test facility.  

Figure 3.5 (a) shows the comparison of the quasi-steady-state dimensionless temperature 

profiles at the outlet of FBR from the small-scale experiment and the numerical model (including 

the sensor response) for both hot and cold periods (60 s). From Fig. 3.5 (a), it can be observed that 

the temperature from the numerical model (including the sensor response from Eqn. (3.17)) and 

the experiment are in good agreement. Therefore, the numerical model is accurate in predicting 

the transient behavior of the outlet temperature of FBR and sensor response. The measured 

temperature profiles from the experiment (including sensor response) at different recovery periods 

are modified following the method presented in [20], and the resulted effectiveness values are 
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compared with the prediction from the numerical model; this effectiveness comparison is 

presented in Fig. 3.5(b). This figure demonstrates that the numerical model results agree with the 

experimental effectiveness within the uncertainty bounds. Hence, the developed numerical model 

can be confidently used to evaluate the performance of FBR for different operating conditions. 

 

 

Figure 3.5. (a) Numerical and experimental temperature comparison from the beginning of the 

experiment (Too=2.4, Cr*=1.2-8, λ=0.3) and (b) comparison of sensible effectiveness from 

experiment and numerical model. 

 

 RESULTS AND DISCUSSION  

The effects of sensor time constant on the temperature measurements at the quasi-steady-

state condition are discussed in detail in this section. The actual air temperature is obtained from 

Eqn. (3.13) over a wide range of Nduom, Cr*, and λ. The sensor temperature measurements are 

obtained from Eqn. (3.17) for different dimensionless time constant (τs
∗). The difference between 

(a) 

 
(b) 
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effectiveness obtained from Eqns. (3.13) and (3.17), is reported as the effectiveness error (Δϵ) due 

to the transient response of sensors (Eqn. (3.19)):  

Δϵ = |ϵactual − ϵ𝑠𝑒𝑛𝑠𝑜𝑟| (3.19) 

 FBRs with a sawtooth profile 

Figure 3.6 (a) presents the sawtooth temperature profile at the outlet of FBRs during the 

quasi-steady-state condition. The temperature measurement from sensors (Eqn. (3.17)) with two 

different dimensionless time constants (τs
∗ = 0.2 and 0.5) is also presented in Fig. 3.6 (a). For the 

sawtooth profile (despite different temperature profiles from sensors with different time constants), 

the predicted effectiveness from both sensors is calculated to be the same, and the effectiveness 

from sensors is equal to the actual effectiveness. Thus, the effectiveness of FBRs with the sawtooth 

outlet temperature is not sensitive to the time constant of the sensor. In other words, Δϵ is equal to 

zero at different dimensionless time constants (𝜏𝑠
∗). However, the shape of the temperature profile 

is not precisely captured with sensors, and the temperature swing cannot be obtained accurately 

(Δ𝑇𝑠𝑒𝑛𝑠𝑜𝑟 and Δ𝑇𝑎𝑐𝑡𝑢𝑎𝑙 in Fig. 3.6 (a) are presented for τs
∗ = 0.2 only). Additionally, the ratio of  

Δ𝑇𝑠𝑒𝑛𝑠𝑜𝑟 Δ𝑇𝑎𝑐𝑡𝑢𝑎𝑙⁄  decreases when the time constant increases, as depicted in Fig.3.6 (b). In this 

figure, the sensor measured temperature difference over the period (temperature swing) is about 

6% of the actual FBR temperature difference for 𝜏𝑠
∗ = 2. In other words, with increasing sensor 

time constant (to two times as recovery period), the variation of measured temperature within the 

period decreases significantly; however, the average measured temperature is equal to the actual 

average air temperature (equal effectiveness).  
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Figure 3.6. (a) Quasi-steady-state temperature profile and sensor measurements with two 

dimensionless time constant of us
*=0.2 and 0.5, and (b) ΔTsensor/ ΔTactual for FBR with sawtooth 

temperature (NTUo=1, Cr*=1, and λ=0). 
 

Experiments can be designed to select the appropriate temperature sensors that capture the 

temperature shape (temperature swing) within a required precision. For example, Fig. 3.7 (a-d) 

shows the required τs
∗ (maximum values) to capture 90 % or 80 % of the temperature swing for 

FBRs with a sawtooth temperature profile over a wide range of design parameters. For example, 

to capture 90% of temperature swing for an FBR (𝑁𝑇𝑈𝑜 = 5 , 𝐶𝑟∗𝑎𝑛𝑑 𝜆 = 0.0), the maximum 

dimensionless time constant of about 0.06 must be selected (Figure 3.7 (b)). Increasing conduction 

parameter (λ) has a small effect on the required dimensionless time constant (τs
∗).  

            (a) 

 

            (b)  

 

 

𝜏𝑠
∗ 
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Figure 3.7. The required dimensionless sensor time constant (𝜏𝑠
∗) to capture 80% and 90% of the 

actual temperature swing (ΔTsensor/ ΔTactual =80% and ΔTsensor/ ΔTactual=90% for λ=0 (solid), 0.04 

(dashed), NTUo=1-10 and Cr*=1,3,5 and10. 

 

 FBRs with a semi-sawtooth profile 

Figure 3.8 (a) presents the semi-sawtooth temperature profile at the outlet of FBRs during 

a quasi-steady-state condition. The temperature measurements from sensors with two different 

dimensionless time constants of 𝜏𝑠
∗ = 0.2 𝑎𝑛𝑑 0.5 are also presented along in Fig. 3.8 (a). Both 

sensors’ measurements follow the actual air temperature profile. However, the shape of the 

temperature profile and the effectiveness cannot be measured accurately. Unlike FBRs with a 

sawtooth profile, the sensor temperature measurement does not cross the actual air temperature 

(a). Cr*=1, λ=0 (solid line), λ=0.04 (dashed line) (b). Cr*=3, λ=0 (solid line), λ=0.04 (dashed line) 

  
(c). Cr*=5,  λ=0 (solid line), λ=0.04 (dashed line) (d). Cr*=10, λ=0 (solid line), λ=0.04 (dashed line) 

  
 

(Δ𝑇𝑠𝑒𝑛𝑠𝑜𝑟 Δ𝑇𝑎𝑐𝑡𝑢𝑎𝑙⁄ ) = 0.9 
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profile of FBRs with semi-sawtooth profiles. Therefore, the calculation of the temperature swings 

(Δ𝑇𝑠𝑒𝑛𝑠𝑜𝑟  𝑎𝑛𝑑 Δ𝑇𝑎𝑐𝑡𝑢𝑎𝑙) does not provide any significant insight into the relationship between the 

sensor and the actual temperature swing. Therefore, temperature swing is not discussed for FBRs 

with a semi-sawtooth temperature profile. Figure 3.8 (b) shows that the effectiveness 

measurements from sensors depend on the sensor time constant, and the effectiveness error 

increases significantly with an increase in the sensor time constant.  

 

Figure 3.8. Quasi-steady-state temperature profile and sensor measurements with two 

dimensionless time constant of τs
*=0.2 and 0.5, and (b) effectiveness error (Δε) for FBR with 

semi-sawtooth temperature (NTUo=1, Cr1, and λ=0). 
 

At the quasi-steady-state condition, the sensors exposed to a semi-sawtooth temperature 

profile would not measure the temperature and effectiveness correctly. Comprehensive results of 

effectiveness errors (Δϵ in Eqn. 3.19) for FBRs with semi-sawtooth profile at different 

dimensionless time constant (𝜏𝑠
∗), and longitudinal heat conduction parameter (λ) values (over a 

wide range of the design parameters of NTUo and Cr*) are presented in Appendix B. Tables B.1 to 

             (a) 

 
           (b)  

 

 

𝜏𝑠
∗ 
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B.9 summarize the effectiveness error due to the temperature sensor response at different ranges 

of dimensionless design parameters and time constants. Using the values reported in those tables, 

one can estimate the magnitude of errors for sensors with different time constants at specific 

dimensionless parameters.  

Figure 3.9 presents the effectiveness error as a function of dimensionless time constant (𝜏𝑠
∗) 

for different design conditions (NTUo=1-10 and Cr*=1-10). According to Fig. 3.9, the 

effectiveness error increases with an increase in 𝜏𝑠
∗. At smaller NTUo (<2) and Cr*(<2), the 

effectiveness errors are significant, which becomes smaller at higher NTUo(=10) and Cr*(=10). 

The effectiveness error also increases with an increase in the longitudinal conduction parameter 

(λ), and at higher NTUo(>5) and Cr*(>5) values, the effect of axial conduction in the matrix 

becomes more significant in the effectiveness error.  

 

Figure 3.9. Effectiveness error as a function of τs
* at different design parameters of NTUo and Cr* 

(λ=0, and 0.04). 
 

Using the results presented in Appendix B, experiments can be designed to select sensors 

to maintain the effectiveness error within specific ranges. For example, Fig. 3.10 shows the 

dimensionless time constants that result in effectiveness error (Δε) less than 1%, 2%, and 3% at 

different NTUo and Cr* values for λ=0 and 0.04. At small values of Cr*, the dimensionless time 
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constant (τs
∗) needs to be smaller for a certain value of effectiveness error. And at higher values of 

NTUo (keeping the same Cr*), a sensor with higher values of dimensionless time constant could 

be used to have a certain effectiveness error. The results in Fig. 3.10 also show that more accurate 

(smaller sensor time constant) should be used when the conduction parameter increases. 

 

Figure 3.10. Required dimensionless sensor time constant (τs
*) that results in 

effectiveness error less than 1%, 2% and 3% for NTUo=1-10 and Cr*=1, 3, 5, and 10 for 

FBR with semi-sawtooth outlet profile. 
 

Furthermore, Fig. 3.11 shows max effectiveness error (Max Δε) versus τs
* at different λ 

over the range of 1<NTUo<10 and 1<Cr*<10. Again, the impacts of conduction parameters are 

small and the maximum effectiveness error is less than 2% for τs
*<0.02. Also, the value of 

(a). Cr*=1, λ=0 (solid line), λ=0.04 (dashed line) (b). Cr*=3, λ=0 (solid line), λ=0.04 (dashed line) 

 
 

(c). Cr*=5,  λ=0 (solid line), λ=0.04 (dashed line) (d). Cr*=10, λ=0 (solid line), λ=0.04 (dashed line) 
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τs
*≈0.015 gives a maximum error of 1%, which can be translated to a time constant of 1 second 

for FBR with a recovery period of one minute. To obtain effectiveness with 5% accuracy, the 

sensor dimensionless sensor time constant should not exceed 0.07 (Fig. 3.11(b)). 

(a) (b) 

  

Figure 3.11. (a) Maximum effectiveness error versus dimensionless time constant over the range 

of 1<NTUo<10 and 1<Cr*<10 for FBR with semi-sawtooth profile (b) closer look at the smaller 

values of τs
*. 

 

 Testing standards 

ASHRAE standard 84 [21] and CSA C439-18 standard [22] do not differentiate between the FBRs 

with saw-tooth and semi saw-tooth outlet temperature profiles because the scope of these standards 

is limited to FBRs with sawtooth profile. The results obtained in this study show that the 

temperature sensor requirements in standards are stringent and could be relaxed for FBRs with a 

saw-tooth outlet temperature profile in terms of effectiveness. Also, the results in Appendix B 

could be used to determine the requirements for temperature sensors of FBRs with a semi saw-

tooth temperature profile. The standards require a sensor response time of 2 seconds for a recovery 

period of 60 seconds (which means that 𝜏𝑠
∗ = 0.034) regardless of the design conditions. Our 

results in Figure 3.10 shows that over a wide range of design conditions, this dimensionless time 

constant (i.e. 𝜏𝑠
∗ = 0.034) results in effectiveness error of about 1% (except for small Cr* in Figure 

0
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3.10 (a)). Thus, it can be concluded that the standard requirements are also conservative for FBR 

with a semi-sawtooth profile. It should be noted that the standards use “response time” rather than 

the time constant for sensor transient characteristics. Response time has different definitions, it has 

been referred to as the time required to reach 90% or 95% of the change compared to 63.2% for 

the time constant. Thus, the response time is larger than the time constant; though in the discussions 

above it was assumed that time constant and response time are equal. The requirements for 

reaching the quasi-steady-state condition in standards are also verified in the previous study of the 

same authors [32].  

 

 SUMMARY AND CONCLUSIONS  

The airstream temperature at the outlet of FBRs varies with time both during the initial 

transient period and subsequently during quasi-steady-state conditions. Hence, it is difficult for the 

sensors to accurately measure the temperature due to (i) steep slope of temperature variation and 

(ii) its exposure to a different temperature condition during the previous period. In this chapter, 

two distinct outlet temperature profiles for FBRs of positive/negative sawtooth and semi-sawtooth 

profiles were identified (depending on FBR configurations). The double-core FBR generally has 

a positive/negative sawtooth profile while the single-core FBR has a semi-sawtooth profile. Both 

profiles were analyzed for temperature measurement requirements over a wide range of design 

conditions using the developed numerical model. This chapter addressed the second objective of 

this PhD research which is “to quantify sensor errors over a wide range of design and operating 

conditions of sensible FBRs and make recommendations for testing standards”.  

 It was found that regardless of FBR configurations, the ASHRAE standard 84 and CSA 

C439-18 standards provide very conservative requirements for the temperature sensors, and thus 
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both standards provide methods that accurately determine the effectiveness of FBRs. The analysis 

in this chapter revealed that the single-core (which usually produces a semi-sawtooth profile at the 

outlet) and double-core (which usually produces a sawtooth profile at the outlet) FBRs require 

different considerations for temperature measurement and effectiveness determination.  

For FBRs with a sawtooth outlet temperature profile (double-core FBRs as per the 

ASHRAE standard 84 and CSA C439-18 standard), the effectiveness can be accurately measured 

regardless of the sensor time constant. However, the shape of the temperature profile (temperature 

swing) cannot be captured correctly. The results in this chapter provide the minimum sensor time 

constant to capture 80% and 90% of the temperature swing over a wide range of design conditions.  

For FBRs with a semi-sawtooth temperature profile (single-core FBRs and some double-

core FBRs), the effect of sensor response significantly influences the effectiveness estimation. The 

effectiveness error due to sensor transient response over a wide range of NTUo, Cr*, and λ and at 

different dimensionless time constants (𝜏𝑠
∗) are evaluated and presented as graphs (in the 

manuscript) and tables (in the Appendix B).  

At smaller NTUo and Cr*, the effectiveness error due to sensor transient response increases 

for FBRs with a semi-sawtooth temperature profile, and this error is around 25% for NTUo=1 and 

Cr*=1 at 𝜏𝑠
∗ = 0.5. An increase in the axial conduction in the matrix increases the effectiveness 

error, and the effect is more significant at higher NTUo and Cr*. The test configurations in the 

ASHRAE standard 84 and CSA C439-18 standard produce a sawtooth temperature profile 

(double-core FBRs), which allows for accurate effectiveness measurement. Many double-core 

FBRs produce a sawtooth temperature profile on the supply air side, but a semi-sawtooth profile 

on the exhaust side. Thus, sensor time constant and selection needs careful consideration when 

taking the field measurements on the exhaust airside. The results of the current study will be 
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helpful in developing standard recommendations in the future ASHRAE standard 84 and CSA 

C439-18 standards for testing the FBR.  

The next chapter contains optimization of sensible FBRs considering its transient 

characteristics (variation of temperature at its outlet, i.e., temperature swing). In addition, a 

correlation will be developed to predict the temperature swing as a function of design conditions. 
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CHAPTER 4 

 OPTIMIZATION OF SENSIBLE FIXED-BED REGENERATORS 

(FBRs) CONSIDERING THEIR TRANSIENT CHARACTERISTICS 

  OVERVIEW 

This chapter presents optimization of sensible FBRs considering their transient 

characteristics, i.e., Temperature Swing (TS). The temperature of the airstreams at the outlet of 

FBRs varies with time during each period of operation. A correlation was developed to predict TS 

as a function of design parameters. Then, the FBR is optimized considering TS as an additional 

objective to the commonly used objectives of effectiveness, pressure drop, payback period and 

exchanger mass. In this chapter, the third objective of the current PhD thesis, which is “to optimize 

sensible FBR considering its transient characteristics”, is addressed and documented.  

This chapter was published as a research paper in ASME Journal of Thermal science and 

Engineering Applications in June 2021 (Click here). The author of this thesis, Hadi Ramin, 

developed the correlation, performed optimization, and prepared the original draft of the paper. 

Mr. Krishnan (PhD student) conducted the experiments for validation and critically reviewed the 

paper; Dr. Annadurai (Postdoctoral fellow), and Prof. Simonson (supervisor) contributed to this 

paper by critically reviewing the paper.  

  

https://asmedigitalcollection.asme.org/thermalscienceapplication/article-abstract/doi/10.1115/1.4051725/1114478/The-effect-of-transient-characteristics-on
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The effect of transient characteristics on optimization of fixed-bed regenerators  

(Published in the ASME Journal of Thermal science and Engineering Applications, 

June 2021) 

Hadi Ramin, Easwaran N Krishnan, A. Gurubalan and Carey J Simonson 

 

 ABSTRACT  

Fixed-bed regenerators (FBRs) have high sensible effectiveness, making them an energy-

efficient Air-to-Air Energy Recovery Exchanger (AAEE) to reduce energy consumption for 

ventilation in buildings. FBRs operate by alternately storing and releasing heat in fixed exchangers, 

which results in an outlet temperature that varies with time during both hot and cold periods. This 

variation in FBR's outlet temperature adds a new optimization variable that needs to be considered 

when designing FBRs. For example, in HVAC systems, careful design is required to prevent large 

variations in FBR outlet temperatures (Temperature Swing (TS)), which might deteriorate 

occupant thermal comfort and introduce a variable load on the HVAC system. In this chapter, a 

correlation for TS is developed as a function of FBR design parameters. FBR optimization is 

performed considering TS as an additional objective to the traditional parameters of exchanger 

effectiveness, pressure drop, payback period, and mass. A selection procedure (decision-making 

procedure) is also integrated into the optimization process to select the optimized FBRs from 

Pareto fronts. The results show that when TS is included as an additional objective to the 

optimization and selection process, the selected optimized FBRs have higher mass and 

effectiveness. The results also show that including TS in optimizing FBRs does not reduce TS 
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significantly (less than 1°C), while penalties for exchanger mass and pressure drop are 

considerable (between 30-60%). 

 INTRODUCTION 

Ventilation is crucial for maintaining indoor air quality and thermal comfort in buildings. 

Ventilation measures are critical for infection control related to the recent COVID-19 outbreak. 

According to the REHVA (Federation of European Heating, Ventilation and Air Conditioning 

Associations) COVID-19 guidance, while physical distancing is proven to be an effective measure 

to reduce the spread of illness in close contact with an infected person, adequate ventilation and 

proper air distribution could significantly reduce the risk of aerosol concentration and cross-

infection in the built environments [58]. ASHRAE TC 5.5 recommends supplying outdoor air 

ventilation rates to maintain occupants' health and combating infectious bioaerosols [59]. 

However, outdoor air needs to be conditioned before introducing it to the buildings. This process 

could be energy-intensive, especially for very hot or cold climate conditions. For example, in 

Saskatchewan (Canada), the indoor and outdoor temperature difference could be high (about 60 

ºC) in winter. 

 Different air-to-air energy recovery exchangers (AAEEs) have been developed to recover 

energy from the building exhaust airflow to precondition the fresh outdoor air supply to buildings. 

Therefore, AAEEs reduce energy consumption for ventilation purposes [24]. With a high heat 

transfer area to volume ratio, few moving components compared to energy/heat wheels, and less 

susceptible to corrosion and fouling [20], FBRs are considered as an effective AAEE for energy 

recovery in building applications.  

Due to the transient nature of the storing/releasing process, the air temperature at the outlet 

of FBRs never attains a steady-state (i.e., a constant air temperature); instead, it undergoes a quasi-
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steady-state condition. FBR's outlet temperature profile varies with time at this condition but 

remains unchanged from period to period [19]. Because of this transient behaviour, temperature 

swing (TS) happens in the supply air, putting a variable load on the heating/cooling equipment. 

Temperature swings might also contribute to the occupant's thermal discomfort.  

Fixed-bed regenerators are widely used for heat recovery in high-temperature applications 

such as glass furnaces, coke ovens, and open-hearth steel furnaces [7,9]. The applications of FBRs 

for energy recovery purposes in buildings have received considerable attention over the last years 

[13,15,20,28,32,52,60–62]. The authors have previously investigated the transient behaviour of 

sensible FBRs (Chapter 2) [50] and their impacts on temperature measurement to examine 

experimental temperature measurement requirements in testing standards for FBRs (Chapter 3) 

[28].  

In this chapter, sensible FBR is optimized considering its transient behaviour, i.e., the 

temperature swing (TS). Several optimization studies have been conducted in the literature to 

optimize thermal regenerators (wheels and FBRs) for different applications (such as power plants, 

steel industry, HVAC, gas furnace, etc.). Such studies are summarized in Table 4.1. Single and 

multi-objective optimizations have been performed to find the geometrical (length, thickness, 

porosity, diameter, etc.) and operational (mass flow rate, rotational speed, etc.) variables at which 

effectiveness, entropy generation, total exchanger cost, and volume of regenerators are optimized. 

Table 4.1 shows that most studies have been performed to optimize the performance of wheels. 

No study on the literature focuses on optimizing FBRs for HVAC applications to the authors' best 

knowledge. Even for other applications, optimizing FBRs considering their transient behaviour 

has not been reported in the literature.  
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Table 4.1. Thermal regenerators' optimization studies. 

# paper 
Regenerators 

type/application 
Decision variable/s Objective/s 

1 (2020) Güllüce 

and Özdemir [63] 

wheels/power plant pitch of the undulated plate, the inner 

height of the undulated plate, outer 

diameter, length, and angular velocity 

effectiveness, entropy 

generation, total 

exchanger cost, and 

volume 

2 (2019) Wang et 

al. [64] 

wheels/steel 

industry 

height, rotor diameter, and hot/cold 

fluid sector angle 

effectiveness, pressure 

drop, and exchanger 

mass 

3 (2017) Lee et al. 

[65] 

wheels/power plant plate angle of undulated plate and 

pitch of the undulated plate  

effectiveness and 

pressure drop 

4 (2016) Raja et al. 

[66] 

wheels/power plant frontal area, rod diameter, thickness, 

rotational speed, and porosity of the 

matrix 

effectiveness and 

pressure drop 

5 (2013) Mioralli 

and 

Ganzarolli[67] 

wheels/power plant 

and HVAC systems 

porosity of matrix effectiveness at a 

constant pressure drop 

6 (2013) Tusek et 

al. [68] 

packed-bed 

regenerators/ active 

magnetic 

regenerators 

diameter, length, plate thickness, and 

porosity 

effectiveness and 

pressure drop 

7 (2011) Rao and 

Patel [69] 

wheels/power plant regenerator frontal area, matrix 

rotational speed, matrix rod diameter, 

matrix thickness, porosity, and split 

effectiveness and 

pressure drop 

8 (2010) Dallaire et 

al.[70] 

wheels/power plant length and porosity heat transfer rate per 

unit frontal surface area 

9 (2009) Sanaye 

and Hajabdollahi 

[71] 

wheels/gas furnace 

preheater 

frontal area, the ratio of hot/cold 

frontal area, matrix thickness, matrix 

rotational speed, matrix rod diameter, 

and porosity 

pressure drop and 

effectiveness 

10 (2009) Natarajan 

and Pitchandi 

[72] 

FBRs/gas furnace 

preheater 

reduced length and reduced period pressure drop, 

effectiveness, and 

Entropy generation 

11 (2009) Chung et 

al.[73] 

wheels/HVAC the wheel speed and the area ratio of 

regeneration to dehumidification 

moisture removal 

capacity 

12 (2008) Sanaye et 

al. [74] 

wheels/HVAC volumetric flow rates of cold and hot 

airstreams, matrix rotational speed, 

and the frontal exchanger area 

effectiveness  

13 (2006) Gao et al. 

[75] 

FBRs/ glass-

melting furnace 

gas mass flux, reversal time, 

regenerator height, and sphere 

diameter 

effectiveness 

14 (2003) Jassim 

[76] 

wheels/HVAC characteristic dimensionless groups cost, exergy, and 

effectiveness 

15 (1993) Shen and 

Worek [77] regenerators characteristic dimensionless groups 

pressure drop, 

effectiveness, and 

entropy generation 
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 THERMAL AND OPERATIONAL MODELING FOR OPTIMIZATION OF FBRS  

In this section, the geometrical description, thermal and hydrodynamic models connected 

to FBR optimization are presented. A schematic of an exchanger consisting of parallel plates (and 

a representative channel) under consideration for optimization is illustrated in Fig. 4.1.  
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Airflow direction

Exchanger 

Representative channel

 

Figure 4.1. A schematic of FBR and the representative parallel plates channel for optimization.  

 

 Effectiveness 

The effectiveness-number of transfer units (ε-NTU) method is a commonly used approach 

for the design of heat exchangers [35]. Effectiveness, which is defined as the ratio of the actual 

heat transfer rate to the maximum possible heat transfer rate, can be presented as a function of 

dimensionless groups and flow arrangements [19]. The dimensionless groups are extracted from 
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the governing equations, and for sensible regenerators, effectiveness is obtained from Eqn. (4.1) 

[19]. 

𝜖𝑠 =
𝑁𝑇𝑈𝑜

1 + 𝑁𝑇𝑈𝑜
 [1 −

1

9(𝐶𝑟𝑜
∗)1.93

] [1 −
𝐶𝜆

2 − 𝐶∗
] (4.1) 

Parameters in Eqn. (4.1) are defined in Table 4.2. Mean Nusselt number for simultaneous 

developing flow are extracted from [38] for rectangular channels with several aspect ratios (α*=0, 

0.25,0.333, 0.5, and 1) as a function of x*=(L/(Re.Pr.Dh)), the dimensionless axial distance for 

heat transfer. For other aspect ratios in the optimization process, the mean Nusselt number is 

obtained by linear interpolation between available aspect ratios.  

Eqn. (4.1) is accurate within 1% for the range of 1 ≤ 𝑁𝑇𝑈𝑜 ≤ 20, 2 ≤ 𝐶𝑟∗ ≤ ∞, and 0 ≤

λ ≤ 0.08, and this equation is used to obtain the effectiveness of FBR in this study.  

Table 4.2. Definition of dimensionless parameters for the effectiveness of FBRs in Eqn. (4.1). 

Parameter Description Eqn. # 

NTU0 =
1

(ṁCp)
g,min

[
1

(hAh)h
+

1

(hAc)c
]

−1

 
overall number of transfer 

units 
(4.2) 

Cr∗ = (MCp)
m

((ṁCp)
g,min

(Pc + Ph))⁄  
overall matrix heat capacity 

ratio 
(4.3) 

C∗ = (ṁCp)
g,min

(ṁCp)
g,max

⁄  the ratio of minimum to 

maximum heat capacity rate 

of the airstreams 

(4.4) 

𝜆 =
𝑘𝑚𝐴𝑚,𝑡

𝐿 𝐶𝑚𝑖𝑛 
 

longitudinal wall conduction 

parameter based on the total 

conduction area 

(4.5) 

𝐶𝜆 = 1 (1 + 𝑁𝑇𝑈0(1 + 𝜆Φ) (1 + 𝜆𝑁𝑇𝑈0⁄ ))⁄

− 1 1 + 𝑁𝑇𝑈0⁄  

conduction parameter 

correction 
(4.6) 

Φ

= (
𝜆𝑁𝑇𝑈0

1 + 𝜆𝑁𝑇𝑈0
) tanh (

𝑁𝑇𝑈0

(𝜆𝑁𝑇𝑈0 1 + 𝜆𝑁𝑇𝑈0 ⁄ )0.5
) 

intermediate function for 𝐶𝜆 (4.7) 
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 Temperature swing (TS) 

Previous studies and experimental measurements have shown that FBR's outlet 

temperature varies linearly with time within each operation period [11,19,20,50]. From the 

dimensionless governing equations for a FBR [28], it can be inferred that the outlet temperature 

of FBR during the hot and cold periods are as follows:  

𝑇ℎ,𝑜
∗  𝑜𝑟 𝑇𝑐,𝑜

∗ = β1( 𝑡∗, 𝑁𝑇𝑈𝑜 , 𝐶∗, 𝐶𝑟∗ , 𝜆) (4.8) 

Where 𝑇ℎ,𝑜
∗  𝑎𝑛𝑑 𝑇𝑐,𝑜

∗  are the dimensionless temperatures (𝑖. 𝑒.
𝑇ℎ,𝑜−𝑇𝑐,𝑖

𝑇ℎ,𝑖−𝑇𝑐,𝑖
 𝑎𝑛𝑑 

𝑇𝑐,𝑜−𝑇𝑐,𝑖

𝑇ℎ,𝑖−𝑇𝑐,𝑖
) and 

β1 is a symbolic function. For equal hot and cold period (Ph=Pc) and balanced FBR (𝐶∗ = 1), the 

dimensionless temperature profile is simplified in Eqn. (4.9). 

𝑇ℎ,𝑜
∗  𝑜𝑟 𝑇𝑐,𝑜

∗ = β2( 𝑡∗, 𝑁𝑇𝑈𝑜 , 𝐶𝑟∗, 𝜆) (4.9) 

Thus, the outlet temperature is a function of dimensionless design parameters of 

𝑁𝑇𝑈𝑜, 𝐶𝑟
∗ 𝑎𝑛𝑑 𝜆. 

FBR outlet temperature profiles are presented in Fig. 4.2 for the hot and cold periods. 

Temperature swing (TS) is obtained using the slope of the temperature profile (Fig. 4.2) from Eqn. 

(4.10). 

𝑇𝑆 = 𝑚𝑇 × (𝑇ℎ,𝑖 − 𝑇𝑐,𝑖) (4.10) 

Where 𝑚𝑇 is the slope of the dimensionless temperature profile. At a specific design 

condition (𝑁𝑇𝑈𝑜 , Cr∗𝑎𝑛𝑑 𝜆), the slopes of the temperature profiles in the hot and cold periods 

(𝑚𝑇(hot period) = −𝑚𝑇(cold period)
) and their intercepts (𝑏(hot period) + 𝑏(cold period) = 1) are 

associated. The associations are also shown in Fig. 4.2.  

The FBR outlet temperature profile (and its slope) is a function of 𝑁𝑇𝑈𝑜 , 𝐶𝑟
∗, 𝜆, as 

mentioned previously. From a validated numerical model [50], 230 simulations over a wide range 

of design parameters (𝑁𝑇𝑈𝑜 = 1 − 10, 𝐶∗ = 1, 𝐶𝑟∗ = 1 − 10, 𝜆 = 0 − 0.24) were performed to 
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obtain slopes of the outlet temperature profiles. Using this data, two approaches are adopted to 

predict the slope of the temperature profile at any given design conditions. A neural network is 

trained using the Neural Network Fitting App in MATLAB 2019b [78]  to predict the slope in the 

first approach. A correlation is also fitted to the 230 available data points from the simulation 

results in the second approach. 

 

(a) Hot period (b) Cold period 

  

Figure 4.2. Dimensionless temperature profile at the outlet of FBR in (a) hot and (b) cold 

periods. 

 

Neural network approach: Neural Network Fitting App [78] uses a two-layer-feed-

forward network with hidden sigmoid neurons and linear output neurons to fit multi-dimension 

data points. The network is trained with the Levenberg-Marquardt backpropagation algorithm [78], 

and the data set is randomly divided into training (70%), validation (15%), and testing (15%) 

samples. The performance of the Neural Network were examined for different training and testing 

ratios and it was found that the performance of the network was the best for the training/test ratio 

of 70/30. The Levenberg–Marquardt algorithm inherits the speed advantage of the Gauss-Newton 

algorithm and the stability of the steepest descent method [79]. The trained network has the MSE 

(mean squared errors) smaller than (2 × 10−5) and regression R-value of 0.999, which means that 

𝑡∗ = 𝑡 𝑃ℎ⁄  𝟏 

𝑇ℎ
∗

 

𝑚𝑇 × 𝑡∗ + 𝑏 

𝑡∗ = 𝑡 𝑃ℎ⁄  1 

𝑇𝑐
∗

 

−𝑚𝑇 × 𝑡∗ + (1 − 𝑏) 
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the trained network has excellent performance to predict the slope of the temperature profile at the 

outlet of FBR.  

Correlation approach: the following correlation has been fitted with the data set: 

𝑚𝑇 = 𝑎1 + 𝑎2 (
𝑁𝑇𝑈𝑜

1 + 𝑁𝑇𝑈𝑜
) (

1

𝐶𝑟∗
)

𝑎3

(1 − 𝐶𝜆)𝑎4 (4.11) 

Where: 𝑎1=0.03593, 𝑎2=0.7563, 𝑎3=1.045 and 𝑎4=0.1.  

The reason to choose the form of correlation in Eqn. (4.11) is its similarity to effectiveness 

correlation (Eqn. (4.1)), which is also a function of the same dimensionless parameters.  

Figure 4.3 (a) and (b) show comparisons between the slope of temperature profile from the 

correlation (Eqn. (4.11)) and the neural network with the actual values from simulation (230 data 

points). The correlation predictions agree with the simulation results within ±10%, while the neural 

network results are within ±5% of the actual values from the data points. The neural network 

approach seems more accurate in predicting the slop of temperature profiles than the curve fitting 

approach; this conclusion is also reported in previous studies [80,81]. For this optimization study, 

the neural network will be used because of its accuracy. The correlation is a simple and 

straightforward approach to estimate the temperature swing for practical applications. 
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a. Correlation b. Neural network 

 
 

Figure 4.3. Comparison of prediction of the temperature profile slopes (mT) from (a) the 

correlation in Eqn. (4.11) and (b) the neural network with the simulation results. 

 

It can be seen from Eqn. (4.11) that the slope of temperature profile (hence TS) increases 

with an increase in 𝑁𝑇𝑈𝑜 (Fig. 4.4 (a)) while it decreases when 𝐶𝑟∗ (Fig. 4.4 (b)) and 𝐶𝜆 increase. 

From Fig. 4.4 (a), at 𝐶𝑟∗ ≥ 2 the slope of temperature profile is plateaued out for 𝑁𝑇𝑈𝑜 > 3. The 

impact of longitudinal conduction is more significant at smaller 𝐶𝑟∗(Fig. 4.4 (a) and (b)). 

 

 Pressure drop and fan energy consumption 

Pressure drop is obtained from the following equation, which includes both the effect of 

wall friction and change of the momentum for developing flow [19]:  

𝛥𝑝 = 𝜌𝑔𝑓𝑎𝑝𝑝

𝐿𝑉2

𝐷ℎ
 (4.12) 

Where 𝑓𝑎𝑝𝑝 is apparent Fanning friction factor, and the values are adopted from graphs provided 

in [19] for different α*as a function of dimensionless axial distance for fluid flow (𝑥+ = 𝑥 𝐷ℎ𝑅𝑒⁄ ).  
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(a) 

 
(b)  

 

Figure 4.4. Variation of mT versus (a) NTUo and (b) Cr* at different conduction parameters of 

λ=0, 0.04 and 0.08. 
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Like the heat transfer coefficient, the apparent fanning friction factor for other aspect ratios is 

obtained through linear interpolation. 

Fluid pumping power is proportional to pressure drop within the exchanger, as presented 

in Eqn. (4.13) [19]. 

𝑃𝑃 =
�̇�Δ𝑝

𝜂𝑝
 (4.13) 

In the Eqn. (4.13), PP is pumping power, �̇� is the volumetric flow rate, Δ𝑝 is the pressure 

drop and 𝜂𝑝 is the fan efficiency. 

 Payback period 

The payback period of FBR is a function of an initial investment, operation costs, and the 

amount of energy recovered when FBR is integrated within the building HVAC systems. The 

amount of recovered energy with FBR depends on FBR effectiveness, airflow rate, and outdoor 

weather conditions. The most severe weather conditions and yearly weather data could be used to 

estimate the energy recovered by FBRs; the latter approach considers the hourly weather data and 

is used in this chapter [82].  

A schematic of an HVAC system with an FBR is presented in Fig. 4.5 (a). The outdoor 

supply temperature (Ts,i) is heated/cooled (winter/summer) to Ts,o when it exchanges heat with the 

return air (Te,i) from the conditioned space in FBR. When FBR is unable to meet the required 

design condition, auxiliary heating/cooling equipment and/or recirculated air are used to adjust the 

supply air temperature to the design temperature (Tdes) before introducing it to the conditioned 

space. It is assumed that if FBR is not needed to meet the design condition, the supply air is 

bypassed. The hourly outdoor temperature is plotted as a monotonically increasing function with 

the actual temperature data as the ordinate and time (number of hours) as the abscissa (Fig. 4.5 
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(b)). This figure shows the areas representing the recovered annual heating/cooling energy and the 

auxiliary energy requirements. The yearly temperature data are extracted using Climate Consultant 

6.0 software [83], which uses the annual 8760 hours EPW format climate data. 

The sensible effectiveness (Eqn. (4.1)) could be rewritten using the temperatures in Fig. 

4.5 (a): 

ϵs = (𝑇𝑠,𝑖 − 𝑇𝑠,𝑜) (𝑇𝑠,𝑖 − 𝑇𝑒,𝑖)⁄    (4.14) 

The annual energy (heating and cooling) saving is assumed to be equal (uniform) over the 

equipment's lifecycle. The annual energy saving with FBR is equal to the annual heating and 

cooling energy recovered (𝐸𝑅𝑎𝑛𝑛) subtracted by additional pumping power (PP) cost in the HVAC 

system with FBR in place. 

𝐸𝑆𝑎𝑛𝑛 = 𝐸𝑅𝑎𝑛𝑛 − 𝑒𝑝𝑃𝑃   (4.15) 

𝑒𝑝 ($/𝑘𝑊ℎ) is the unit energy price for pumping airflow and 𝐸𝑅𝑎𝑛𝑛 is the annual energy 

recovered saving with FBR. 𝐸𝑅𝑎𝑛𝑛 is obtained using the representing areas for recovered heating 

and cooling from Fig. 4.6 (b) and mathematically presented in Eqn. (4.16): 

𝐸𝑅𝑎𝑛𝑛 = 𝑒ℎ𝑞ℎ,𝑟𝑒𝑐 + 𝑒𝑐𝑞𝑐,𝑟𝑒𝑐   (4.16) 

Where 𝑒ℎ ($/𝑘𝑊ℎ) and 𝑒𝑐($/𝑘𝑊ℎ) are the heating and cooling unit energy price. 𝑞ℎ,𝑟𝑒𝑐 

and 𝑞𝑐,𝑟𝑒𝑐 are the total heating and cooling energy recovered with FBRs and represented by: 

𝑞ℎ,𝑟𝑒𝑐 = �̇�𝑎𝑖𝑟𝐶𝑝𝑔𝐴ℎ,𝑟𝑒𝑐 (4.17) 

𝑞𝑐,𝑟𝑒𝑐 = �̇�𝑎𝑖𝑟𝐶𝑝𝑔𝐴𝑐,𝑟𝑒𝑐 (4.18) 

𝐴ℎ,𝑟𝑒𝑐 and 𝐴𝑐,𝑟𝑒𝑐 are the area corresponding to the annual heating and cooling energy 

recovered with FBR, respectively in Fig. 4.5 (b).  

The payback period (PBP) of FBRs is calculated using Eqn. (4.19). 

 𝑃𝐵𝑃 = (
𝐶𝐶𝐹𝐵𝑅

𝐸𝑆𝑎𝑛𝑛×𝑃𝑊𝐹
) × 𝐿𝐶 = (

𝐶𝐶𝐹𝐵𝑅

𝐸𝑆𝑡𝑜𝑡
) × 𝐿𝐶    (4.19) 
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𝐶𝐶𝐹𝐵𝑅 and 𝐸𝑆𝑡𝑜𝑡 are the FBR capital cost and the adjusted (calculated at the year of investment) 

total energy saving with FBR over its lifecycle (LC). The file cycle is considered ten years in this 

study and 𝐸𝑆𝑎𝑛𝑛 is the annual energy saving with FBR. Eqn. (4.19) is applicable for retrofit 

applications; for new designs, the capital cost should be adjusted to consider the capital cost saving 

corresponding to the smaller auxiliary heating/cooling equipment [82]. In this chapter, this 

improvement is neglected for simplicity. 

The capital cost of investment is obtained from a local company for a standard design. The 

present worth factor (PWF) is used to convert the annual energy saving over the equipment 

lifecycle to 𝐸𝑆𝑡𝑜𝑡. The PWF is a function of LC, interest rate (i), and inflation rate (d) as in Eqn. 

(4.20) [84].  

𝑃𝑊𝐹 = {

1+𝑖

𝑑−𝑖
 [1 − (

1+𝑖

1+𝑑
)

𝐿𝐶

]                      𝑖 ≠ 𝑑

𝐿𝐶

1+𝑖
                                                 𝑖 = 𝑑

    (4.20) 

Table 4.3 summarizes the economic and design condition input parameters used in this 

study.  

Table 4.3. Economic and design parameters for optimizing FBRs. 

Variable Symbol value 

Lifecycle (year) 𝐿𝐶 10 

Interest rate (%) I 5 

Inflation rate (%) d 5 

Unit energy price for electricity ($/𝑘𝑊ℎ) 𝑒𝑝 0.14 

Unit energy price for heating ($/𝑘𝑊ℎ) 𝑒ℎ 0.03 

Unit energy price for cooling ($/𝑘𝑊ℎ) 𝑒𝑐 0.14 

Heating temperature design condition (°C) Tc -16.7 

Indoor design condition (°C) Th 22 
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Figure 4.5. (a) A schematic of an HVAC system with FBRs for sensible energy recovery (b) 

distribution of outdoor air temperature, the temperature at the outlet of FBR and energy 

recovered with FBR, and additional energy required to condition the ventilation air. 
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 MULTI-OBJECTIVE OPTIMIZATION AND MULTI-CRITERIA DECISION-AID 

PROCEDURE 

 Multi-objective optimization 

Most engineering problems have several objectives to optimize simultaneously. A general 

multi-objective problem is given by Eqn. (4.21)[85]: 

Minimize  𝑓𝑘(𝑣)  𝑘 = 1, … , 𝐾;  

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜   𝑔𝑗(𝑣) ≥ 0 𝑗 = 1,2, … , 𝐽; (4.21) 

𝑣𝑔
(𝐿)

≤ 𝑣𝑔 ≤ 𝑣𝑔
(𝑈)

 𝑔 = 1,2, … , 𝐺;  

Where 𝑓𝑘(𝑣) are the objective to be optimized, 𝑔𝑗(𝑣) are the inequalities constraints, and 

𝑣𝑔 is a vector of decision variables (𝑣𝑔 = [𝑣1, 𝑣2, … , 𝑣𝐺]𝑇). 𝑣𝑔
(𝐿)

 and 𝑣𝑔
(𝑈)

are the upper and lower 

bounds for the decision variables. FBR effectiveness, pressure drop, exchanger mass, payback 

period, and temperature swing are considered as objectives in this chapter. There are a set of trade-

off solutions known as Pareto-optimal solutions (Pareto fronts) when a multi-objective 

optimization problem is solved. The solutions (alternative designs) on the Pareto front are non-

dominated solutions meaning that an objective cannot be improved without degrading other 

objectives.  

Exchanger length, plate thickness, channel height, and recovery period are considered as 

the decision variables for optimizing FBR in this study. Table 4.4 presents the range of the decision 

variables for FBR optimizations based on practical FBR design recommendations. In addition, the 

exchanger flow rate is considered constant, but the impacts of variable flow rate on the optimized 

results are investigated by changing the flow rate. A base FBR design is considered for comparison 
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with the optimized solutions. The base FBR design parameters and its performance are presented 

in Table 4.5. 

Table 4.4. Decision variables and their ranges for optimizing FBRs. 

Decision variable Symbol range 

Exchanger length (m) 𝐿 0.5-1.5 

Plate thickness (mm) 𝑡𝑝 0.5-3 

Channel height (mm) ℎ𝑐 2-6 

Recovery period (s) 𝑃ℎ 𝑜𝑟 𝑃𝑐 30-120 
 

 

Table 4.5. Base exchanger design parameters and its performance. 

Parameter Value Parameter Value 

Exchanger length- L (m) 1.0 Location  Toronto 

Exchanger width- W (m) 0.75 NTUo 1.7 

Exchanger height-H (m) 0.3 Cr* 3.4 

Plate thickness-tp (mm) 0.7 λ 0.04 

Number of channels 50 Effectiveness-ε (%) 61.0 

Channel height, hc (mm) 4.5 Pressure drop- Δp (Pa) 3.4 

Exchanger mass- MFBR (kg) 69.7 Payback period-PBP (year) 3.8 

Face velocity – V (m/s) 1.3 Temperature swing- TS (°C) 6.9 

Recovery period-Ph or Pc (s) 60 Exchanger volume (m3) 0.26 

 

4.5.1.1 Optimization procedure (NSGA-II) 

Evolutionary algorithms are common approaches to find the Pareto-optimal solutions for 

multi-objective problems. NSGA-II (non-dominated sorting genetic algorithm II) is proposed by 

Deb et al. [86] and became a commonly used evolutionary algorithm to solve the multi-objective 

optimization problems; hence, in this chapter, NSGA-II is used to find the Pareto fronts [78]. The 

NSGA-II main parameters to solve the problem in MATLAB are presented in Table 4.6.  
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Table 4.6. NSGA-II main parameters in MATLAB. 

Parameter Value 

Population size 500 

Creation function Constraint dependent 

Selection function/tournament size Tournament/2 

Reproduction Crossover function/ 0.8 

Mutation function Constraint dependent 

Crossover function Intermediate 

Migration direction/fraction Forward/0.2 

Function tolerance 1e-7 

Constraint tolerance 1e-4 

 

4.5.1.2 MCDA procedure 

MCDA (multiple-criteria decision aid) is a valuable tool to help the designers and decision-

makers with selecting the best design out of available alternatives [87]. The Pareto fronts obtained 

from multi-objective optimization problems provides the designer's alternatives. Yet, they need to 

look for a good compromise by examining trading-off between the conflicting criteria (financial, 

performance, environmental, etc.) to select the best design out of many alternatives. MCDA has 

been applied in different scientific areas, and numerous MCDA methodologies (such as TOPSIS, 

LINMAP, VIKOR, AHP, and Goal Programming) exist in the literature [88]. Linear Programming 

Technique for Multidimensional Analysis of Preference (LINMAP) is one of the classical MCDA 

methods used in different scientific fields [33] and is used in this chapter to rank the alternatives. 

LINMAP ranks alternatives by comparing their closeness to the ideal objective values. Ideal 

objective values are obtained by optimizing each objective individually over the range of decision 

variables. The ideal objective values are presented in Table 4.7. 
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Table 4.7. Ideal objective values over the range of decision variables in Table 4.4. 

Objective  Value 

Effectiveness-ε (%) 90.9 

Pressure drop- Δp (Pa) 1.1 

Payback period-PBP (year) 0.2 

Temperature swing- TS (°C) 1.3 

Exchanger mass- MFBR (kg) 20.3 
 

 Integration of optimization and MCDA 

Figure 4.6 shows a flowchart representing the procedure to optimize FBR and ranking 

alternatives from Pareto fronts using LINMAP. The Pareto fronts are obtained once the 

convergence criteria for the NSGA-II algorithm are reached; then, various alternatives on the 

Pareto fronts will be ranked using LINMAP. The appropriate weightage (WO), which reflects each 

objective's importance compared with other objectives, needs to be selected depending on the 

design requirements and preferences for the ranking procedure in LINMAP.  

Six scenarios (SCs) for the objective's relative importance (weight of objective (WO)) are 

considered in this study and are presented in Table 4.8. The weights add up to 1 at each row. For 

example, in scenario one (SC1), all objectives are considered to be equally important. Therefore, 

in an optimization problem that includes all objectives, the weight of each objective will be 0.20 

(5× WO1=1). For the same problem, when temperature swing is not included in optimization, the 

weight of each objective would be 0.25 (4× WO1=1 and WO1=1/4). The proposed scenarios in 

Table 8 are selected to demonstrate the impact of TS in several optimization scenarios. 

Effectiveness is considered the most important objective and is given higher weight in most 

scenarios (2-5), while Scenario 6 prioritizes TS (twice as important as other objectives) over other 

objectives. Several standard approaches (e.g., AHP: analytic hierarchy process) systematically 

determine the weight of an objective in an optimization problem [89]. However, this is not the 
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focus of this study and scenarios are selected for simplicity and inclusion of different possible 

scenarios for design.  
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Figure 4.6. Multi-objective optimization and ranking process flowchart. 

 

Table 4.8. Different scenarios (SCs) for the importance of objectives for FBRs design. 

Importance 

Weight 

Effectiveness Pressure 

drop 

Payback 

Period 

Exchanger 

mass 

Temperature 

Swing 

Value of WOs 

Without TS With TS  

Scenario 1 (SC1) WO1 WO1 WO1 WO1 WO1 1/4 1/5 

Scenario 2 (SC2) 2 WO2 WO2 WO2 WO2 WO2 1/5 1/6 

Scenario 3 (SC3) 3WO3 2WO3 2WO3 2WO3 2WO3 1/9 1/11 

Scenario 4 (SC4) 3WO4 WO4 WO4 WO4 2WO4 1/6 1/8 

Scenario 5 (SC5) 2 WO5 2WO4 WO5 WO5 2WO5 1/6 1/8 

Scenario 6 (SC6) WO6 WO6 WO6 WO6 2WO6 1/4 1/6 

 

Four optimization problems that combine different objectives are considered in this 

chapter. These problems are selected based on the optimization problems in the literature 

(presented in Table 4.1) and the manufacturer recommendations. The optimization is first 
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performed for each problem without considering TS as an objective in the optimization problem. 

Then TS is added to the same problem to understand how TS changes the Pareto fronts and selected 

optimized designs. 

 RESULTS AND DISCUSSIONS 

In this section, the sensitivity of the objective functions to the decision variables is 

presented (section 4.6.1). Then the four optimization problems are solved with/without considering 

TS as an objective (section 4.6.2). LINMAP ranking procedure is used to obtain the optimized 

FBR design for different scenarios of the importance of objectives (weight of objective: WO) from 

the Pareto fronts. 

 Sensitivity of objective functions to the decision variables 

Figure 4.7 (a-d) show the variation of objective functions to the decision variables. 

Reference decision variables are chosen from Table 4.5. Each decision variable is allowed to 

change within its range of variation in Table 4.4, while other decision variables are kept constant 

at the base exchanger design values.  

Table 4.9 summarizes the trend (increase or decrease) of different objective functions with 

an increase in the decision variables over their range of variations and justification for the changes 

in objective values. Higher effectiveness, lesser pressure drop, exchanger mass, temperature 

swing, and payback period are favourable for the design of FBRs. It should be noted that the 

exchanger cross-sectional area is kept constant for this optimization study. Also, the exchanger 

volume is changed when the exchanger length is altered. 
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Figure 4.7. Variation of ε, Δp, MFBR (left Y-axis) and PBP and TS (right Y-axis) with (a) hc (b) 

tp, (c) P, and (d) L. 

 

 Optimization of FBRs with/without temperature swing (TS) 

In this section, four optimization problems are considered to span the related objectives (ε, 

Δp, MFBR, and PBP) with and without TS, as shown in Eqns. (4.22) to (4.25). At first, optimization 

is performed without including TS as an objective to the problem; then, TS is added as an 

additional objective to the same problem to understand its impact on the Pareto fronts and selected 

optimized FBRs for scenarios in Table 4.8.  
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Table 4.9. The sensitivity of objective functions with an increase in the decision variables over 

their ranges of variation. 

Obj. 
decision 

variable 

Objective function variation with an increase in decision variable and the 

reasons for this trend  

ε 

ℎ𝑐 
decrease: lower heat transfer coefficient (h) and thermal mass decrease 

NTUo and Cr*respectively; also, fewer plates decrease axial conduction (λ). 

𝑡𝑝 increase: higher thermal mass increases Cr*; also, λ increases. 

𝑃ℎ decrease: longer recovery period decreases Cr*. 

𝐿 
increase: higher heat transfer surface area and thermal mass, increases 

NTUo and Cr*. 

Δp 

ℎ𝑐 decrease: smaller channel velocity and surface area 

𝑡𝑝 increase: higher channel velocity 

𝑃ℎ no impact 

𝐿 increase: longer channel length 

MFBR 

ℎ𝑐 decrease: smaller number of channels 

𝑡𝑝 increase: longer plate length 

𝑃ℎ no impact 

𝐿 increase: higher length 

TS 

ℎ𝑐 increase: smaller NTUo, Cr* and λ; combined impacts is an increased TS 

𝑡𝑝 decrease: higher NTUo, Cr* and λ; combined impacts reduce TS 

𝑃ℎ increase: constant NTUo and λ while decreasing Cr* increase TS 

𝐿 decrease: higher NTUo, Cr* and smaller λ; combined impacts reduce TS 

PBP 

ℎ𝑐 increase: smaller Δp, MFBR , and ε; combined impacts increase PBP 

𝑡𝑝 increase: higher Δp, MFBR, and ε; combined impacts increase PBP  

𝑃ℎ 
increase: constant Δp and MFBR with smaller ε; combined impacts increase 

PBP  

𝐿 decrease: higher Δp, MFBR and ε; combined impacts reduce PBP 
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(1) First problem: effectiveness and pressure drop  

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓𝑘(𝑥) = min {
1

𝜖
, Δp} 

(4.22)-a 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓𝑘(𝑥) = min {
1

𝜖
, Δp, TS} 

(4.22)-b 

(2) Second problem: effectiveness and payback period  

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓𝑘(𝑥) = min {
1

𝜖
, PBP} 

(4.23)-a 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓𝑘(𝑥) = min {
1

𝜖
, PBP, TS} 

(4.23)-b 

(3) Third problem: effectiveness, payback period and pressure drop  

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓𝑘(𝑥) = min {
1

𝜖
, PBP, Δ𝑝} 

(4.24)-a 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓𝑘(𝑥) = min {
1

𝜖
, PBP, Δ𝑝, TS} 

(24)-b 

(4) Fourth problem: effectiveness, payback period, pressure drop and exchanger 

mass 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓𝑘(𝑥) = min {
1

𝜖
, PBP, Δ𝑝, 𝑀𝐹𝐵𝑅} 

(4.25)-a 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓𝑘(𝑥) = min {
1

𝜖
, PBP, Δ𝑝, 𝑀𝐹𝐵𝑅 , TS} 

(4.25)-b 

Eqns. (4.22-4.25) are solved under the constraints in Eqn. (4.26) and for the decision 

variables listed in Eqn. (4.27).  

𝑁𝑇𝑈𝑜𝑎𝑛𝑑 𝐶𝑟∗ ≥ 1 (4.26) 

𝑣𝑔 = {𝐿, 𝑡𝑝, ℎ𝑐, 𝑃ℎ(= 𝑃𝑐)} (4.27) 

4.6.2.1 Maximum effectiveness, minimum pressure drop, and temperature swing 

The first optimization problem in Eqn. (4.22) optimizes FBR considering effectiveness and 

pressure drop as objectives. Figure 4.8 (a)-(c) compare the Pareto fronts for optimization problems 

with and without TS as an additional objective. Figure 4.8 (d) represents the variation of exchanger 
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mass versus effectiveness for the alternative designs on the Pareto fronts. The results show that TS 

has no significant impact on the Pareto fronts solutions, except for several non-dominated points, 

which appear at low effectiveness and medium pressure drop region. These points are part of the 

Pareto fronts because of their small temperature swing values (and hence becoming non-dominated 

solutions). These points correspond to thicker plates (2.1mm).  

Without temperature swing (  )/ With temperature swing (   ) 

 

Figure 4.8. (a)-(c) Pareto fronts for the optimization problem in Eqn. (4.22) and (d) variation of 

exchangers mass on the Pareto fronts versus effectiveness. 

 

Figure 4.9 (a-c) shows the variation of the decision variables with respect to effectiveness 

on the Pareto fronts in Fig. 4.8. At the lower effectiveness region for optimization with TS, the 

exchangers are shorter (around 0.6 m compared to the ones on the Pareto front without TS of L 

>1.3 m), channel height is about 3 mm (smaller channel height with TS), and the plate thickness 

is 2.1 mm (other exchangers on the Pareto fronts have thicknesses of about 0.5 mm). The recovery 

period is 30 seconds in all cases as it maximizes effectiveness over its range and has no impact on 

pressure drop. 
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Without temperature swing (   )/ With temperature swing (   ) 

 

Figure 4.9. (a-c) Variation of the decision variables with effectiveness on the Pareto front for the 

optimization problem in Eqn. (4.22). 

 

Table 4.10 presents selected exchangers for the different weight of objective (WO) 

scenarios presented in Table 4.8. The selected exchangers for all six scenarios have higher 

effectiveness, pressure drop, and smaller temperature swing values when compared to the base 

exchanger design. In all cases (except SC6), the selected exchangers are 1.5 m long, with a 0.5 mm 

thick plate and a recovery period of Ph=30s; but the channel heights are different. In the first five 

scenarios, when TS is added to the optimization problem, the selected exchangers have a smaller 

channel height to accommodate more plates in the FBR (higher Cr* and NTUo), while all other 

design parameters remain unchanged. The selected FBRs have a higher effectiveness (ε≈88%) and 

pressure drop values with a smaller temperature swing (TS<2.5 °C) when TS is included. For the 

last weight of objective scenario (SC6) where TS is twice as important as effectiveness and pressure 

drop, the selected FBR has a length of 0.58 m with a plate thickness of 2.1 mm. The exchanger 

mass increases from 102 kg to 129 kg to have 0.7 °C temperature swing reduction. This point 

belongs to the set of new points in the low effectiveness region in Fig. 4.8 (a) for the optimization 

problem with TS. For SC6, the selected optimized exchanger has a smaller pressure drop (7.4 Pa) 

and effectiveness (58.9%). 
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Table 4.10. Decision variables and objective values corresponding with the selected FBRs for 

different objective weightage scenarios for the optimization problem in Eqn. (4.22) (WO/TS: 

without TS and W/TS: with TS). 

Parameter EX base SC1 SC2 SC3 SC4 SC5 SC6 

  WO/TS W/TS WO/TS WTS WO/TS W/TS WO/TS W/TS WO/TS W/TS WO/TS W/TS 

L (m) 1 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 0.58 

tp(mm) 0.7 0.50 0.50 0.50 0.51 0.50 0.50 0.50 0.50 0.50 0.50 0.50 2.1 

Ph(s) 120 30 30 30 30 30 30 30 30 30 30 30 30 

hc(mm) 4.0 3.4 2.6 3.0 2.5 3.1 2.6 2.7 2.4 3.4 2.6 3.4 2.9 

MFBR (kg) 69.7 102 130 114 134 109 130 122 139 102 130 102 129 

εs (%) 61.0 82.8 88.2 85.7 88.4 84.7 88.2 87.1 89.3 82.8 88.2 82.8 58.9 

Δp (Pa) 3.4 10.0 18.5 13.3 19.2 11.9 18.5 15.7 22.1 10.0 18.5 10.0 7.4 

PBP (year) 3.8 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 4.4 

TS(°C) 6.9 3.0 2.4 2.7 2.4 2.8 2.4 2.5 2.3 3.0 2.4 3.0 2.3 
 

It can be concluded from the selected values in Table 4.10 that the improvement of TS 

values for all scenarios is less than 1°C when TS is included in the optimization problem. 

Simultaneously, there are considerable penalties for the exchanger mass (≈17-30 kg heavier) and 

pressure drop (≈ 2-10 Pa more pressure drops except for SC6). 

FBR flow rate exchanger was considered to be constant in the optimization problems 

(constant face velocity). The optimization problem was solved at 80% and 120% of the original 

face velocity to investigate the impact of flow rate on the optimization problem. The Pareto fronts 

(effectiveness versus pressure drop) at different face velocities are presented in Fig. 4.10. The 

shape of Pareto fronts for the problems with and without TS at different face velocities are similar. 

The MCDA procedure for different weight of objective (WO) scenarios presented in Table 4.8 are 

repeated, and it was found that the improvements in temperature swing (when TS is added the 

optimization problems) are negligible. At the same time, penalties for pressure drop and exchanger 

mass are considerable.  
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Figure 4.10. Pareto fronts for the optimization problem in Eqn. (4.22) at three different face 

velocities of V, 0.8V and 1.2V with and without TS. 

 

4.6.2.2 Maximum effectiveness, minimum payback period, and temperature swing 

Figure 4.11 (a)-(c) represents Pareto fronts for optimizing FBRs as in Eqn. (4.23) 

(effectiveness and payback period as objectives) with/without considering TS as an objective for 

optimization. When TS is considered as an objective in the optimization problem, several non-

dominated solutions (at smaller effectiveness) appear on the Pareto fronts which have small 

temperature swing values (Fig. 4.11 (b)) and higher payback periods (Fig. 4.11 (c)). The smaller 

TS values are obtained with shorter exchanger length, thicker plate thickness, and increased 

channel heights. The small TS values make these points non-dominated by other points and appear 

on the Pareto fronts. 
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Without temperature swing (   )/ With temperature swing (   ) 

 

Figure 4.11. (a)-(c) Pareto fronts for the optimization problem in Eqn. (4.23) and (d)-(f) 

exchanger mass versus effectiveness, temperature swing, and payback period for the Pareto 

fronts. 

 

The exchanger properties correspond with the six decision-making scenarios (as in Table 

4.8) are presented in Table 4.11. All selected exchangers (with and without TS) have a plate 

thickness of 0.5 mm and a recovery period of 30 seconds. When TS is considered as an objective 

in optimizing FBR, longer exchangers are to be selected. The selected exchangers are less than 1 

m long for optimization without TS and > 1.15 m long with TS. Effectiveness increases for longer 

exchanger and TS decreases, while the payback period remains almost constant. Heavier 

exchangers (MFBR) are selected to minimize the temperature swing. The simultaneous increase in 

effectiveness, pressure drop, and exchanger mass cancels out the payback period changes. Higher 

pressure drop and exchanger mass are the downsides of the optimized FBRs considering TS as an 

objective, while higher effectiveness contributes to the fact that payback periods remain 

unchanged. Unlike the previous optimization problem (in section 4.6.2.1), the additional design 

points on the Pareto fronts for optimization with TS are not selected for any decision-making 
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scenarios, even for the SC6, where temperature swing is prioritized over other objectives. For these 

points, effectiveness values are small, and the payback periods are long, which both are 

unfavourable for FBR design. 

Table 4.11. Decision variables and objective values corresponding with the selected FBRs for 

different objective weightage scenarios for the optimization problem in Eqn. (4.23) (WO/TS: 

without TS and W/TS: with TS). 

Parameter EX base SC1 SC2 SC3 SC4 SC5 SC6 
  

WO/TS W/TS WO/TS WTS WO/TS W/TS WO/TS W/TS WO/TS W/TS WO/TS W/TS 

L (m) 1 0.82 1.15 0.86 1.17 0.83 1.17 0.92 1.27 0.86 1.27 0.82 1.27 

tp(mm) 0.7 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 

Ph(s) 120 30 30 30 30 30 30 30 30 30 30 30 30 

hc(mm) 4.0 2.02 2.02 2.02 2.02 2.02 2.02 2.02 2.00 2.02 2.00 2.02 2.00 

MFBR (kg) 69.7 85 120 90 122 87 122 96 134 90 134 85 134 

εs(%) 61.0 84.4 88.4 85.2 88.6 84.7 88.6 85.9 89.5 85.2 89.5 84.4 89.5 

Δp(Pa) 3.4 16.6 23.6 17.6 24.0 17.0 24.0 18.7 26.7 17.6 26.7 16.6 26.7 

PBP (year) 3.8 2.9 2.9 2.9 2.9 2.9 2.9 2.9 3.0 2.9 3.0 2.9 3.0 

TS(°C) 6.9 3.2 2.4 3.0 2.4 3.1 2.4 2.8 2.3 3.0 2.3 3.2 2.3 

 

Again, in this problem, optimization of FBR including TS as an additional objective leads 

to less than 1ºC improvement in TS. While pressure drop values are increased about 35-60%, and 

exchanger mass values have increased about 30-60%. Also, improvement in effectiveness is less 

than 5%.  

The FBR flow rate was changed to 80% and 120% compared to the original flow rate to 

study the impact of flow rate on the results, and it was observed that this does not change the main 

conclusions of insignificance improvement of TS and considerable penalties for mass and pressure 

drop in the optimization problem considering TS as an objective.  

4.6.2.3 Maximum effectiveness, minimum payback period, pressure drop, and 

temperature swing 

Figure 4.12 (a-e) shows the Pareto fronts for the optimization problem in Eqn. (4.24). 

Adding TS to the optimization problem, the non-dominated solutions at higher effectiveness and 



114 

 

pressure drop (Fig. 4.12 (a-c)) do not change—like the previous problems. However, at medium 

to low pressure drop and effectiveness ranges (ε<85% and Δp<20 Pa), the non-dominated solutions 

are appeared on the Pareto fronts by changing the exchanger mass to reduce TS (Fig. 4.13 (a-d)). 

Unlike the two previous optimization problems, the Pareto fronts for optimization with TS have 

more different non-dominate solution points because more objectives need to be optimized 

simultaneously. The region is also broader to include medium values of effectiveness and pressure 

drop, as shown in Fig. 4.13 (a-d). 

Without temperature swing (   )/ With temperature swing (   ) 

 

Figure 4.12. Comparison of Pareto fronts for the optimization problem in Eqn. (4.24) with 

(hexagonal)/without (circles) temperature swing. 

 

Table 4.12 presents the optimized FBRs for different decision-making scenarios 

considered in Table 4.8. From Eqn. (4.11) (or Fig. 4.4 (b)), the exchangers Cr*need to be increased 

to achieve a lower TS. Higher Cr* is obtained by increasing the exchanger length (higher exchanger 

mass); this would increase NTUo and effectiveness, with a penalty of higher pressure drop and 

exchanger mass. With TS as an objective in the optimization problem, the optimized FBRs will be 
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heavier (longer) with higher effectiveness, pressure drop, payback period, and smaller TS. The 

improvement from optimizing TS is insignificant (less than 1ºC), while the penalties are about 35-

60% and 10-50% increases in exchanger mass and pressure drop, respectively. Effectiveness 

enhancement is less than 5%.  

Without temperature swing (  )/ With temperature swing (   ) 

 

Figure 4.13. Comparison of Pareto fronts for optimization of FBRs in Eqn. (4.24) with 

(hexagonal)/without (circles) temperature swing. 

Table 4.12. Decision variables and objective values corresponding with the selected FBRs for 

different objective weightage scenarios for the optimization problem in Eqn. (4.24) (WO/TS: 

without TS and W/TS: with TS). 

Parameter EX base SC1 SC2 SC3 SC4 SC5 SC6 
  

WO/TS W/TS WO/TS WTS WO/TS W/TS WO/TS W/TS WO/TS W/TS WO/TS W/TS 

L (m) 1 0.79 1.48 0.79 1.48 0.79 1.48 0.96 1.38 1.00 1.48 0.79 1.38 

tp(mm) 0.7 0.50 0.51 0.50 0.51 0.50 0.51 0.50 0.51 0.51 0.51 0.50 0.51 

Ph(s) 120 30 30 30 30 30 30 30 30 30 30 30 30 

hc (mm) 4.0 2.02 2.62 2.02 2.62 2.02 2.62 2.15 2.32 2.59 2.62 2.02 2.32 

MFBR (kg) 69.7 83 128 83 128 83 128 96 130 87 128 83 130 

εs (%) 61.0 84.0 87.6 84.0 87.6 84.0 87.6 85.6 88.6 82.8 87.6 84.0 88.6 

Δp (Pa) 3.4 16.0 17.3 16.0 17.3 16.0 17.3 17.1 21.0 11.8 17.3 16.0 21.0 

PBP (year) 3.8 2.9 3.0 2.9 3.0 2.9 3.0 2.9 3.0 2.9 3.0 2.9 3.0 

TS(°C) 6.9 3.3 2.4 3.3 2.4 3.3 2.4 2.8 2.4 3.3 2.4 3.3 2.4 
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Changing FBR flow rate to 80% and 120% of its original values does not change the main 

conclusions of insignificance improvement of TS and considerable penalties for mass and pressure 

drop in this optimization problem. 

4.6.2.4 Maximum effectiveness, minimum payback period, pressure drop, and 

temperature swing 

In this section, the optimization problem presented in Eqn. (4.25) is considered. The Pareto 

fronts with and without including TS as an objective to the problem are obtained. The decision 

variables and objective values corresponding with different decision-making scenarios in Table 8 

are also obtained. The conclusions for this problem are like the optimization problem in section 

4.6.2.3. Figure 4.14 shows the Pareto fronts for this optimization problem and Table 4.13 presents 

the selected optimized exchangers for the six decision-making scenarios in Table 4.8. When TS is 

included in the optimization problem, the selected exchangers will have smaller TS values. The 

improvement is less than 1ºC, like the previous problems. The penalties for exchanger mass and 

pressure drop increases are between 50-65% and 12-52%, respectively. The payback period values 

are increased by less than 0.1 year, while effectiveness improvement is less than 6%.  

By changing the airflow of FBR to 80% and 120% of the original flow rate, the main 

conclusions of negligible reduction in TS and considerable penalties for mass and pressure drop 

were observed for the optimization problem in this section. 

 



117 

 

Without temperature swing (  )/ With temperature swing (   ) 

 
Figure 4.14. Comparison of Pareto fronts for the optimization of FBRs in Eqn. (4.25) with 

(hexagonal)/without (circles) temperature swing. 

 

Table 4.13. Decision variables and objective values corresponding with the selected FBRs for 

different objective weightage scenarios for the optimization problem in Eqn. (4.25) (WO/TS: 

without TS and WTS: with TS). 

Parameter EX base SC1 SC2 SC3 SC4 SC5 SC6 
  

WO/TS W/TS WO/TS WTS WO/TS W/TS WO/TS W/TS WO/TS W/TS WO/TS W/TS 

L (m) 1 0.76 1.22 0.78 1.22 0.76 1.22 0.80 1.31 0.83 1.48 0.76 1.31 

tp (mm) 0.7 0.50 0.53 0.50 0.53 0.50 0.53 0.50 0.50 0.51 0.56 0.50 0.50 

Ph(s) 120 30 30 30 30 30 30 30 30 30 30 30 30 

hc (mm) 4.0 2.07 2.24 2.00 2.24 2.07 2.24 2.00 2.21 2.26 2.81 2.07 2.21 

MFBR (kg) 69.7 79 123 82 123 79 123 84 129 81 130 79 129 

εs (%) 61.0 83.2 87.7 84.0 87.7 83.2 87.7 84.3 88.8 82.9 86.2 83.2 88.8 

Δp (Pa) 3.4 14.7 20.3 16.2 20.3 14.7 20.3 16.6 22.3 13.3 14.9 14.7 22.3 

PBP 

(year) 

3.8 

2.9 3.0 2.9 3.0 2.9 3.0 2.9 3.0 2.9 3.0 2.9 3.0 

TS(°C) 6.9 3.4 2.4 3.3 2.4 3.4 2.4 3.2 2.4 3.4 2.6 3.4 2.4 
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 SUMMARY AND CONCLUSIONS 

The temperature of the airstreams at the outlet of FBR varies with time, even at the quasi-

steady-state condition. When designing FBR, it is essential that every physical parameter and 

recovery period is carefully considered to prevent large variations in outlet temperature 

(temperature swing: TS) of airstreams, which might deteriorate occupant thermal comfort and put 

a variable load on the HVAC system. A large TS is undesirable and has not been investigated for 

FBRs and not included in the optimization of FBRs so far. In this chapter, the results of the 

validated numerical model were used to develop a correlation for TS as a function of design 

parameters (NTUo, Cr* and 𝐶𝜆 ). From the developed correlation, it was found that temperature 

swing decreases with an increase in Cr* or 𝐶𝜆 and increases when NTUo is increased.  

Optimization of FBRs is performed with and without TS as an objective. A decision-

making process, LINMAP, is integrated into the optimization problem to select exchangers from 

the Pareto fronts. The addition of TS to the optimization problems does not change the Pareto 

fronts at higher values of effectiveness and pressure drop whereas it changes the Pareto fronts in 

the low to medium ranges of effectiveness and pressure drop. At these ranges, the exchanger mass 

is increased to reduce the temperature swing. When TS is included in the decision-making process, 

a heavier exchanger is chosen to achieve a smaller temperature swing. The reduction of TS is less 

than 1ºC compared to optimization without considering TS, while the penalties for pressure drop 

and exchanger mass are between 30-60%. This means that the addition of TS to the optimization 

problems would not decrease TS significantly while penalties for exchanger mass and pressure 

drop are considerable. The simulations have been repeated at different flow rates, and the main 

conclusion of the insignificant reduction of TS at the expense of higher exchanger mass and 

pressure drop continues to be valid.  
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 The third objective of this thesis, (to optimize sensible FBRs considering transient 

characteristics), hence, was addressed and documented in this chapter. The HVAC manufacturers 

and equipment designers could use the TS correlation proposed in this chapter to limit the TS in 

their design. Although this chapter focus is on HVAC systems, the presented results and 

correlation for TS could be useful for other industries that use FBR for heat recovery.  

In the next chapter, a transient numerical model will be presented to predict the transient 

characteristics of desiccant-coated FBRs and sensors and to accurately evaluate their performance. 

Measurement recommendations in the test standards will be analysed and recommendations will 

be provided for accurate evaluation of performance.  
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CHAPTER 5 

 A TRANSIENT NUMERCIAL MODEL FOR DESICCANT COATED 

FIXED-BED REGENERATORS 

 OVERVIEW 

This chapter documents the developed transient numerical model for desiccant-coated 

FBRs, which is the final objective of this PhD thesis. The model consists of an FBR model and 

sensor models (temperature and humidity). The numerical model, solution procedure, and 

validation are explained in detail. FBRs with two different outlet air properties profiles are 

identified and analysed using the developed numerical model. Measurement recommendations are 

provided for FBRs with both profiles.  

This chapter was submitted as a research paper to Science and Technology for the Built 

Environment journal in August 2021 (the paper was accepted in December 7, 2021). To avoid 

repetition, part of the experimental test facility description of the paper is modified, and proper 

reference is provided to the previous chapters. The author of this thesis (Hadi Ramin) developed 

the numerical model and prepared the original draft of the paper. Mr. Krishnan (PhD student) 

conducted the experiments for validation and wrote the experimental section. Dr. Annadurai 

(Postdoctoral fellow) and Prof. Simonson (Supervisor) contributed to this paper by critically 

reviewing the paper.  
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A transient numerical model for desiccant-coated fixed-bed regenerators  

 (Submitted to Science and Technology for the Built Environment, August 2021) 

Hadi Ramin, Easwaran N Krishnan, A. Gurubalan and Carey J Simonson 

 ABSTRACT 

Desiccant-coated fixed-bed regenerators (FBRs) can achieve high effectivenesses due to a 

high ratio of energy transfer area to volume and, therefore, are favourable air-to-air energy 

exchangers (AAEEs) for HVAC systems. However, unlike other types of AAEEs, the air 

properties (i.e., temperature and humidity) at the outlet of FBRs vary with time. The variations in 

outlet airflow properties can cause errors in measurements because the measurements include the 

transient responses of both the FBR and the sensors. In this chapter, a numerical model is 

developed to evaluate the performance of desiccant-coated FBRs and their transient operation. The 

model comprises of a model of the exchanger (FBR model) and models of temperature and 

humidity sensors (sensor model) to distinguish the actual performance of the FBR alone from the 

measured performance which includes both the FBR and the sensors response. The model is 

validated with experimental measurements and available results in the literature. The model can 

decouple the measured response of the FBR and sensors to predict the FBR performance (and 

effectiveness errors because of the response of sensors). The effectiveness error can be as high as 

70% in some design and operating conditions. This chapter's main contribution is that it provides 

an insight into the complex heat and mass transfer processes in desiccant-coated FBRs and 

measurement sensors. The results of this chapter could be used to provide practical 

recommendations for humidity measurements of different types of desiccant-coated FBRs 
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developed for HVAC applications. Furthermore, the measurement requirements in the current 

North American testing standards (ASHRAE 84 and CSA C439-18 standards) for FBRs are 

examined. Recommendations from this chapter could be implemented in future versions of these 

standards.  

 INTRODUCTION  

Air-to-air-energy exchangers (AAEEs) are widely used in HVAC applications because 

they increase the energy efficiency of HVAC systems by transferring energy/heat between the 

exhaust airstream (leaving from buildings) and the outdoor fresh supply airstream entering 

buildings to precondition the supply air. Different types of AAEEs are available in the market, 

including fixed-plate exchangers, heat pipes, energy/heat wheels, fixed-bed regenerators (FBRs), 

and run-around membrane exchangers [90–94]. Among these AAEEs, FBRs are gaining more 

interest nowadays for energy recovery in HVAC applications [11–13,16,32,95], due to their high 

ratio of energy transfer area to volume which leads to a high effectiveness. In the literature, they 

are widely referred to as single-core regenerators, double-core regenerators [22], room-based 

ventilators [16,51], reversing-flow regenerators [22], and exchangers with a periodic change in the 

flow direction [12,52,53].  

Heat and moisture exchange occurs between the supply and exhaust airstreams that 

alternately flow through the core matrix/s (bed/s) of desiccant-coated FBRs. FBRs are cyclic 

devices, and each cycle of their operation consists of a hot and humid period and a cold and dry 

period. Since FBRs operate by storing and releasing heat and moisture, the air properties (i.e., 

temperature and humidity) at the outlet of FBRs continuously change with time. The air properties 

never reach a steady-state condition; instead, they change in a quasi-steady-state periodic pattern. 

That is the outlet properties (temperature and humidity) of airstreams in FBRs vary with time but 
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cyclically repeat themselves [20,33]. Figure 5.1 shows a single-core FBR and its inlet/outlet air 

temperature/humidity profile for a complete cycle of operation. The variations in the outlet air 

properties pose challenges for accurate measurement and, consequently, the prediction of latent 

and sensible effectiveness of desiccant-coated FBRs. These challenges are due to both the transient 

nature of the air properties at the outlet of the FBR and the transient characteristics of sensors. 

Thus, the measured air properties from sensors during experiments would be different from the 

actual air properties [20,21,50].  
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Figure 5.1. A schematic of single-core FBR and the variation of air properties during discharge 

and regeneration periods for winter climatic conditions. 

 

Besides the variation of properties during each period, the sensors' conditions in the 

previous period (which is the initial conditions for the subsequent period) affect the sensor’s 

measurements in the subsequent period. For example, Fig. 5.1 shows that the sensor located indoor 

measuring the outlet air properties during the cold and dry period was previously exposed to the 

hot and humid indoor air conditions (initial conditions of sensor). Therefore, both the sensor's 

initial condition and the variation of airflow properties during each period are critical in obtaining 
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the effect of sensor transient characteristics in the measurement of air properties at the outlet of 

FBRs [33,54–56].  

The transient characteristics of FBRs and sensors and their impacts on effectiveness 

measurements of sensible FBRs are documented in the literature. A transient numerical model [50] 

was developed to evaluate the impacts of transient characteristics of sensible FBRs and sensors on 

the performance evaluation (Chapter 2). The model was validated with experimental 

measurements from a small-scale test facility [20]. In addition, the temperature sensor 

requirements for accurate evaluation of effectiveness are recommended (Chapter 3) [28,33]. 

However, the effects of transient characteristics of desiccant-coated FBRs and sensors on the 

measurement requirements is not yet studied in the literature. Hence, this study aims to fill this 

research gap in the literature. This study is essential for the accurate evaluation of desiccant-coated 

FBR’s performance. The coupled heat and mass transfer process of desiccant-coated FBRs and 

temperature-dependent humidity measurement techniques would make their transient 

characteristics much more complicated compared to sensible FBRs and temperature sensors. 

Therefore, this chapter provides insights into the coupled response of desiccant-coated FBRs and 

humidity sensors.  

The measurement requirements for testing FBRs have been recently included in ASHRAE 

standard 84 [21] and an affirmative appendix in CSA C439-18 standard [22]. These standards 

require at least 30 measurements per recovery period (for recovery period of 60 seconds) with 

sensors that have response times shorter than the sampling rate. The standards recommendations 

for temperature measurement are previously investigated and reported in literature [28,32,33]. 

According to these studies [28,33], the requirements for accurate sensible effectiveness 

measurements depend on FBR configurations and design conditions (NTU, Cr*, and λ). 
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Furthermore, it was concluded that temperature sensor requirements in these standards are rigorous 

and could be relaxed depending on the test configurations and operating conditions. Properties 

measurement requirements, however, for combined heat and moisture transfer for the desiccant-

coated FBRs have not been studied in the literature and this chapter examines these measurement 

requirements.  

Overall, in this chapter, a transient numerical model is presented and validated for heat and 

moisture transfer in desiccant-coated FBRs and sensors. The model is then used to provide insights 

into the complex process of heat and moisture transfer in FBRs and humidity sensor measurements 

and provide guidance for the test standards when measuring the transient outlet properties of 

desiccant-coated FBRs. 

 FBR CONFIGURATIONS AND OUTLET PROPERTY PROFILES 

The outlet property profiles of airstreams (temperature and humidity) depend on the FBRs 

configurations and location of sensors. According to the number of exchangers, there are two FBRs 

types, namely single-core and double-core FBRs. Generally, it can be concluded that the 

measurement sensors are exposed to either a positive/negative sawtooth or semi-sawtooth profile 

depending on the configuration of FBRs. The sawtooth profile consists of positive or negative 

(depends on the direction of energy transfer from the airstream to the exchanger or from the 

exchanger to the airstream) ramps, while the semi-sawtooth profile has a horizontal part before a 

positive or negative ramp. This flattened part (horizontal part) of the semi-sawtooth profile 

represents the initial condition of the sensors before they are exposed to the FBR outlet airstream. 

In other words, the sensors in FBR with a semi-sawtooth profile are exposed to the inlet conditions 

followed by the outlet conditions, while FBR with a sawtooth profile are always exposed to the 

outlet conditions. Table 5.1 presents the various FBR configurations in the literature and test 
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standards along with their outlet air property profiles (sawtooth or semi-sawtooth profile). 

According to Table 5.1, the sensors at the outlet of double-core exchangers in the CSA C439-18 

standard [22] and ASHRAE standard 84 [21] experience a periodic positive sawtooth profile for 

the hot and humid period and a periodic negative sawtooth profile for the cold and dry period. 

Also, for the double-core exchanger developed by Tempeff [17], the supply side sensors are 

exposed to a sawtooth profile while those on the exhaust side experience a semi-sawtooth profile. 

For the single-core exchanger or room-based energy recovery exchanger (ventilator) [13], as 

shown in Table 5.1, the sensors at the FBR supply and exhaust sides are exposed to a semi-

sawtooth profile that is labelled exchanger sensor in Table 5.1.  

A small-scale test facility was developed by Krishnan et al. [20] at the University of 

Saskatchewan to evaluate the performance of FBRs; a schematic of the test section in the small-

scale test facility is presented in Table 5.1. The exchanger in the test section is moved between 

two airflow ducts to replicate the alternating nature of FBRs. To measure the air properties at the 

outlet of the exchanger, a set of measurement sensors are attached to the exchangers (called 

exchanger sensors that move with the exchanger), and another set is fixed to the airflow ducts 

(called duct sensors), as shown in the Table. The duct and exchanger sensors are exposed to 

different airstream profiles as they have different initial conditions, but both are exposed to semi-

sawtooth profiles.  

From the above discussions and Table 5.1, it can be concluded that three sensors 

configurations could be considered for desiccant-coated FBRs: (1) sensors exposed to sawtooth 

profile, (2) exchanger sensors, and (3) duct sensors. The latter two sensors are exposed to semi-

sawtooth profiles. 
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Table 5.1. Different configurations of FBRs and their corresponding outlet air property profiles 

(temperature and humidity profiles). 

 Sawtooth properties profile Semi-sawtooth properties profile 
 

Hot & humid outlet  Cold & dry outlet Hot & humid outlet  Cold & dry outlet 
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le

 s
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 Examples in literature Examples in literature 
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RAEA
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 Ref: ASHRAE standard 84 [21] Ref: Room-based ventilation [16] 

 

 

Exchanger sensorsDuct sensors

Cold & dry inlet 

Hot & humid  inlet 

Cold &dry outlet 

Hot/humid outlet 

Hot &Humid 
flow duct

Cold & dry 

flow duct

 

 Ref: CSA C439-18 standard [22] Ref: Small-scale test facility [20]  
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 Ref: Double-core FBRs manufactured by Tempeff [17] 
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 PERFORMANCE PARAMETERS  

The performance of an FBR is quantified using effectiveness [21,22], and the sensible, 

latent (or moisture), and total (or enthalpy) effectiveness are represented by Eqns. (5.1), (5.2) and 

(5.3) respectively for both the hot and humid and cold and dry periods. 

Sensible effectiveness 

εsh =
ṁhCpg(T̅h,o − Th,i) 

min(Ch, Cc) (Th,i − Tc,i)
 

(5.1) 

εsc =
ṁcCpg(T̅c,o − Tc,i) 

min(Ch, Cc) (Th,i − Tc,i)
 

Latent effectiveness 

εlh =
ṁh(Wh,i − W̅h,o) 

min(ṁh, ṁ𝑐) (Wh,i − Wc,i)
 

(5.2) 

εlc =
ṁh(W̅c,o − Wc,i) 

min(ṁh, ṁc) (Wh,i − Wc,i)
 

Total effectiveness 

εth =
ṁh(Hh,i − H̅h,o) 

min(ṁh, ṁc) (Hh,i − Hc,i)
 

(5.3) 

εtc =
ṁh(H̅c,o − Hc,i) 

min(ṁh, ṁc) (Hh,i − Hc,i)
 

 

The symbols in the above equation are defined in the nomenclature. The temperature, 

humidity, and enthalpy of the air at the outlet of FBR vary with time; hence the time-averaged 

values (Temperature: T̅c,o and T̅h,o, humidity: W̅c,o and W̅h,o, enthalpy: H̅c,o and H̅h,o ), are used in 

the effectiveness evaluation in the above equations. The time-averaged outlet air prosperities for 

any variable (𝜒 : temperature, humidity ratio or enthalpy) in the cold and dry period (Eqn. (5.4)) 

and the hot and humid period (Eqn. (5.5)) are calculated as follows.  

�̅�c,o =
1

Pc
∫ 𝜒c,odt

Pc

0

,  (5.4) 

�̅�h,o =
1

Ph
∫ 𝜒h,odt

Ph

0

, (5.5) 

 

Pc and Ph are the duration of the hot (and humid) and cold (and dry) periods, respectively. 
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The enthalpy of air is calculated in Eqn. (5.6). 

𝐻 = 𝐶𝑝𝑔𝑇 + 𝑊(ℎ𝑓𝑔 + 𝐶𝑝𝑤𝑇),  (5.6) 

 NUMERICAL MODEL FOR EXCHANGER (FBR) AND MEASUREMENT 

SENSORS 

Instantaneous temperature and humidity ratio profiles at the outlet of a desiccant-coated 

FBR during both hot (and humid) and cold (and dry) periods are required to quantify errors due to 

the transient response of temperature and humidity sensors. In this chapter, a mathematical model 

developed by Simonson and Besant [36,96] is used to obtain the instantaneous temperature and 

humidity profiles which is called the FBR model. The FBR model provides the actual outlet 

condition from the FBR without including the impact of sensors. Then models for the temperature 

and humidity sensors (sensor model) are implemented to capture what would be measured using 

sensors. The combined FBR and sensors model results can be compared with experimental 

measurements as the measurements from an experiment include the sensor responses. The FBR 

model, temperature sensor model, and humidity sensor model are presented in the following 

subsections.  

 FBR model 

In FBR, the two separate airstreams (hot (and humid) stream and cold (and dry) stream) 

alternately flow through the energy exchanger, which consists of numerous channels. Because of 

the similarity between the flow channels, the governing equations will be presented for a single 

channel. The schematic of the cross-section of an airflow channel is shown in Figure 5.2. During 

the hot and humid period, the energy from the hot and humid airstream is absorbed (solid lines in 
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Fig. 5.2) in the matrix, which is then transferred to the cold and dry air during the subsequent cold 

and dry period (dashed line in Fig. 5.2). 

Desiccant

Desiccant

Hot and humid 

period

Aluminum

Aluminum

Inlet Temp. and 

Humidty

Cold and dry 

period

L

x: Axial coordinate

Inlet Temp. and 

Humidity

Outlet Temp. 

and Humidity

Energy exchange 
process during 

the hot and 
humid period

Energy exchange 
process during 

the cold and dry 
period

Outlet Temp. and 

Humidity

 

Figure 5.2. A schematic of the numerical domain for heat and mass transfer in a representative 

channel of desiccant-coated FBR. 

 

The 1-D (bulk mean temperature and moisture concentration)  governing  equations 

presented by Simonson and Besant [97,98] for desiccant-coated regenerators are adopted in this 

chapter. The conservation of mass in the airstream results in two continuity equations, for water 

vapor and dry air as follows: 

Ag

∂ρv

∂t
+

∂

∂x
(ρvVAg) + m′̇ = 0 (5.7) 

∂ρa

∂t
+

∂

∂x
(ρaV) = 0 (5.8) 

Where V is the mean airflow velocity, m′̇  is the rate of phase change per unit of exchanger length, 

Ag is the cross-sectional area of the channel and ρv is water vapor density and ρa is dry air density. 

The conservation of mass for the desiccant is as follows: 
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m′̇ = ρd,dryAd

∂u

∂t
 (5.9) 

Where ρ(d,dry) is the density of dry desiccant, and Ad and u are the surface area of the desiccant, 

and mass fraction of water in the desiccant, respectively. The energy conservation equations for 

coupled heat and moisture transfer in the airstream (Eqn. (5.10)) and exchanger matrix (Eqn. 

(5.11)) are as follows: 

ρgCPg
Ag

∂Tg

∂t
+ UρgCPg

Ag

∂Tg

∂x
− m′̇ hadη + h

As
′

L
(Tg − Tm) = 0 (5.10) 

ρmCPm
Am

∂Tm

∂t
− m′̇ had(1 − η) − h

As
′

L
(Tg − Tm) =

∂

∂x
(kmAm

∂Tm

∂x
) (5.11) 

Where t, x, Cp, 𝑘, h, L and T are time, axial coordinate, specific heat, thermal conductivity, 

convective heat transfer coefficient, length of channel and temperature, respectively. Subscripts 

‘g’ and ‘m’ are used to represent the air and matrix (desiccant + aluminum) variables, respectively. 

𝐴′𝑠 and 𝐴𝑚 represent heat transfer surface area and cross-sectional area of the exchanger plate. 

The term 𝜂 in the above equations represents the distribution of phase change energy between the 

desiccant and the airflow [36]. 𝜂 is determined form Eqn. (5.12). 

η =
kg √αg⁄

kg √αg⁄ + km √αm⁄
 (5.12) 

αg and αm are thermal diffusivity of the airflow and matrix, respectively and 𝑘𝑔 = ℎ𝐷ℎ. 

The value of η is expected to be between 0 and 0.1 [35]. Several thermodynamics correlations are 

required to complete the formulation of problem; these equations could be found in [40] and are 

presented in Appendix C.  

Moisture transfer between the airstream and the desiccant during adsorption and desorption 

is obtained from Eq. (5.13). 
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m′̇ = hm

As
′

L
(uv − uv,m) (5.13) 

Where hm and uv,m are the convective mass transfer coefficient and mass fraction of water vapor 

on the surface of desiccant, respectively. hmis determined using the analogy between heat and 

mass transfer and uv,mis obtained from the sorption isotherms.  

The boundary conditions are presented in Eqns. (5.14) -(5.17). 

Tg(x = 0, mP ≤ t ≤ mP + Ph ) = Th,i ;                 𝑚 = 0,1,2, … (5.14) 

Tg(x = L, mP + Ph ≤ t ≤ (m + 1)P) = Tc,i ;        𝑚 = 0,1,2, … (5.15) 

ρv(x = 0, mP ≤ t ≤ mP + Ph) = ρ𝑣h,i
(t);              𝑚 = 0,1,2, … (5.16) 

ρv(x = 0, mP + Ph ≤ t ≤ (𝑚 + 1)P) = ρ𝑣c,i
(t);   𝑚 = 0,1,2, … (5.17) 

Furthermore, heat and mass transfer at the ends of the channel are considered to be negligible and 

the boundary conditions can be written as: 

𝜕𝑇𝑚

𝜕𝑥
|

𝑥=0
=

𝜕𝑇𝑚

𝜕𝑥
|

𝑥=𝐿
= 0 (5.18) 

𝜕𝑢

𝜕𝑥
|

𝑥=0
=

𝜕𝑢

𝜕𝑥
|

𝑥=𝐿
= 0 (5.19) 

 

The fundamental dimensionless groups for heat and mass transfer in desiccant-coated 

regenerators have been derived from the governing equations presented in Eqns. (5.7,5.8, 5.10, 

5.11) [35,98]. Simonson and Besant [35] derived the fundamental dimensionless groups for heat 

and moisture transfer in the desiccant-coated regenerators; these equations are presented as 

follows.  

∂𝜌𝑣

∂x∗
= NTUmt(ρv,m − ρv) (5.20) 
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∂ρv,m

∂t∗
=

NTUmt

𝐶𝑟𝑚𝑡
∗ (ρv − ρv,m) (5.21) 

∂Tg
∗

∂x∗
= NTUht(Tm

∗ − Tg
∗) (5.22) 

∂Tm
∗

∂t∗
=

NTUht

𝐶𝑟ℎ𝑡
∗ (Tg

∗ − Tm
∗ ) (5.23) 

Where NTUmt is the number of moisture transfer units, 𝐶𝑟𝑚𝑡
∗  is the matrix moisture capacity ratio, 

NTUht is the number of heat transfer units and 𝐶𝑟ℎ𝑡
∗  is the matrix heat capacity ratio for a desiccant-

coated regenerators. These variables are given in Eqns. (5.24) to (5.27) 

NTUmt = 𝑁𝑇𝑈𝑜 = (
1

�̇�𝐶𝑝𝑔
)

𝑚𝑖𝑛

[
1

(ℎ𝐴𝑠)ℎ
+

1

(ℎ𝐴𝑠)𝑐
]

−1

 (5.24) 

𝐶𝑟𝑚𝑡
∗ = 𝐶𝑟𝑚∗

𝜕𝑢

𝜕𝑅𝐻
(

𝑒
5294
𝑇𝑎𝑣𝑒

106
− 1.61RHave) (5.25) 

𝑁𝑇𝑈ℎ𝑡 =
𝑁𝑇𝑈𝑜

1 + 𝜂
𝜖𝑙

𝜖𝑠
𝐻∗

  (5.26) 

𝐶𝑟ℎ𝑡
∗ =

𝐶𝑟∗

1 + 𝜂
𝜖𝑙

𝜖𝑠
𝐻∗

  (5.27) 

Where 𝑁𝑇𝑈𝑜 and 𝐶𝑟∗ =
MCp,m P⁄

ṁcP,g
 are the overall number of heat transfer units and the matrix heat 

capacity rate ratio for the sensible regenerators. 𝜖𝑙 and 𝜖𝑠 are the latent and sensible effectiveness 

and 𝐻∗ is the operating condition factor [35]. 𝐻∗is the ratio of latent to sensible energy differences 

of airstreams at the inlets of FBR.  

H∗ =
Δ𝐻𝑙

Δ𝐻𝑠
 (5.28) 

Figure 5.3 shows 𝐻∗ on the psychrometric chart for the supply conditions of 23°C and 50% 

RH. The operation condition factor lies between +6 and -6 for many practical conditions in HVAC 
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applications [98]. 𝐻∗ = ∞ represents the isothermal condition which both airstreams have the 

same inlet temperatures but different humidity ratios (i.e., Tinlet=0, Winlet0). On the other hand, 

at the non-isothermal conditions, the inlet temperature and humidity on the supply and exhaust 

sides of FBRs are not equal (i.e., Tinlet0, Winlet0 except for 𝐻∗ = 0 where the humidity ratios 

of the inlet airflows are equal while the temperatures of airstreams are different (i.e., Tinlet0, 

Winlet=0)).  

 

Figure 5.3. Lines of H* on the psychrometric chart for supply condition of 23°C and 50% RH.  

 

Unlike the dimensionless groups for sensible regenerators [28], the dimensionless groups 

for heat and moisture transfer (Eqns. (5.24)-(5.27)) are functions of operating conditions 

(temperature and humidity) [35]. The importance of using the dimensionless equations is that the 

results can be presented in a generalized way in terms of dimensionless variables. 

For many practical applications, the hot and cold periods (𝑃ℎ and 𝑃𝑐) are equal, and hence, 

they are considered to be equal in this chapter as well. Also, in many practical applications and the 

test standards (CSA C439-18 standard [22] and ASHRAE standard 84 [21]), the flow in 
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regenerators are considered to be balanced (𝐶∗ =
𝐶𝑐

𝐶ℎ
= 1 ), and hence the results of the present 

study are presented for such a balanced flow condition. 

 Temperature sensor model 

The temperature sensor model is based on energy balance for the temperature sensors, 

assuming the applicability of the lumped capacitance method [28,34], and is presented in Eqn. 

(5.29).  

𝑑𝑇𝑠

𝑑𝑡
=

1

𝜏𝑠
(𝑇𝑔 − 𝑇𝑠) (5.29) 

where 𝜏𝑠 is the time constant of the temperature sensor, Ts is the temperature that is measured by 

the temperature sensor, and 𝑇𝑔 is the actual air temperature that the sensor is exposed to. 

 Humidity sensor model-capacitive relative humidity sensor model 

A capacitive relative humidity sensor (CRHS) correlates the electrical capacity of the 

sensor with RH at a reference temperature and corrects for other temperatures. Thus, the transient 

response of a CRHS must be carefully analyzed for measurements in the environment, such as the 

outlet of FBRs where there are simultaneous changes in humidity and temperature. Experimental 

measurements in the literature show that CRHSs might show anomalous measurements when there 

are concurrent humidity and temperature changes [99]. Kaplya et al. [99] presented a mathematical 

model for the CRHS humidity measurement process to explain this anomaly. This model assumes 

that CRHS is an integrated microprocessor system that performs joint processing of humidity ratio 

and temperature (using an internal temperature sensor). Therefore, the humidity ratio is assumed 

to be measured first. The microprocessor element of CRHS converts the humidity ratio to relative 

humidity using the environment temperature measured by the internal temperature sensor of 
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CRHS. This process, along with the actual measurement process of CRHS, is presented in Table 

5.2. There are two sensor delays corresponding to the humidity ratio measurement and the internal 

temperature sensor of the CRHS (in step 2 at Table 5.2) and an additional delay (in step 4 at Table 

5.2) for the separate temperature sensor to convert the measured RH to humidity ratio for 

effectiveness calculations. The proposed model is presented in Eqns. (5.30) to (5.33) [99]. Once 

RH is obtained from this model, humidity ratio is to be calculated for effectiveness evaluations. 

Thus, using RH from CRHS model and Ts from the temperature sensor model, humidity ratio is 

obtained (Eqn. (5.33)). 

 

Table 5.2. Comparison of the procedure for RH measurement between the actual procedure and 

proposed procedure in this chapter. 

Actual RH measurement 

process 

Proposed procedure to model measurement of RH 

1. Change of dielectric constant 

of hygroscopic dielectric material 

1. Humidity ratio and temperature (actual values) are 

obtained from the numerical model (𝑊𝑔 and 𝑇𝑔) 
 

2. The dielectric material 

electrical capacity changes (the 

sensor output is voltage) with RH 

that is correlated to RH of the 

environment that the sensor is 

located.  

2. Actual humidity ratio and temperatures will be 

delayed based on the time constants obtained for the 

CRHS (𝑊𝑖𝑛𝑡 and 𝑇𝑖𝑛𝑡 ). 
 

3. Relative humidity (𝑅𝐻𝑠) is obtained with (𝑊𝑖𝑛𝑡 and 

𝑇𝑖𝑛𝑡 ) from step 2. 
 

4. With 𝑅𝐻𝑠 from step 3 and temperature from the 

temperature sensor model (𝑇𝑠), the sensor humidity 

ratio (𝑊𝑠) is obtained. 

 

Note: Three delays are involved in this approach. 

Two delays correspond to the temperature and 

humidity ratio in step 2. An additional delay for 

temperature also exists when RH is converted to 

humidity ratio at step 4. 

 

𝑑𝑊𝑖𝑛𝑡

𝑑𝑡
=

1

𝜏ℎ,𝑖𝑛𝑡
(𝑊𝑔 − 𝑊𝑖𝑛𝑡) (5.30) 

𝑑𝑇𝑖𝑛𝑡

𝑑𝑡
=

1

𝜏𝑡,𝑖𝑛𝑡
(𝑇𝑔 − 𝑇𝑖𝑛𝑡) (5.31) 

𝑅𝐻𝑠 = 𝑓1(𝑊𝑖𝑛𝑡, 𝑇𝑖𝑛𝑡) (5.32) 
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𝑊𝑠 = 𝑓2(𝑅𝐻𝑠, 𝑇𝑠) (5.33) 

 

Subscript “int” represents the internally calculated values. 𝜏ℎ,𝑖𝑛𝑡 and 𝜏𝑡,𝑖𝑛𝑡 are the internal 

humidity time constant and the internal temperature time constant of the humidity sensor, 

respectively. Also, 𝑇𝑠 is obtained from the temperature sensor model (from Eq. 5.29) and Ws is the 

humidity ratio that is measured by the humidity sensor. 

To obtain the internal time constants for humidity and temperature for the current humidity 

sensor model (𝜏ℎ,𝑖𝑛𝑡 and 𝜏𝑡,𝑖𝑛𝑡), two experiments are designed. (1) the CRHS is exposed to a 

positive/negative step change in humidity ratio at a constant temperature to obtain the internal 

humidity ratio’s time constant (𝜏ℎ,𝑖𝑛𝑡) and (2) the CRHS is exposed to a positive/negative step 

change in temperature at a constant humidity ratio to estimate the internal temperature sensor’s 

time constant (𝜏𝑡,𝑖𝑛𝑡).  

Figure 5.4 shows the results for negative and positive step changes in humidity ratio while 

the temperature is kept constant (Experiment (1)). The sensor in the test section (which is explained 

in the experimental section 5.7) is used to measure the time constants. In the experiments in Fig. 

5.4, the inlet relative humidity was changed by 30%, and the temperature is maintained at 23°C. 

The experimental data were fitted to an exponential function using the trust region optimization 

algorithm in MATLAB R2019b. The exponential functions for positive and negative step changes 

are shown in Eqn. (5.34).  

𝑓(𝑡) = {
1 − 𝑒−

𝑡
𝜏      𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑠𝑡𝑒𝑝 𝑐ℎ𝑎𝑛𝑔𝑒

𝑒−
𝑡
𝜏              𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑠𝑡𝑒𝑝 𝑐ℎ𝑎𝑛𝑔𝑒 

 (5.34) 

 

The time constants for positive and negative step changes in humidity ratio at constant 

temperature (𝜏ℎ,𝑖𝑛𝑡) are calculated to be 6.3 and 6.2 seconds, respectively. The average value of 
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negative and positive step changes (𝜏ℎ,𝑖𝑛𝑡 = 6.25 𝑠) will be used for validation of the results in 

section 5.8. 

Figure 5.5 shows the RH measurement and the fitted model (from Eqn. (5.34)) for the 

second experiment with a step change in temperature while the humidity ratio is kept constant 

(Tcold=23°C and Thot=38°C). Following the same approach for the humidity ratio step change 

experiment, the CRHS internal temperature time constants (𝜏𝑡,𝑖𝑛𝑡) were calculated to be 28 and 25 

seconds for the negative and positive step changes in temperature, respectively. The average value 

of negative and positive step changes for the experiment (𝜏𝑡,𝑖𝑛𝑡 = 26.5 𝑠) will be used for 

validation of the results in section 5.8. 

 

Figure 5.4. Negative and positive step changes in humidity ratio at constant temperature 

(T=23°C) to obtain the internal humidity ratio’s time constant (τh,int). 

 

file:///C:/Users/har740/University%20of%20Saskatchewan/Krishnan,%20Easwaran%20-%20CHMT%20time%20constaant%20data%20processed%20600%20lpm/Time%20constant%20tests%20Feb%2008%202021/Figure1-Adsorption.fig
file:///C:/Users/har740/University%20of%20Saskatchewan/Krishnan,%20Easwaran%20-%20CHMT%20time%20constaant%20data%20processed%20600%20lpm/Time%20constant%20tests%20Feb%2008%202021/Figure1-Adsorption.fig
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Figure 5.5. Negative and positive step change in temperature and measured RH with CRHS at 

constant humidity ratio to obtain the internal temperature time’s constant (τt,int). 

 

In order to compare the CRHS model prediction with the actual humidity sensor response, 

two experiments were conducted where the sensor was exposed to a step change in humidity ratio 

at a constant RH, and the results are compared with the humidity sensor model prediction in Fig. 

5.6 (a) and (b). The average time constants from the positive and negative step change experiments 

from Figs. 5.4 and 5.5 (i.e., a time constant of 6.25 seconds for 𝜏ℎ,𝑖𝑛𝑡 and time constant of 26.5 

seconds for 𝜏𝑡,𝑖𝑛𝑡), are used in the model in Fig. 5.6. Also, the temperature sensor time constant of 

1.5s (𝜏𝑠 = 1.5𝑠 , as presented in Table 5.3 in section 5.7) is used for the comparison in Fig. 5.6. A 

good agreement between the results of the experiment and the humidity sensor model is observed 

in Fig. 5.6. More specifically, an overshoot in the humidity ratio can be seen at the beginning of 

both negative and positive step changes in Fig. 5.6, and the model accurately predicts this 

behaviour. This unexpected response at non-isothermal conditions can be attributed to the change 

in dielectric constant due to the simultaneous changes in humidity and temperature. Similar 

behaviour for capacitive humidity sensors has been reported previously in the literature [99]. 
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(a). A negative step change in humidity ratio at a constant RH 

 
(b). A positive step change in humidity ratio at a constant RH 

 

Figure 5.6. Comparison of experiment and humidity sensor model for negative and positive step 

change in humidity ratio at a constant RH.  

 

 Numerical solution procedure 

The governing conservation energy and mass equations are discretized using a finite 

volume method [39]. The upwind differencing and central differencing schemes are used to 

approximate the convection and diffusion terms in the airflow and the matrix (Aluminum + 

desiccant), respectively. The resulting algebraic equation for the airflow is solved using the Gauss-

Seidel iteration technique, and the Tridiagonal Matrix Algorithm (TDMA) is used to solve the 

energy equation in the matrix. A MATLAB code is developed to solve the set of algebraic 

equations. The numerical solution flowchart is presented in Fig. 5.7.  
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Update properties and phase change rate
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Time=Time+Δt
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Quasi-steady state condition is 

reached? (Eqns. (5.36)-(5.38) ) 
NO

YES

Calculate εl,  εs, εt and Ts and Ws 

STOP

YES

 

Figure 5.7. Flowchart for the FBR model. 

 

The solution starts with the calculation of phase change rate and time is incremented when 

the convergence criteria (Eq. (5.35)) for each dependent variables (temperature, and humidity) and 

the rate of phase change are satisfied. 

∑ |𝜒(𝑖)𝑗+1 − 𝜒(𝑖)𝑗|
𝑁𝑠
𝑖=1

𝑛(𝜒𝑚𝑎𝑥 − 𝜒𝑚𝑖𝑛)
≤ 10−5 (5.35) 

When the convergence criterion is reduced to 10-6, there is a negligible (less than 0.05%) 

impact on the predicted effectiveness. Upon completion of each complete cycle (one hot and humid 

period + one cold and dry period), the quasi-steady-state conditions in Eqns. (5.36)-(5.38) are 
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examined. If the solution satisfies the quasi-steady-state conditions, the numerical procedure is 

finished; otherwise, time is further incremented until the quasi-steady-state conditions are satisfied.  

|
ṁh(Hh,i − Hh,o) − ṁc(Hc,o − Hc,i)

min(ṁh, ṁc) (Hh,i − Hc,i)
| ≤ 10−2 (5.36) 

|
ṁh(Wh,i − Wh,o) − ṁc(Wc,o − Wc,i)

min(ṁh, ṁc) (Wh,i − Wc,i)
| ≤ 10−2 (5.37) 

|
∂ϵ

∂t
| ≈ |

ϵk − ϵk−1

P
| ≤ 10−4 (5.38) 

Eqns. (5.36) and (5.37) ensure that the energy and moisture balance between the energy 

stored in the first period and energy released in the subsequent next period. Eqn. (5.38) compares 

the effectiveness values from each completed cycle to the previous cycle before reaching the quasi-

steady-state condition. Decreasing the quasi-steady-state conditions in Eqns. (5.36)-(5.38) by a 

factor of 10 results in a negligible change (less than 0.1%) in the predicted effectiveness. 

The numerical solution is performed on a uniform 1-D grid with a constant time step. The 

grid dependency tests are performed to determine the optimum spatial grid size and time step. 

Further details on the numerical solution procedure could be found in the literature [36,50,96]. 

The FBR model gives accurate outlet air properties (without the impacts of sensors), which 

is used to calculate the correct effectiveness values. The temperature and humidity ratio from the 

FBR model are used as inputs for the temperature and humidity sensor models. Subsequently, the 

sensor model predicts the measured Ts and Ws by the sensors in an experiment. Validation of the 

FBR and FBR+sensor model are presented in section 5.8. 

 FBR SMALL-SCALE TEST FACILITY 

A schematic of the small-scale test facility is shown in Fig. 5.8. The desiccant-coated 

exchanger (EX in Fig. 5.8) is moved alternately between two conditioned airstreams. A schematic 
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of the exchanger is shown in Fig. 3.4. When the exchanger is exposed to hot and humid air, the 

desiccant adsorbs the moisture, and the matrix (aluminum) stores the heat (hot and humid period). 

The heat and moisture stored in the exchanger are then transferred to the cold and dry airstream 

during the subsequent exposure of the exchanger to a cold and dry airstream (cold and dry period). 

The experiment is continued until the exchanger attains the quasi-steady-state condition.  
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plate Flow mixer
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DP
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3
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R

DP

EX Small-scale exchanger under test
 

Figure 5.8. Schematic of the small-scale test facility. 

 

The temperatures of the airstreams are measured using calibrated T-type thermocouples 

with an uncertainty of ±0.2 °C. Capacitive humidity sensors with an uncertainty of ±1.5% are used 

to measure the humidity of the airstreams. Orifice plates with differential pressure transducers with 

a total uncertainty of ±8 Pa are also used to measure flow rates. The uncertainty in flow rate 

measurements is calculated to be ±2%.  

The small-scale exchanger consists of 26 equally spaced desiccant-coated aluminum 

plates. The geometric details, thermo-physical properties of the exchanger, and the time constants 

of sensors are presented in Table 5.3. A uniform monolayer silica gel desiccant is coated on both 

sides of the aluminum plates using a sieving method developed at the University of Saskatchewan 

[100]. The physical properties of desiccants and details of desiccant coating are reported in Table 

5.3. Experiments on silica gel were conducted using the Gravimetric Analyzer system (IGA-002, 
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manufacturer: Hiden Isochema Ltd., United Kingdom) to obtain the silica gel sorption isotherm 

curve shown in Fig. 5.9. The adsorption curve is used in the validation of the numerical model in 

section 5.8. More details about sorption isotherm experiments and desiccant-coated exchangers 

can be found in [100]. Krishnan et al. [20,44] has documented the principle of operation, 

instrumentation, and data analysis procedures of the experiments. 

Uncertainty analysis has been performed by following the rules of error propagation to 

maintain a 95% confidence interval [57], and the uncertainties in the sensible effectiveness, latent 

effectiveness are ±3% and ±7%, respectively. Energy balance tests were performed, and results 

showed that the test facility conserves energy within ±5% for a wide range of test conditions. 

Table 5.3. Geometrical details, thermophysical properties of the exchanger, dimensionless 

parameters, and sensor time constant. 

Exchanger channel 

Length(mm) 200 

Width (mm) 80 

Height (mm) 2.1 

Hydraulic diameter (mm) 4.1 

Aluminum plates 

Thickness (mm) 0.69 

Thermal conductivity (W/mK) 220 

Density (kg/m3) 2730 

Specific heat capacity (J/kgK) 904 

Silica gel properties 

Density (kg/m3) 350 

Specific heat capacity (J/kgK) 333 

Mass of coating (g) 45.4 

Desiccant/matrix mass ratio (%) 4.8 

Temperature sensor  Time constant (s) 1.5 

Humidity sensor 
Temperature time constant- 𝜏𝑡,𝑖𝑛𝑡 (s) 26.5 

Humidity ratio time constant- 𝜏ℎ,𝑖𝑛𝑡 (s) 6.3 
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Figure 5.9. Sorption isotherm of silica gel at 25°C. 

 

 

 Bag sampling method  

Bag sampling method (BSM) is proposed by ASHRAE 84 [21] and CSA C 439-18 [22] 

standards as an alternative to humidity sensors for accurate measurement of the average humidity 

ratio (and hence latent effectiveness) at the outlet of FBRs. A sample of FBR outlet air is collected 

in a bag during the entire period then the bag is allowed to reach equilibrium with the environment 

(the sampling is repeated several times to compare the samples). The average humidity ratio and 

hence the latent effectiveness is obtained by measuring the relative humidity and temperature of 

the air in the bag. The experimental setup, instrumentation, and sampling procedure for the BSM 

are explained in detail in the literature [21,22]. The BSM uncertainty is ±7% in effectiveness.  

 VALIDATION OF RESULTS 

In this section, the numerical model will be validated against experimental results from the 

small-scale test facility. The experimental (which includes the sensor responses) temperature and 

humidity ratio profiles for both isothermal and non-isothermal conditions will be compared against 
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the combined FBR and sensor models. The effectiveness results from the FBR model will also be 

compared with experimental results from the bag sampling method (BSM) as this method does not 

contain the transient response of sensors. Moreover, the current model results have been previously 

compared and validated with the experimental measurements available in the literature for 

isothermal conditions [62].  

 Validation under isothermal conditions (H*=∞ or Tinlet=0, Winlet0) 

Figure 5.10 compares the quasi-steady state humidity ratio profile from the experiment, the 

FBR model, and the combined FBR and sensor model for the exchanger (Fig. 5.10 (a)) and the 

duct (Fig. 5.10 (b)) sensors at operating conditions in Table 5.4. The combined FBR and sensor 

model results agree with the experiment measurement for both the exchanger and duct sensors. 

The difference between the FBR model, (which neglects the sensor transients) and the 

experimental results are the greatest at the beginning of each period as expected. The difference is 

especially prevalent for the duct sensors which are exposed to the largest step change in conditions 

before periods. By the end of each period, the FBR models and experimental data show a good 

agreement. 

Table 5.5 compares the latent effectiveness values from the FBR model, the combined FBR 

and sensor model, and the experiment for the isothermal test conditions. The FBR model provides 

the correct effectiveness value, while the other values are affected by the sensor transients, as 

mentioned in the model development section. The comparison in this table shows that the 

combined FBR and sensor model prediction of latent effectiveness agrees with the experimental 

measurements within ±2% which verifies the combined FBR and sensor model. The exchanger 

sensors overpredict and the duct sensors underpredict the latent effectiveness for the isothermal 

condition (H*=∞). 
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Table 5.4. Inlet conditions for the isothermal experiment (Tinlets=0, Winlets0). 

Hot and humid air Cold and dry air Recovery 

period (s) 

Face velocity 

(m/s) 

H* 

T (°C) RH (%) T (°C) RH (%) 

28 61 28 37 60 1.5 ∞ 
 

 (a) Exchanger sensors 

 
(b) Duct sensors 

 

Figure 5.10. Comparison of outlet humidity ratio profile for (a) exchanger and (b) duct sensor 

between experiment and numerical models (FBR model and FBR+ Sensor model). 

 

Table 5.5. Comparison of latent effectiveness from the experiment, FBR model, and the 

combined FBR and sensor model for the isothermal test conditions (Tinlet=0, Winlet0). 

FBR model FBR+ sensor Experiment FBR+ sensor Experiment 

 Exchanger sensor-hot and humid side Exchanger sensor-cold and dry side 

36% 41% 43±7% 37% 38±7% 

 Duct sensor-hot and humid side Duct sensor-cold and dry side 

36% 31% 33±7% 28% 30±7% 
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 Validation under non-isothermal conditions (H*=0.85 or Tinlet0, Winlet0) 

The experimental and model (FBR and combined FBR and sensor) temperature and 

humidity profiles at quasi-steady-state conditions are compared for the duct and exchanger sensors 

in Figs. 5.11 and 5.12, respectively. The inlet conditions for this non-isothermal experiment are 

presented in Table 5.6. The model predictions for the temperature profile from both the exchanger 

and duct sensors are in good agreement with the experimental measurements. It should be noted 

that during the cold period, the duct sensors in the hot duct are exposed to the ambient lab 

conditions (T=23°C and RH=50%), and hence, the temperature and humidity ratio values do not 

start from the hot and humid conditions in Table 5.6.  

Table 5.6. Inlet conditions for the non-isothermal experiment (Tinlet0, Winlet0). 

Hot and humid air Cold and dry air Recovery 

period (s) 

Face velocity 

(m/s) 

H* 

T (°C) RH (%) T (°C) RH (%) 

38.3 18.5 14.8 23.2 60 1.5 0.85 
 

An important observation is a peak in the humidity profile for the duct sensors at about 70s 

during the cold and dry period in Fig. 5.11. The measured outlet humidity ratio peaks during this 

period and the value becomes higher than the inlet humid air humidity ratio, which is not 

theoretically possible. These unexpected results are due to the response of the humidity sensor to 

simultaneous changes in humidity and temperature. These experimental results are difficult to 

understand without the model. The combined FBR and sensor model can accurately predict this 

behavior, as shown in Fig. 5.11. Again, the FBR model provides physically realistic or correct 

results because it is not affected by the sensor transients. Furthermore, the humidity ratio profile 

for the exchanger sensor in Fig. 5.12 overshoots the inlet conditions at 40-60 seconds; and again 

the sensor model accurately predicts this phenomenon. 
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(a) Temperature profile 

 
(b) Humidity ratio profile 

 

Figure 5.11. (a) Comparison of outlet temperature and (b) humidity ratio profiles between 

experiment, numerical model (FBR model), and combined FBR and sensor model for the duct 

sensors.  

 

Table 5.7 compares the latent and sensible effectiveness values from the FBR model, 

combined FBR and sensor model, and the experiment for the non-isothermal experiment. 

Comparing the results shows that the combined FBR and sensor model results agree with the 

experimental measurements within ±2% and ±1% for latent and sensible effectiveness which 

validate the model. The duct sensor on the dry and cold period predicts latent effectiveness that is 

about 20% higher than its actual value, mainly because of the peak in humidity caused by the 

transient response of the humidity sensor. 
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(a) Temperature profile 

 
(b) Humidity ratio profile 

 

Figure 5.12. (a) Comparison of outlet temperature and (b) humidity ratio profiles between 

experiment, numerical model (FBR model), and combined FBR and sensor model for the 

exchanger sensors.  

Table 5.7. Comparison of latent and sensible effectivenesses from experiment, FBR model and 

combined FBR and sensor model. 

Latent effectiveness 

FBR model FBR+ sensor  Experiment FBR+sensor Experiment 

 Exchanger sensor-hot and humid side Exchanger sensor-cold and dry side 

26% 18.5% 21±7% 27.0% 29±7% 

 Duct sensor-hot and humid side Duct sensor-cold and dry side 

26% 32.5% 31±7% 44.2% 46±7% 

Sensible effectiveness 
FBR model FBR+ sensor Experiment FBR+ sensor Experiment 

 Exchanger sensor-hot side Exchanger sensor-cold side 

56% 57.7% 58±3% 56.3 57±3% 

 Duct sensor-hot side Duct sensor-cold side 

56% 58.0% 57±3% 54.6 55±3% 
 

 

Sensible effectiveness from the combined FBR and sensor model show a good agreement 

with measurements. These observations show that the model presented for temperature sensors in 
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Chapter 2 and 3 (for sensible FBRs) can be used for desiccant-coated FBRs and these findings 

supports the results presented in Chapter 2 and 3. 

 Effectiveness comparison for the FBR model 

 Latent effectiveness from the numerical model (FBR model) is compared against the 

results obtained from the bag sampling method (BSM); the comparison of results is presented in 

Fig. 5.13 for different test conditions (face velocity:1-2 m/s, NTUo:1.8 – 3) at both isothermal and 

non-isothermal conditions. The numerical results agree with the BSM within the experimental 

uncertainty limits. Furthermore, a recently published experimental paper documented a 

comprehensive comparison of the numerical model prediction, BSM method, and the experimental 

results (measured with sensors) for a wide range of operating and design conditions [100]. The 

findings from this paper indicate a good agreement between the model and experimental 

measurements from both BSM and sensors. Also, the sensible effectiveness from the model and 

experiment is shown in the figure, which indicates a good agreement between the model prediction 

and experimental measurements for sensible effectiveness. 
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Figure 5.13. Comparison of latent effectiveness from the numerical model (FBR) and BSM (and 

sensible effectiveness from the combined FBR and sensor model) at several non-isothermal 

conditions ((velocity:1-2 m/s, NTUo:1.8–3)). 

 

 APPLICATIONS OF THE COMBINED FBR AND SENSOR MODEL 

This section presents applications of the combined FBR and sensor model to evaluate the 

latent effectiveness of the desiccant-coated FBRs. The sensible effectiveness will be not presented 

in this section as it could be obtained from the temperature sensor measurements and the model 

presented in Chapter 2. Also, the impact of the transient nature of FBR and temperature sensor 

characteristics on the sensible effectiveness measurements are presented in Chapters 2 and 3 and 

documented in the literature [28,50]. 

 The difference between effectiveness from the FBR model and the combined FBR and 

sensor model (FBR+ sensor) is reported as the latent effectiveness error (Δϵ𝐿) that results due to 

the transient nature of the FBR and temperature and humidity sensors: 

Δϵ𝐿 = ϵ𝐿,FBR − ϵ𝐿,𝐹𝐵𝑅+𝑠𝑒𝑛𝑠𝑜𝑟 (5.39) 
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Negative Δϵ𝐿 means that the sensor transients result in overprediction the actual FBR 

effectiveness while positive error means that the sensor underpredicts the actual effectiveness.  

The following sections present the quasi-steady state humidity ratio profiles of FBRs with 

semi-sawtooth and sawtooth outlet profiles to understand the response of the sensor when exposed 

to different humidity ratio profiles. Later, the latent effectiveness errors for different operating 

condition factors and sensor time constants will be presented.  

The general sorption curve (Eqn. (5.40)) is used in the simulation presented in this section.  

u =
Wm

1 − C + C/RH
 (5.40) 

 

In this equation Wm is the maximum moisture content of desiccant, and C determines the 

type of desiccant, and u is the mass fraction of water in the desiccant. The general sorption curve 

can model the sorption characteristics of several desiccants such as molecular sieve, silica gel, and 

activated carbon [97]. The simulations have been performed for the linear sorption curve with 

maximum moisture uptake of 0.5 (C=1 and Wm=0.5). Also, the distribution of phase change 

energy between the desiccant and the airflow is 0.1 (η = 0.1). 

 FBRs with a semi-sawtooth profile 

Figures 5.14 and 5.15 present the quasi-steady state semi-sawtooth humidity ratio profile 

(FBR model) that the exchanger and duct sensors are exposed to during a cycle time of 120 seconds 

in FBRs. The first half of the cycle (0-60 seconds) shows the sensor exposure to constant 

temperature and humidity airflow conditions (the initial condition of the sensors), and the second 

half of the cycle (60-120 seconds) is the FBR outlet humidity profile. The humidity ratio profiles 

from the sensor (FBR+ Sensor model) with time constants of (𝜏ℎ,𝑖𝑛𝑡=25s, 𝜏𝑡,𝑖𝑛𝑡=5s and 𝜏𝑠=3s) are 
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also presented in these figures. The results in Figs. 5.14 and 5.15 are presented for the AHRI (Air 

Conditioning, Heating and Refrigeration Institute) summer test conditions (Table 5.8). 

For the exchanger sensor in Fig. 5.14, the sensor measurement (FBR+ sensor model) starts 

from the sensor initial condition and then crosses the FBR profile during the second period (60-

120s when the sensors are exposed to outlet of FBR). The sensor measurement gradually distant 

from the actual values. The measurement peaks during the first period (0-60 second when the 

sensors are exposed to inlet conditions) and then gradually become closer to the actual value by 

the end of first period. Due to the simultaneous step changes in temperature and humidity during 

this period (0-60s), the measured values peaks and then gradually become closer to the actual 

values. 

Table 5.8. AHRI summer test conditions (H*=1.6) 

Air properties Supply air Exhaust air 

Dry bulb temperature (°C) 35 23.9 

Wet bulb temperature (°C) 25.6 17.2 
 

 

The explanation for the exchanger sensors (Fig. 5.14) applies to the duct sensors in Fig. 

5.15. However, for the duct sensors (Fig. 5.15), the sensor (FBR+ Sensor model) measures an 

additional peak during its exposure to the FBR outlet (about 70s) because of the simultaneous 

changes in temperature and humidity. But it approaches the actual values by the end of each period. 

Latent effectiveness errors (Δϵ𝐿) are determined from Eqn. (5.39) and are also shown in 

Figs. 5.14 and 5.15 (cycle time of 120 seconds). The errors are significant and range from 10-20%. 

The exchanger sensor underestimates the latent effectiveness, while the duct sensor overestimates 

the latent effectiveness at this operating condition (AHRI summer test condition). 
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(a) cold and dry period 

 
(b) hot and humid period 

 
Figure 5.14. Quasi-steady-state humidity ratio profile (FBR model) that the exchanger sensor is 

exposed to and its response (FBR+ Sensor model) for time constants of τt,int=25s, τh,int=5s and 

τs=3s at (a) cold and dry period and (b) hot and humid period (NTUo=3, Cr*=3, λ=0.08, 

Crm
*=0.3, η=0.1 and at the AHRI summer test conditions (H*=1.6)). 

 

The latent effectiveness errors on the hot (and humid) and cold (and dry) sides are not 

equal; this is an important observation and is different from sensible FBRs as presented in the 

Chapter 3 [28]. For the sensible FBRs, the sensible effectiveness errors are independent of the 

period of operation (hot or cold) as presented in Chapter 3 (section 3.5.2) [28], and thus averaging 

of effectiveness can give the accurate effectiveness of sensible FBRs. On the other hand, the latent 

effectiveness cannot be averaged on hot (and humid) and cold (and dry) periods to obtain the 
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average effectiveness, as the sensor errors (FBR+ Sensor model) depend on the period of 

operation.  

(a) cold and dry period  

 
(b) hot and humid period 

 
Figure 5.15. Quasi-steady-state humidity ratio profile (FBR model) that the duct sensor is 

exposed and its response (FBR+ Sensor model) for time constants of τt,int=25s, τh,int=5s and τs=3s 

at (a) cold and dry period and (b) hot and humid period (NTUo=3, Cr*=3, λ=0.08, Crm
*=0.3, 

η=0.1 and at the AHRI summer test conditions (H*=1.6)). 

 

 FBRs with a sawtooth profile 

Figure 5.16 shows the actual quasi-steady-state humidity ratio profile (FBR model) that 

the sensor with a sawtooth profile is exposed to along with what the sensor (with time constants 

of 𝜏𝑡,𝑖𝑛𝑡=25s, 𝜏𝑡,𝑖𝑛𝑡=5s and 𝜏𝑠=3s) would measure (FBR+ sensor model) during the humid (and 
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hot) and dry (and cold) periods. Like the previous section, two consecutive periods are presented 

in this figure, but both periods are the same for this type of FBR. The sensor measurement (FBR+ 

sensor model) reaches a maximum value at the dry (and cold) period and then gradually drops. 

The sensor measurement approaches a minimum value for the humid (and hot) period and 

gradually rises during the rest of the period. The humidity sensor underestimates the latent 

effectiveness for the dry (and cold) period while overestimates for the humid (and hot) period at 

this operating condition. The latent effectiveness error on the hot and humid period is equal to that 

of the cold and dry period but with an opposite sign. This is an essential practical conclusion as it 

suggests that for desiccant-coated FBRs exposed to a sawtooth profile, the latent effectiveness can 

be measured accurately by averaging the effectiveness values on the humid (and hot) and dry (and 

cold) periods. For sensible FBRs as presented in Chapter 3, the temperature sensors exposed to a 

sawtooth temperature profile measure the average temperatures (and thereby accurately predict the 

effectiveness) during each period regardless of the temperature sensor characteristics and the sides 

where measurements were taken (i.e., hot and cold sides of FBRs). Thus, there is no need to do 

averaging for sensible FBRs. 
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(a) cold and dry period  

 
(b) hot and humid period 

 
Figure 5.16. (a) Quasi-steady-state humidity ratio profile (FBR model) for FBR with sawtooth 

profile and its response (FBR+ Sensor model) for time constants of τt,int=25s, τh,int=5s and τs=3s 

at (a) cold and dry period and (b) hot and humid period (NTUo=3, Cr*=3, λ=0.08, Crm
*=0.3, and 

η=0.1 at the AHRI summer test conditions (H*=1.6)). 

 

 Impact of operating condition factor (H*) on latent effectiveness error  

The latent effectiveness error depends on the direction of heat and moisture transfer in 

desiccant-coated FBRs, and this could be quantified by varying H*(the operating condition factor 

presented in Fig. 5.3).  

Figure 5.17 shows the latent effectiveness error while varying H* for different sensor 

arrangements, i.e., duct and exchanger sensors for FBRs exposed to semi-sawtooth profiles and 

sensors exposed to sawtooth profiles. When H* approaches zero (when moisture transfer is low, 
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but the temperature changes are high across the FBR), the latent effectiveness errors increase 

significantly because of the large internal temperature time constant of the humidity sensor. The 

latent effectiveness error decreases as H*increases which is due to small magnitude of temperature 

changes in these operating conditions across the FBR.  

The effectiveness errors for sensors exposed to sawtooth profiles are smaller (less than 

±3%) for all H* values. Furthermore, the effectiveness errors on the dry and humid sides (or supply 

and exhaust sides) for sensors that experience sawtooth profiles are equal but with an opposite 

sign, as mentioned in the previous section. Thus, the effectiveness could be average on both sides 

to obtain the accurate effectiveness for FBR with a sawtooth outlet profile. However, as pointed 

out in section 5.9.1 and can be seen in Fig. 5.17, the effectiveness error on dry and humid sides of 

FBRs with semi-sawtooth profile (duct and exchanger sensors) are not equal and both sides need 

to be treated separately.  

 
Figure 5.17. Effect of operating condition parameter (H*) on the latent effectiveness error at 

NTUo=3, Cr*=3, Crm
*=0.3, and λ=0.08 and measurement sensors with time constants of τt,int=25s, 

τh,int=5s and τs=3s. 
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Figure 5.18 shows the average of the latent effectiveness errors from the hot (and humid) 

period and cold (and dry) period for different sensor arrangements (duct and exchanger sensors for 

FBRs with semi-sawtooth profile, and sensors exposed to FBR with sawtooth profile) versus H*. 

The sensor with sawtooth profile has average errors that are very close to zero (less than 0.005%) 

in all values of H*. The average values of the duct and exchanger sensors (0.5×((ΔεL,ave)exchanger + 

(ΔεL,ave)duct)) are also presented in this figure. Since the exchanger and duct sensors have opposite 

effectiveness errors signs, their average could be used to determine the latent effectiveness (with 

±5% error) when H*>1.6 and H*<-1, according to Fig. 5.18. Such observation is valuable as test 

facilities (such as the one developed by Krishnan et al. [20]) could be built to accurately measure 

latent effectiveness directly from the sensor measurements. 

 

 
Figure 5.18. Average of the hot (and humid) and cold (and dry side) latent effectiveness errors 

for sensors exposed to sawtooth, and semi sawtooth (exchanger and duct sensors) profiles and 

the average of latent effectiveness errors for duct and exchanger sensors. 
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The effect of doubling all time constants on ΔεL,ave is presented in Fig. 5.19. ΔεL,ave remains 

very close to zero (less than 0.02%) for the sensors exposed to sawtooth profile over the range of 

H*, which suggests that ΔεL,ave are independent of sensors transient characteristics for these types 

of FBRs. For the duct sensors, the absolute ΔεL,ave increases when sensor time constants doubles. 

The exchanger sensors absolute ΔεL,ave increase for negative H* while decreases for positive H* for 

doubling the sensors time constants. Further studies are required to understand the impact of sensor 

transient characteristics on effectiveness errors for the duct and exchanger sensors. 

 
Figure 5.19. Comparison of the average effectiveness error for different sensor configurations 

with the original time constants (τt,int=25s, τh,int=5s and τs=3s) and when the original time 

constants are doubled (τt,int=50s, τh,int=10s and τs=6s). 

 

 Testing standards 

ASHRAE standard 84 [21] and CSA C439-18 standard [22] do not distinguish between 

FBRs in terms of their air outlet properties profile, i.e., sawtooth and semi-sawtooth profiles. 

However, the current study results show that the measurement requirements for desiccant-coated 

FBRs depend on the shape of their outlet properties profile.  
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The average latent effectiveness on the dry and humid sides of FBRs with sawtooth profile 

can be used as an accurate estimate for the latent effectiveness as found in this research regardless 

of the measurement sensor characteristics. Therefore, it can be concluded that the sensor 

requirements for FBRs with a sawtooth outlet profile in the standards could be relaxed. However, 

there is no simple recommendation for FBRs with semi-sawtooth outlet profiles; rather, the latent 

effectiveness error depends on the location of sensors, sensor transient characteristics, design, and 

operating conditions. Thus, further studies are required before recommendations can be made on 

the sensors requirements for FBRs with semi-sawtooth outlet profiles. 

The temperature sensor requirements for accurate sensible effectiveness in the testing 

standards are presented in Chapter 3 and available in the literature [28], indicating that the 

temperature sensor requirements in standards are stringent and could be relaxed for FBRs with 

sawtooth outlet temperature profiles. For FBRs with semi-sawtooth profiles, the temperature 

sensor should be carefully chosen from available tables and graphs (in Chapter 3 and Appendix B) 

to avoid measurements errors [28].  However, the standard requirement is still conservative for 

FBR with semi-sawtooth profiles.  

The experiment duration to reach the quasi-steady-state condition in the testing standards 

for sensible FBRs are verified and documented as a conference paper [32]. However, further 

studies are required to verify the quasi-steady state experiment duration requirements for 

desiccant-coated FBRs.  

 SUMMARY AND CONCLUSIONS  

This chapter addresses the fourth objective of this PhD study which is to develop and 

validate a transient numerical model for desiccant-coated FBR and quantify sensor transient errors. 

The transient numerical model is essential because both the temperature and humidity of airstreams 
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at the outlet of the desiccant-coated FBRs vary with time, which poses difficulties for sensors to 

accurately measure the temperature and humidity changes during the operation of FBRs. The 

numerical model, consisted of an FBR model and sensor (temperature and humidity sensors) 

model, has been validated with experimental results from a small-scale test facility. The numerical 

model can predict the latent effectiveness error due to the transient response of both the humidity 

and temperature sensors. It was found that the location of the sensors and the configuration of FBR 

affects the latent effectiveness error. Depending on configurations of FBR, air properties at its 

outlet follow either sawtooth or semi-sawtooth profiles. There are two different sensor positions 

for the semi-sawtooth profile, i.e., exchanger sensor and duct sensor. Both the sawtooth, and semi-

sawtooth profiles were examined using the validated numerical model. 

The latent effectiveness error due to the transient nature of FBRs and sensors depends on 

the design conditions, operating condition factor (H*) and the characteristics of the sensors. The 

error in the measured effectiveness is smaller with a sawtooth profile than with a semi-sawtooth 

profile. At higher H* (small temperature difference and considerable moisture content differences 

between the inlet airstreams of the of FBR, i.e., |H∗| ≫ 1 or Tinlet=small, Winlet=large), the latent 

effectiveness error is small. However, at smaller H* (H∗ ≈ 0 or Tinlet=large, Winlet=small), the 

latent effectiveness error may be considerably higher.  

For FBRs with a sawtooth profile, the latent effectiveness error on the humid (and hot) and 

dry (and cold) sides are equal but with the opposite sign. Thus, the effectiveness can be obtained 

by averaging the effectiveness values from both sides of the FBR. ASHRAE standard 84 and CSA 

C439-18 standard test configurations produce sawtooth profiles at the outlet of FBRs, and accurate 

measurement of latent effectiveness is possible by averaging the dry and humid sides of FBR. 
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For FBRs with semi-sawtooth profiles, the effects of sensor response time and position are 

significant in the effectiveness evaluation. Also, the dry (and cold) and humid (and hot) sides of 

the desiccant-coated FBR have different latent effectiveness errors. For these types of desiccant-

coated FBR, careful consideration is required to choose the proper measurement instrumentations. 

ASHRAE standard 84 and CSA C439-18 standard requirements for sensor characteristics 

(response time shorter than 2 seconds for FBR with 60s recovery period) at the outlet of the FBR 

with the sawtooth profile are conservative and could be removed while still maintaining acceptable 

uncertainty limits. Further studies are required to quantify the impact of different parameters on 

the latent effectiveness measurements for the desiccant-coated FBRs (with semi-sawtooth profile), 

which is the topic of future studies. The results of the current study will be helpful to develop the 

measurement recommendations for the future versions of ASHRAE standard 84 and CSA C439-

18 standards for testing the desiccant-coated FBRs.  
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CHAPTER 6 

 SUMMARY, CONCLUSIONS, CONTRIBUTIONS AND FUTURE 

WORK 

This PhD study aimed to develop a transient numerical model to accurately evaluate the 

and optimize the performance of FBRs for HVAC applications. The transient numerical models 

were developed for sensible and desiccant-coated FBRs, and the models were validated against 

experimental measurements from the small-scale test facility. The transient model consists of an 

FBR (exchanger) model and sensor model which can predict the transient characteristics of FBRs 

and sensors. The results of this study were used to examine the temperature and humidity 

measurement requirements in the current North American testing standards (ASHRAE Standard 

84 and CSA C439-19) for FBRs. The important conclusions related to each objective of this PhD 

research, the contributions of the thesis, and suggested future potential research topics are 

summarized in this chapter.   

 SUMMARY AND CONCLUSIONS 

 Objective 1: To develop and validate a transient numerical model for sensible FBR 

(addressed in Chapter 2) 

FBRs are quasi-steady state exchangers and hence, the outlet temperatures of the airstreams 

vary with time which is different from most of the other types of energy exchangers which have 

constant temperatures at the outlet during the steady-state condition. This variation poses 

challenges to accurately measure the temperature at the outlet of FBR, which is needed to 

determine the sensible effectiveness. A transient numerical model was developed to capture the 



166 

 

transient characteristics of both sensible FBR and temperature sensors. The conclusions from 

Chapter 2 (objective 1) are: 

• It was found that the location of the temperature sensors (whether they are fixed in the 

outlet duct (duct sensors) or move with the FBR (exchanger sensors)) affects the 

measured temperature profile and measured effectiveness.  

• The duct sensors underestimate the sensible effectiveness, while the exchanger sensors 

overestimate the sensible effectiveness of FBR. 

 Objective 2: To quantify sensor errors over a wide range of design and operating 

conditions of sensible FBRs and make recommendations for testing standards 

(addressed in Chapter 3) 

The validated numerical model for sensible FBRs that includes the sensor response was 

used to quantify the effectiveness errors that result for a range of sensors response characteristics 

and FBR design parameters. Chapter 3 presents the effectiveness errors at different design 

conditions and for different FBRs outlet profile shape. The main conclusions from Chapter 3 

(objective 2) are: 

• It was found that the temperature of the airstreams at the outlet of FBRs follow either 

sawtooth or semi-sawtooth profiles. The shape of the temperature profile at the outlet 

affects the temperature measurement requirements.  

• For FBRs with sawtooth outlet temperature profiles, the effectiveness can be accurately 

measured regardless of the sensor time constant. However, the shape of the temperature 

profile (temperature swing) cannot be captured accurately. In other words, the accurate 

temperature swing might not be captured while the accurate average temperature is 

measured for FBR with sawtooth profile.   
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• For FBRs with semi-sawtooth temperature profile, the effect of sensor response 

characteristics has a significant effect on the measured effectiveness. The effectiveness 

errors due to the response of sensors at a wide range of FBR design parameters (NTUo, 

Cr*, and λ) and sensor characteristics (𝜏𝑠
∗) are assessed and presented in graphs and tables 

(Appendix B). 

• The test configurations in the ASHRAE standard 84 and CSA C439-18 standard produce 

a sawtooth temperature profile, which results in an accurate effectiveness measurement 

regardless of the time constant of the temperature sensors. This means that the standards 

requirement can be relaxed for this type of FBR. 

• Temperature measurement requirements in the test standards do not distinguish between 

FBRs with sawtooth and semi-sawtooth profile. The results obtained in Chapter 3, also, 

showed that the temperature sensor requirements in standards are stringent and could be 

relaxed for FBRs with saw-tooth outlet temperature profile for effectiveness evaluations. 

 Objective 3: To optimize sensible FBRs considering transient characteristics 

(addressed in Chapter 4) 

Sensible FBRs operate by alternately storing and releasing heat from exchangers, which 

results in outlet airstream temperature that varies with time during both hot and cold periods. This 

variation in the outlet temperature, i.e., temperature swing, could deteriorate occupant thermal 

comfort and put a variable load on the HVAC systems. Thus, HVAC designers must prevent large 

temperature swings at the outlet of FBRs. Therefore, the temperature swing must be considered 

while designing FBRs. Chapter 4 documents the correlation that was developed for temperature 

swing as a function of design parameters. Chapter 4 also presents multi-objective optimization of 

FBRs considering temperature swing as an additional objective to the common objectives in the 
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optimization of exchangers. A multi-criteria decision aid was also used to select the best design 

from Pareto fronts. The main findings and conclusions from Chapter 4 (objective 3) are: 

• It was found that temperature swing (TS) can be predicted as a function of design 

parameters. A correlation was developed to predict temperature swing (TS) at any design 

condition. The temperature swing (TS) decreases with an increase in Cr* or 𝐶𝜆 and 

increases when NTUo is increased.  

• The addition of TS to the optimization problems does not change the Pareto fronts at 

higher values of effectiveness and pressure drop but changes the Pareto fronts in the low 

to medium ranges of effectiveness and pressure drop. At these ranges, the exchanger mass 

increases to decrease the temperature swing. 

• When TS is included in the decision-making process, a heavier exchanger is chosen to 

produce a smaller TS. The decrease in TS is less than 1ºC when the FBR is optimized 

considering TS as an objective, while the pressure drop and exchanger mass increase 

between 30-60%. Thus, including TS when optimizing FBRs would not improve TS 

significantly, while penalties for exchanger mass and pressure drop are considerable. 

 Objective 4: To develop and validate a transient numerical model for desiccant-

coated FBRs and quantify sensor errors (addressed in Chapter 5) 

The air properties (i.e., temperature and humidity) at the outlet of desiccant-coated FBRs 

vary with time. Measuring air properties at the outlet of the desiccant-coated FBRs is complicated 

because of the coupled heat and moisture transfer and temperature dependence of humidity sensor 

(triple time constant involved in the measurement of humidity sensors). A numerical model was 

developed to evaluate the performance of desiccant-coated FBRs considering their transient 

nature. The model comprises of an exchanger model (FBR model) and sensor model (temperature 
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sensor and humidity sensor) to distinguish the actual performance from the measured performance. 

The developed model is validated with the experimental measurements from a small-scale test 

facility. The main findings and conclusions from Chapter 5 (objective 4) are: 

• Depending on the configuration of FBRs (single-core and double-core) and measurement 

sensor locations, the outlet properties profile could be generally classified into sawtooth 

and semi-sawtooth profiles, like sensible FBRs. The measurement requirements depend on 

the shape of outlet profile, i.e., semi-sawtooth or sawtooth profile. Effectiveness errors for 

FBRs with a semi-sawtooth profile are larger than for FBRs with a sawtooth outlet profile. 

• For FBRs with a sawtooth profile (in the double-core FBRs as per the ASHRAE standard 

84 and CSA C439-18 standard), the effectiveness error on the humid (and hot) and dry 

(and cold) sides are equal but with the opposite sign. Thus, the effectiveness can be 

obtained by taking average of the effectiveness values from both sides. This is an important 

distinction from sensible FBRs as the effectiveness error is the same on both the supply 

and exhaust sides of sensible FBRs. The latent effectiveness error due to the slow response 

of sensors depends on the design conditions, operating condition factor (H*) and the 

characteristics of the measurement sensors. 

• For FBRs with a semi-sawtooth profile (such as single-core FBRs), the effects of sensor 

response time and position on measured effectiveness are significant. The latent 

effectiveness error due to the transient nature of FBR and sensors depends on the design 

conditions, operating condition factor (H*) and the characteristics of the measurement 

sensors. Also, the dry (and cold) and humid (and hot) sides of the desiccant-coated FBR 

have different effectiveness errors. So, they cannot be simply averaged to determine the 

effectiveness.  
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• ASHRAE standard 84 and CSA C439-18 standard recommendations for measurement of 

air properties at the outlet of FBR are conservative and could be relaxed for FBR with 

sawtooth profile. Further studies are required to provide specific recommendations for FBR 

with semi-sawtooth profiles.  

 

 CONTRIBUTIONS  

The findings from this research contribute towards understanding and quantifying the 

transient characteristics of FBRs for energy recovery in HVAC applications. The contributions of 

this PhD research are summarized in the following:  

• A new transient numerical model was developed to capture the transient nature of FBRs 

(sensible and desiccant-coated FBRs) and temperature and humidity sensors. The model 

can accurately predict both the outlet airstreams properties profiles and effectiveness.  

• Properties measurement requirements in the testing standards for FBRs (ASHRAE 

standard 84 and CSA C439-18 standard) were examined and recommendations were 

provided for the future versions of such standards.  

• A correlation was developed for temperature swing and FBR is optimized considering its 

transient characteristics. Furthermore, it was shown that temperature swing does not need 

to be included with the optimization of FBRs for HVAC applications.  

 FUTURE WORK 

 Optimization of FBRs considering transient characteristics 

Sensible FBRs were optimized considering their transient nature of operation in this thesis. 

Desiccant-coated FBRs have not been optimized for HAVC application and this could be a subject 
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of future studies. Also, the transient characteristics of the desiccant-coated FBRs could be included 

in the optimization process. Furthermore, optimization of arrangements of FBRs in HVAC systems 

could be the subject of future studies. For example, different combinations of sensible and 

desiccant-coated FBRs in an air handling unit could be proposed and optimized for different 

climate conditions. 

 Modeling and optimization of energy transfer enhancement methods 

To improve the performance of FBRs and reduce the size and exchanger mass, heat and 

moisture transfer enhancement techniques such as the corrugation patterns on the surface of the 

exchanger plate could be studied in detail. Although the current numerical model can predict the 

effectiveness of FBRs if the average heat transfer coefficient is available, a detailed CFD 

simulation could shed light on the enhancement techniques to maximize heat and moisture transfer 

in FBRs. Furthermore flow maldistributions from channel to channel could be the topic of future 

studies. 

 Measurement sensor requirements for desiccant-coated FBRs with semi-sawtooth 

outlet air properties profile 

It was concluded that the measurement requirements for desiccant-coated FBR depend on 

its outlet air profile shape (sawtooth or semi-sawtooth). For desiccant-coated FBRs with sawtooth 

outlet air properties profile, the standard (ASHRAE standard 84 and CSA C439-18 standard) 

requirements could be relaxed. However, for desiccant-coated FBRs with semi-sawtooth outlet air 

properties profiles, the measurement requirements depend on sensor characteristics and position 

(exchanger or duct sensor), design conditions, operating conditions parameters, and desiccant 

properties. Further studies are required to quantify the effectiveness errors over a wide range of 

design and operating parameters.  
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 Experiment duration before reaching quasi-steady-state conditions 

Measurement requirements in the testing standards for sensible and desiccant-coated FBRs 

were examined in this research and recommendation were provided to include in the future 

versions of the standards. To reach the quasi-steady-state conditions, the testing standards 

recommend a one-hour experiment duration. This requirement for sensible FBRs is studied and 

the results are published in a conference paper [32]. The results show that sensible FBRs reach a 

quasi-steady-state condition in less than one hour and the experiment duration recommendation is 

adequate. However, similar studies are not available for the desiccant-coated FBRs, which could 

be the subject of future studies. 

 Condensation and frosting in FBRs 

Frosting and condensation are practical problems and might limit the application of FBRs 

in HVAC applications. It is critical to select and operate FBRs in such a way that avoids the 

uncontrolled formation of condensation and frosting. Future experimental research and numerical 

studies should be conducted to analyze the formation of condensation and frost within FBRs and 

their effect on effectiveness and pressure drop.   
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APPENDIX B 

 EFFECTIVENESS ERROR FROM THE TRANSIENT RESPONSE OF 

SENSORS AT DIFFERENT OPERATING CONDITIONS 

The following tables represent the error in effectiveness for different 𝜏𝑠
∗ and λ values over the 

practical ranges of NTUo and Cr*. 

Table B.1. Effectiveness error Δε (%) for λ=0.0. 

Δε (%) @ λ=0.0 

NTUo Cr* 𝜏𝑠
∗=0.01 𝜏𝑠

∗=0.02 𝜏𝑠
∗=0.05 𝜏𝑠

∗=0.1 𝜏𝑠
∗=0.2 𝜏𝑠

∗=0.3 𝜏𝑠
∗=0.5 

1.0 1.0 0.7 1.4 3.5 6.9 13.1 17.8 23.1 

1.0 2.0 0.6 1.2 3.1 6.0 11.6 15.9 21.1 

1.0 3.0 0.6 1.2 2.9 5.7 11.1 15.3 20.4 

1.0 5.0 0.6 1.1 2.7 5.5 10.7 14.9 20.0 

1.0 10.0 0.5 1.1 2.6 5.3 10.4 14.6 19.7 

2.0 1.0 0.7 1.3 3.3 6.3 11.6 15.2 19.0 

2.0 2.0 0.5 1.0 2.5 4.8 9.1 12.1 15.6 

2.0 3.0 0.5 0.9 2.2 4.3 8.2 11.2 14.6 

2.0 5.0 0.4 0.8 2.0 4.0 7.6 10.5 13.8 

2.0 10.1 0.4 0.7 1.9 3.7 7.2 10.0 13.4 

5.0 1.0 0.6 1.3 3.1 5.8 9.9 12.4 14.6 

5.0 2.0 0.4 0.8 1.9 3.5 6.2 8.0 9.7 

5.0 3.0 0.3 0.6 1.5 2.9 5.2 6.8 8.5 

5.0 5.0 0.3 0.5 1.3 2.4 4.5 6.0 7.7 

5.0 10.0 0.2 0.4 1.1 2.1 3.9 5.4 7.1 

7.0 1.0 0.6 1.3 3.0 5.6 9.3 11.5 13.2 

7.0 2.0 0.3 0.7 1.7 3.1 5.4 6.8 8.1 

7.0 3.0 0.3 0.5 1.3 2.5 4.4 5.7 7.0 

7.0 5.0 0.2 0.4 1.1 2.0 3.7 4.9 6.2 

7.0 10.0 0.2 0.3 0.9 1.7 3.2 4.3 5.6 

10.0 1.0 0.6 1.2 2.9 5.3 8.7 10.4 11.8 

10.0 2.0 0.3 0.6 1.4 2.7 4.5 5.6 6.6 

10.0 3.0 0.2 0.5 1.1 2.1 3.6 4.6 5.5 

10.0 5.0 0.2 0.4 0.9 1.7 3.0 3.9 4.8 

10.0 10.0 0.1 0.3 0.7 1.3 2.5 3.3 4.2 

 

  



 

189 

 

Table B.2. Effectiveness error Δε (%) for λ=0.02. 

Δε (%) @ λ=0.02 

NTUo Cr* 𝜏𝑠
∗=0.01 𝜏𝑠

∗=0.02 𝜏𝑠
∗=0.05 𝜏𝑠

∗=0.1 𝜏𝑠
∗=0.2 𝜏𝑠

∗=0.3 𝜏𝑠
∗=0.5 

1.0 1.0 0.7 1.4 3.5 6.9 13.1 17.8 23.1 

1.0 2.0 0.6 1.2 3.1 6.0 11.6 16.0 21.2 

1.0 3.0 0.6 1.2 2.9 5.7 11.1 15.4 20.5 

1.0 5.0 0.6 1.1 2.8 5.5 10.7 14.9 20.1 

1.0 10.0 0.5 1.1 2.7 5.3 10.5 14.6 19.8 

2.0 1.0 0.7 1.4 3.3 6.4 11.7 15.4 19.2 

2.0 2.0 0.5 1.0 2.5 4.9 9.2 12.3 15.8 

2.0 3.0 0.5 0.9 2.3 4.4 8.4 11.4 14.8 

2.0 5.0 0.4 0.8 2.0 4.0 7.8 10.7 14.1 

2.0 10.1 0.4 0.8 1.9 3.7 7.3 10.2 13.6 

5.0 1.0 0.7 1.3 3.1 5.8 10.1 12.7 15.1 

5.0 2.0 0.4 0.8 1.9 3.6 6.5 8.3 10.2 

5.0 3.0 0.3 0.6 1.6 3.0 5.5 7.2 9.0 

5.0 5.0 0.3 0.5 1.3 2.5 4.8 6.4 8.2 

5.0 10.0 0.2 0.5 1.1 2.2 4.2 5.7 7.6 

7.0 1.0 0.6 1.3 3.1 5.7 9.6 11.9 13.8 

7.0 2.0 0.4 0.7 1.7 3.2 5.7 7.2 8.7 

7.0 3.0 0.3 0.6 1.4 2.6 4.7 6.1 7.5 

7.0 5.0 0.2 0.5 1.1 2.2 4.0 5.3 6.7 

7.0 10.0 0.2 0.4 0.9 1.8 3.4 4.7 6.1 

10.0 1.0 0.6 1.3 3.0 5.5 9.1 11.1 12.6 

10.0 2.0 0.3 0.6 1.5 2.9 4.9 6.2 7.3 

10.0 3.0 0.3 0.5 1.2 2.3 4.0 5.1 6.2 

10.0 5.0 0.2 0.4 1.0 1.8 3.3 4.4 5.4 

10.0 10.0 0.2 0.3 0.8 1.5 2.8 3.8 4.8 
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Table B.3. Effectiveness error Δε (%) for λ=0.04. 

Δε (%) @ λ=0.04 

NTUo Cr* 𝜏𝑠
∗=0.01 𝜏𝑠

∗=0.02 𝜏𝑠
∗=0.05 𝜏𝑠

∗=0.1 𝜏𝑠
∗=0.2 𝜏𝑠

∗=0.3 𝜏𝑠
∗=0.5 

1.0 1.0 0.7 1.4 3.6 6.9 13.2 17.9 23.2 

1.0 2.0 0.6 1.2 3.1 6.1 11.7 16.0 21.2 

1.0 3.0 0.6 1.2 2.9 5.7 11.2 15.4 20.6 

1.0 5.0 0.6 1.1 2.8 5.5 10.8 15.0 20.2 

1.0 10.0 0.5 1.1 2.7 5.3 10.5 14.7 19.9 

2.0 1.0 0.7 1.4 3.3 6.4 11.8 15.5 19.4 

2.0 2.0 0.5 1.0 2.5 4.9 9.3 12.4 16.0 

2.0 3.0 0.5 0.9 2.3 4.5 8.5 11.5 15.0 

2.0 5.0 0.4 0.8 2.1 4.1 7.9 10.8 14.3 

2.0 10.1 0.4 0.8 1.9 3.8 7.4 10.3 13.7 

5.0 1.0 0.7 1.3 3.2 5.9 10.3 13.0 15.4 

5.0 2.0 0.4 0.8 2.0 3.7 6.7 8.6 10.6 

5.0 3.0 0.3 0.7 1.6 3.1 5.7 7.5 9.4 

5.0 5.0 0.3 0.6 1.4 2.6 5.0 6.7 8.6 

5.0 10.0 0.2 0.5 1.2 2.3 4.4 6.0 8.0 

7.0 1.0 0.7 1.3 3.1 5.8 9.9 12.2 14.3 

7.0 2.0 0.4 0.7 1.8 3.4 5.9 7.6 9.2 

7.0 3.0 0.3 0.6 1.4 2.8 5.0 6.5 8.0 

7.0 5.0 0.2 0.5 1.2 2.3 4.2 5.6 7.2 

7.0 10.0 0.2 0.4 1.0 1.9 3.7 5.0 6.6 

10.0 1.0 0.7 1.3 3.1 5.6 9.4 11.5 13.1 

10.0 2.0 0.3 0.7 1.6 3.0 5.2 6.7 7.9 

10.0 3.0 0.3 0.5 1.3 2.4 4.3 5.5 6.7 

10.0 5.0 0.2 0.4 1.0 2.0 3.6 4.7 5.9 

10.0 10.0 0.2 0.3 0.8 1.6 3.1 4.1 5.3 
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Table B.4. Effectiveness error Δε (%) for λ=0.06. 

Δε (%) @ λ=0.06 

NTUo Cr* 𝜏𝑠
∗=0.01 𝜏𝑠

∗=0.02 𝜏𝑠
∗=0.05 𝜏𝑠

∗=0.1 𝜏𝑠
∗=0.2 𝜏𝑠

∗=0.3 𝜏𝑠
∗=0.5 

1.0 1.0 0.7 1.4 3.6 7.0 13.2 17.9 23.3 

1.0 2.0 0.6 1.2 3.1 6.1 11.7 16.1 21.3 

1.0 3.0 0.6 1.2 2.9 5.8 11.2 15.5 20.7 

1.0 5.0 0.6 1.1 2.8 5.5 10.8 15.1 20.3 

1.0 10.0 0.5 1.1 2.7 5.4 10.6 14.8 20.0 

2.0 1.0 0.7 1.4 3.3 6.5 11.9 15.6 19.6 

2.0 2.0 0.5 1.0 2.6 5.0 9.4 12.6 16.2 

2.0 3.0 0.5 0.9 2.3 4.5 8.6 11.7 15.3 

2.0 5.0 0.4 0.8 2.1 4.1 8.0 11.0 14.6 

2.0 10.1 0.4 0.8 1.9 3.9 7.6 10.5 14.1 

5.0 1.0 0.7 1.3 3.2 6.0 10.5 13.2 15.8 

5.0 2.0 0.4 0.8 2.0 3.8 6.9 8.0 10.3 

5.0 3.0 0.3 0.7 1.7 3.2 5.9 7.8 9.8 

5.0 5.0 0.3 0.6 1.4 2.8 5.2 6.9 9.0 

5.0 10.0 0.2 0.5 1.2 2.4 4.6 6.3 8.4 

7.0 1.0 0.7 1.3 3.1 5.9 10.1 12.5 14.7 

7.0 2.0 0.4 0.8 1.9 3.5 6.2 7.9 9.7 

7.0 3.0 0.3 0.6 1.5 2.9 5.2 6.8 8.5 

7.0 5.0 0.3 0.5 1.3 2.4 4.5 6.0 7.6 

7.0 10.0 0.2 0.4 1.1 2.1 3.9 5.4 7.0 

10.0 1.0 0.7 1.3 3.1 5.7 9.7 11.9 13.7 

10.0 2.0 0.4 0.7 1.7 3.2 5.5 7.0 8.4 

10.0 3.0 0.3 0.6 1.4 2.6 4.6 6.0 7.3 

10.0 5.0 0.2 0.5 1.1 2.1 3.9 5.1 6.5 

10.0 10.0 0.2 0.4 0.9 1.8 3.4 4.5 5.9 
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Table B.5. Effectiveness error Δε (%) for λ=0.08. 

Δε (%) @ λ=0.08 

NTUo Cr* 𝜏𝑠
∗=0.01 𝜏𝑠

∗=0.02 𝜏𝑠
∗=0.05 𝜏𝑠

∗=0.1 𝜏𝑠
∗=0.2 𝜏𝑠

∗=0.3 𝜏𝑠
∗=0.5 

1.0 1.0 0.7 1.4 3.6 7.0 13.3 18.0 23.4 

1.0 2.0 0.6 1.2 3.1 6.1 11.8 16.2 21.4 

1.0 3.0 0.6 1.2 2.9 5.8 11.3 15.6 20.8 

1.0 5.0 0.6 1.1 2.8 5.6 10.9 15.1 20.4 

1.0 10.0 0.5 1.1 2.7 5.4 10.6 14.8 20.1 

2.0 1.0 0.7 1.4 3.4 6.5 11.9 15.7 19.7 

2.0 2.0 0.5 1.1 2.6 5.0 9.5 12.7 16.4 

2.0 3.0 0.5 0.9 2.3 4.6 8.7 11.8 15.5 

2.0 5.0 0.4 0.9 2.1 4.2 8.1 11.1 14.8 

2.0 10.1 0.4 0.8 2.0 3.9 7.7 10.6 14.3 

5.0 1.0 0.7 1.3 3.2 6.0 10.6 13.5 16.1 

5.0 2.0 0.4 0.8 2.1 3.9 7.1 9.2 11.4 

5.0 3.0 0.4 0.7 1.7 3.3 6.1 8.1 10.2 

5.0 5.0 0.3 0.6 1.5 2.9 5.4 7.2 9.4 

5.0 10.0 0.3 0.5 1.3 2.5 4.8 6.6 8.8 

7.0 1.0 0.7 1.3 3.2 5.9 10.2 12.8 15.1 

7.0 2.0 0.4 0.8 1.9 3.6 6.4 8.3 10.1 

7.0 3.0 0.3 0.6 1.6 3.0 5.4 7.1 8.9 

7.0 5.0 0.3 0.5 1.3 2.5 4.7 6.3 8.1 

7.0 10.0 0.2 0.4 1.1 2.2 4.2 5.7 7.4 

10.0 1.0 0.7 1.3 3.1 5.8 9.9 12.2 14.2 

10.0 2.0 0.4 0.7 1.8 3.3 5.8 7.4 9.0 

10.0 3.0 0.3 0.6 1.4 2.7 4.9 6.3 7.8 

10.0 5.0 0.2 0.5 1.2 2.3 4.2 5.5 7.0 

10.0 10.0 0.2 0.4 1.0 1.9 3.6 4.9 6.4 
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Table B.6. Effectiveness error Δε (%) for λ=0.12. 

Δε (%) @ λ=0.12 

NTUo Cr* 𝜏𝑠
∗=0.01 𝜏𝑠

∗=0.02 𝜏𝑠
∗=0.05 𝜏𝑠

∗=0.1 𝜏𝑠
∗=0.2 𝜏𝑠

∗=0.3 𝜏𝑠
∗=0.5 

1.0 1.0 0.7 1.4 3.6 7.0 13.3 18.1 23.5 

1.0 2.0 0.6 1.3 3.1 6.1 11.8 16.3 21.6 

1.0 3.0 0.6 1.2 2.9 5.8 11.3 15.7 21.0 

1.0 5.0 0.6 1.1 2.8 5.6 11.0 15.3 20.5 

1.0 10.0 0.5 1.1 2.7 5.4 10.7 15.0 20.2 

2.0 1.0 0.7 1.4 3.4 6.5 12.0 15.9 20.0 

2.0 2.0 0.5 1.1 2.6 5.1 9.6 13.0 16.8 

2.0 3.0 0.5 1.0 2.4 4.6 8.9 12.1 15.8 

2.0 5.0 0.4 0.9 2.2 4.3 8.3 11.4 15.1 

2.0 10.1 0.4 0.8 2.0 4.0 7.8 10.9 14.7 

5.0 1.0 0.7 1.3 3.2 6.1 10.9 13.8 16.6 

5.0 2.0 0.4 0.9 2.1 4.1 7.4 9.7 12.0 

5.0 3.0 0.4 0.7 1.8 3.5 6.4 8.5 10.9 

5.0 5.0 0.3 0.6 1.6 3.0 5.7 7.7 10.0 

5.0 10.0 0.3 0.6 1.4 2.7 5.2 7.1 9.4 

7.0 1.0 0.7 1.3 3.2 6.0 10.5 13.3 15.8 

7.0 2.0 0.4 0.8 2.0 3.8 6.8 8.8 10.9 

7.0 3.0 0.3 0.7 1.7 3.2 5.8 7.7 9.7 

7.0 5.0 0.3 0.6 1.4 2.7 5.1 6.9 8.8 

7.0 10.0 0.2 0.5 1.2 2.4 4.6 6.2 8.2 

10.0 1.0 0.7 1.3 3.2 5.9 10.2 12.8 15.0 

10.0 2.0 0.4 0.8 1.9 3.5 6.3 8.1 9.8 

10.0 3.0 0.3 0.6 1.5 2.9 5.3 7.0 8.7 

10.0 5.0 0.3 0.5 1.3 2.5 4.6 6.1 7.8 

10.0 10.0 0.2 0.4 1.1 2.1 4.1 5.5 7.2 
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Table B.7. Effectiveness error Δε (%) for λ=0.16 

Δε (%) @ λ=0.16 

NTUo Cr* 𝜏𝑠
∗=0.01 𝜏𝑠

∗=0.02 𝜏𝑠
∗=0.05 𝜏𝑠

∗=0.1 𝜏𝑠
∗=0.2 𝜏𝑠

∗=0.3 𝜏𝑠
∗=0.5 

1.0 1.0 0.7 1.5 3.6 7.0 13.4 18.1 23.6 

1.0 2.0 0.6 1.3 3.1 6.2 11.9 16.3 21.7 

1.0 3.0 0.6 1.2 3.0 5.9 11.4 15.8 21.1 

1.0 5.0 0.6 1.1 2.8 5.6 11.0 15.4 20.7 

1.0 10.0 0.5 1.1 2.7 5.5 10.8 15.1 20.4 

2.0 1.0 0.7 1.4 3.4 6.6 12.1 16.1 20.2 

2.0 2.0 0.5 1.1 2.7 5.2 9.8 13.2 17.0 

2.0 3.0 0.5 1.0 2.4 4.7 9.0 12.3 16.1 

2.0 5.0 0.4 0.9 2.2 4.4 8.4 11.6 15.5 

2.0 10.0 0.4 0.8 2.1 4.1 8.0 11.1 15.0 

5.0 1.0 0.7 1.3 3.3 6.2 11.1 14.2 17.1 

5.0 2.0 0.5 0.9 2.2 4.2 7.7 10.1 12.6 

5.0 3.0 0.4 0.8 1.9 3.6 6.7 9.0 11.4 

5.0 5.0 0.3 0.7 1.6 3.2 6.0 8.2 10.6 

5.0 10.0 0.3 0.6 1.4 2.8 5.5 7.5 10.0 

7.0 1.0 0.7 1.3 3.2 6.1 10.8 13.7 16.3 

7.0 2.0 0.4 0.9 2.1 4.0 7.1 9.3 11.5 

7.0 3.0 0.4 0.7 1.7 3.4 6.2 8.2 10.4 

7.0 5.0 0.3 0.6 1.5 2.9 5.5 7.4 9.5 

7.0 10.0 0.3 0.5 1.3 2.6 4.9 6.7 8.9 

10.0 1.0 0.7 1.3 3.2 6.1 10.5 13.2 15.6 

10.0 2.0 0.4 0.8 2.0 3.7 6.7 8.6 10.6 

10.0 3.0 0.3 0.7 1.6 3.1 5.7 7.5 9.4 

10.0 5.0 0.3 0.6 1.4 2.7 5.0 6.7 8.6 
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Table B.8. Effectiveness error Δε (%) for λ=0.20 

Δε (%) @ λ=0.20 

NTUo Cr* 𝜏𝑠
∗=0.01 𝜏𝑠

∗=0.02 𝜏𝑠
∗=0.05 𝜏𝑠

∗=0.1 𝜏𝑠
∗=0.2 𝜏𝑠

∗=0.3 𝜏𝑠
∗=0.5 

1.0 1.0 0.7 1.5 3.6 7.0 13.4 18.2 23.7 

1.0 2.0 0.6 1.3 3.1 6.2 11.9 16.4 21.8 

1.0 3.0 0.6 1.2 3.0 5.9 11.5 15.9 21.2 

1.0 5.0 0.6 1.1 2.8 5.7 11.1 15.4 20.8 

1.0 10.0 0.6 1.1 2.8 5.5 10.8 15.1 20.5 

2.0 1.0 0.7 1.4 3.4 6.6 12.2 16.2 20.4 

2.0 2.0 0.5 1.1 2.7 5.2 9.9 13.3 17.3 

2.0 3.0 0.5 1.0 2.4 4.8 9.1 12.5 16.4 

2.0 5.0 0.5 0.9 2.2 4.4 8.6 11.8 15.7 

2.0 10.1 0.4 0.8 2.1 4.2 8.2 11.4 15.3 

5.0 1.0 0.7 1.4 3.3 6.3 11.2 14.4 17.5 

5.0 2.0 0.5 0.9 2.3 4.3 7.9 10.4 13.1 

5.0 3.0 0.4 0.8 1.9 3.8 7.0 9.3 12.0 

5.0 5.0 0.3 0.7 1.7 3.3 6.3 8.5 11.1 

5.0 10.0 0.3 0.6 1.5 3.0 5.8 7.9 10.5 

7.0 1.0 0.7 1.3 3.3 6.2 11.0 14.0 16.8 

7.0 2.0 0.4 0.9 2.1 4.1 7.4 9.7 12.1 

7.0 3.0 0.4 0.7 1.8 3.5 6.5 8.6 11.0 

7.0 5.0 0.3 0.6 1.6 3.1 5.8 7.8 10.1 

7.0 10.0 0.3 0.6 1.4 2.7 5.2 7.2 9.5 

10.0 1.0 0.7 1.3 3.3 6.1 10.7 13.6 16.2 

10.0 2.0 0.4 0.8 2.1 3.9 7.0 9.1 11.3 

10.0 3.0 0.4 0.7 1.7 3.3 6.1 8.0 10.1 

10.0 5.0 0.3 0.6 1.5 2.9 5.4 7.2 9.3 
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APPENDIX C 

 THERMODYNAMICS AND PROPERTIES EQUATIONS FOR THE 

FBR MODEL OF THE DESICCANT-COATED EXCHANGER IN 

CHAPTER 5  

The following table (Table C.1) presents the thermodynamics equations required for the FBR 

model of the desiccant coated FBRs.  

 

Table C.1. Thermodynamics and properties equations for the FBR model 

Equation Eq. # 

Pg=Pa+Pv (C.1) 

Pa=ρaRaTa (C.2) 

Pv=ρvRvTv (C.3) 

ρg=ρa+ρv (C.4) 

Pv,sat=exp(F) (C.5) 

F={

𝐶1

𝑇
+ 𝐶2 + 𝐶3𝑇 + 𝐶4𝑇2 + 𝐶5𝑇3 + 𝐶6𝑇4 + 𝐶7 ln(𝑇)          173 < 𝑇 < 273𝐾

𝐶8

𝑇
+ 𝐶9 + 𝐶10𝑇 + 𝐶11𝑇2 + 𝐶12𝑇3 + 𝐶13 ln(𝑇)                 273 < 𝑇 < 473𝐾

 (C.6) 

𝐶𝑝𝑔 =
𝜌𝑎𝐶𝑝𝑎 + 𝜌𝑣𝐶𝑝𝑣

𝜌𝑔
     (C.7) 

𝜌𝑑 = 𝜌𝑑,𝑑𝑟𝑦(1 + 𝑢) (C.8) 

𝐶𝑝𝑑 =
𝜌𝑑,𝑑𝑟𝑦(𝑢𝐶𝑝𝑤 + 𝐶𝑝𝑑,𝑑𝑟𝑦)

𝜌𝑑
     (C.9) 

𝜌𝑚 = 𝜎𝑑𝜌𝑑 + 𝜎𝐴𝑙𝜌𝐴𝑙      (C.10) 

𝐶𝑝𝑚 =
𝜎𝑑𝜌𝑑𝐶𝑝𝑑 + 𝜎𝐴𝑙𝜌𝐴𝑙𝐶𝑝𝐴𝑙

𝜌𝑚
     (C.11) 

𝜎𝑑 + 𝜎𝐴𝑙 = 1 (C.12) 

 

The constants in Eqn. (C.6) are: C1=-5674.5359, C2=6.3925247, C3=-9.677843×10-3, 

C4=6.22115701×10-7, C5=2.0747825×10-9, C6=-9.484024×10-13, C7=4.1635019, C8=-5800.2206, 

C9=1.3914993, C10=-4.8640239×10-2, C11=4.1764768×10-5, C12=-1.4452093×10-8, and 

C13=6.5459673. 

 


