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Abstract. In computational biology, the analysis of high-throughput

data poses several issues on the reliability, reproducibility and interpretabil-

ity of the results. It has been suggested that one reason for these incon-

sistencies may be that in complex diseases, such as cancer, multiple genes

belonging to one or more physiological pathways are associated with the

outcomes. Thus, a possible approach to improve list interpretability is to

integrate biological information from genomic databases in the learning

process. Here we propose KDVS, a machine learning based pipeline that

incorporates domain biological knowledge a priori to structure the data

matrix before the feature selection and classification phases. The pipeline

is completed by a final step of semantic clustering and visualization. The

clustering phase provides further interpretability of the results, allowing

the identification of their biological meaning. To prove the efficacy of this

procedure we analyzed a public dataset on prostate cancer.

1 Background

In the last decade, transcriptome analysis performed with high-throughput mi-
croarrays has experienced a huge diffusion in disease classification, where in a
typical experimental design data come from different subjects and phenotypes.
In this context, classification methods are often used to select biomarker genes
useful for answering diagnostic, prognostic and functional questions related to
a disease [1]. However, high-throughput analysis carried out in different labo-
ratories and research centers has given different results, with limited overlap or
reduced statistical significance [2, 3]. These differences are matters of impor-
tant scientific discussions and are imputed to two main reasons: (1) datasets
often include small numbers of subjects (some tens) with respect to the num-
ber of variables (tens of thousands of probes for human genome); (2) the most
complex pathologies, such as cancer, are heterogeneous and multi-factorial, as
a result of the alteration of multiple regulatory pathways, rather than referable
to a single dysfunctional gene like in monogenic diseases [4]. As a consequence,
data are characterized by many correlated features, which lead to different but
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equivalent solutions of the classification/feature selection task. The low repro-
ducibility of biomarker lists strongly affects the biological interpretability of the
results. To address this issue, the standard approach is enrichment analysis,
which uses domain knowledge (e.g., annotations from Gene Ontology - GO or
pathways from the Kyoto Encyclopedia of Genes and Genomes - KEGG) to
retain only those functional groups of genes significantly represented in the sig-
nature [5]. This approach allows for a better interpretability, but it tends to
promote only those functional groups that include a high fraction of the selected
genes in the signature. In the present work we propose a method to select the
most discriminant functional groups of genes based on ℓ1ℓ2 regularization with
double optimization, as described in [6]. The current implementation (Knowl-
edge Driven Variable Selection, KDVS) uses the GO graph [7] as prior knowledge
to be injected in the variable selection procedure. For each functional group of
genes annotated in GO, KDVS extracts its corresponding data matrix from the
available measures (e.g., expression data from microarray) and applies an ℓ1ℓ2
classification/feature selection step, estimating a prediction error and a list of
relevant variables in the group and associating the input data (expression) to
the output data (phenotype) with a classification model. Splitting the classi-
fication task into sub-problems on sub-groups allows addressing issue (1), i.e.,
data dimension, whereas ℓ1ℓ2 regularization allows accounting for correlation
among genes, thus addressing issue (2). The KDVS output is a set of relevant
GO terms, which describe the most active molecular functions or biological pro-
cesses correlated to the phenotype. The case study analyzed in this work is a
public microarray dataset on Prostate cancer.

2 KDVS: prior knowledge and feature selection

Data and Prior Knowledge integration framework. The general schema
of KDVS is presented in Figure 1. It is based on the prototype presented
in [8], implemented in Python. It includes a raw data processing framework
for normalization and summarization, using the state-of-the-art algorithms for
high-throughput microarray technologies [9] and a local integration framework to
integrate microarray platform annotations [10] with prior biological knowledge
from GO. The schema in Figure 1 is flexible enough to incorporate different
data (Array Express - AE, Gene Expression Omnibus - GEO) and knowledge
sources (GO, KEGG). In the following, we refer to GO source. The result of this
phase is a dynamically created information ensemble, implemented as mashup
of relational database and file objects. For every GO term, we collect the set of
corresponding probesets, and extract expression values across all samples con-
sidered for the classification/regression task. Therefore the original n × p data
matrix Xtot (n samples, p variables) is partitioned in submatrices X, one per
GO term. The submatrices are stored as well as in the information ensemble.

Statistical framework. The following step, i.e., the statistical framework, is
divided in two steps: ℓ1ℓ2 feature selection and semantic clustering.
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Fig. 1: General schema of Knowledge Driven Variable Selection prototype sys-
tem. Highlighted sources were used in the current implementation.

ℓ1ℓ2FS feature selection. The method is based on the optimization principle
presented in [11] and it looks for a linear function (model), whose sign gives
the rule that can be used to associate a new sample to its predicted phenotype.
For each submatrix X and corresponding phenotype vector Y , the algorithm
finds the β that minimizes: ‖Y −Xβ‖

2
2+ τ ‖β‖1+µ ‖β‖

2
2, using an iterative soft

thresholding algorithm. The output function is a sparse model, i.e., some in-
put variables will not contribute to the final estimator evaluated by regularized
least squares (RLS) only on the relevant features, as in [6]. The least square
term ensures fitting of the data whereas adding the two penalties allows avoid-
ing overfitting. The role of the two penalties is different: the ℓ1 term enforces
the solution to be sparse, the ℓ2 term preserves correlation among the variables.
The training for selection and classification requires the choice of the regular-
ization parameters for both ℓ1ℓ2 regularization and RLS denoted with τ* and
λ*, respectively. In fact model selection and statistical significance is performed
within two nested K-cross validation loops as in [12]. If the estimated error
is below a fixed threshold, the submatrix X and the corresponding GO term
are selected as meaningful. In addition, for each submatrix, we obtain a list of
selected genes. The final output from knowledge retrieval is the list of selected
GO terms, their estimated prediction error, and the list of relevant genes within
each term.
Semantic clustering. To increase interpretability of the results, we apply a hi-
erarchical agglomerative clustering (average linkage) to selected GO terms. We
have chosen the average linkage method because it allows avoiding nested clus-
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ters or cluster which can lead to highly inhomogeneous biological information,
as it could happen in complete and single linkage. However, the method allows
the user to choose the preferred linkage method to use in the semantic cluster-
ing. We used the Resnik semantic similarity [13] normalized to the maximum
observed value to assess the degree of relatedness between two GO terms c1 and
c2: SimResnik(c1, c2) = maxc∈MICA(c1,c2)IC(c), where IC is the Information
Content [14] and MICA indicates the most informative common ancestors of
terms c1 and c2 in the GO directed acyclic graph (DAG). The IC for the GO

term c is defined as: IC(c) = −log
(

freq(c)
freq(root)

)

i.e., the negative logarithm of

the ratio between the frequency of the term t in a corpus of annotations (i.e., the
number of times the term t and each of its descendants occur in GO annotation)
and the frequency of the root term (corresponding to the sum of the frequencies
of all GO terms). The final output from this post-processing step is a set of
semantically homogenous clusters of GO terms. Since Resnik similarity measure
between two GO terms is based on the information content of the common an-
cestor, semantic similarities of generic and few informative terms are low and
these terms are clustered together with their descendent GO terms in the GO
graph. In this way, the semantic clustering performed using this measure avoids
the creation of a cluster formed by only generic GO terms with different biolog-
ical meaning, which can occur instead when other semantic measures are used,
such as Lin’s semantic measure which normalizes this similarity with respect to
the information content of the two compared GO terms [15].

3 Experimental Results

We analyzed a publicly available dataset (GSE6919, GEO) of prostate tissues
measured on the Affymetrix HG-U95Av2 microarray platform. We preprocessed
and performed quality control with R package scripts based on the aroma package
and the arrayQualityMetrics library, discarding one sample and finally consider-
ing 25 metastatic and 64 primary tumor samples. We applied KDVS, injecting
prior knowledge from Molecular Function (MF) GO domain. We considered as
significant those GO terms whose balanced classification error is below 30%,
thus selecting 167 discriminant GO terms, which were grouped into 12 different
clusters of GO terms according to their similar functional meaning by apply-
ing a semantic clustering (see Figure 2). Clusters 1, 2 and 3 (see legend in
Figure 2) include GO terms involved in Binding of molecules to cell receptors
(e.g., calmodulin, growth factor, insulin-like growth factor binding) or to other
molecules (e.g., nucleic acid, SH3 domain, NF-kappaB, and transcription factor
binding). These results underline that the functions occurring in tumor cells
are related to the binding of key molecules as calmodulin (that mediates sev-
eral processes as metabolism, inflammation, intracellular movements, immune
response), several growth factors (as the insulin-like growth factor binding that
has been correlated with the risk of prostate cancer in a large longitudinal study
[16]) and other key molecules (involved in signaling pathways regulating the cy-
toskeleton, the Ras protein and the Src kinase). Interestingly, in Figure 2 these

224

ESANN 2012 proceedings, European Symposium on Artificial Neural Networks, Computational  Intelligence 
and Machine Learning.  Bruges (Belgium), 25-27 April 2012, i6doc.com publ., ISBN 978-2-87419-049-0. 
Available from http://www.i6doc.com/en/livre/?GCOI=28001100967420.



Fig. 2: GO subgraph with clusters identified with semantic clustering in the list
of MF nodes for tumor vs. metastases experiment.

clusters are close to each other because of their semantic meaning. The other
semantically related clusters are: Di/tri Nucleotide Binding, RNA pol II and
Transcription Activities (clusters 4, 5 and 6). The biggest cluster is Enzymatic
Activities, including GO terms as Methyltransferase Activity, ATPase activity,
Oxidoreductase Activity, Metalloendopeptidase Activity). The majority of these
enzymes are related to the metabolism. Moreover, metalloproteinases are known
to be fundamental for tumor invasion [16]. In the same subgraph (right side of
Figure 2) we observe the Transporter Activities cluster (e.g., calcium channel
activity, lipid transporter activity), the Structural Constituent (e.g., structural
constituent of cytoskeleton, extracellular matrix structural constituent) and GT-
Pase activator activity (including few other enzymes e.g., Rho guanyl-nucleotide
exchange factor activity, small GTPase regulator activity). The involvement of
several enzymatic classes suggests that all of them are fundamental to meet the
needs of the aggressive tumor cells.
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4 Conclusions

When comparing classes of subjects belonging to different phenotypes using ge-
nomic data, biological annotation of features can give immediate and intuitive
information of the phenomenon under investigation. KDVS provides a method
able to integrate biological prior knowledge (GO in this context) into statistical
class prediction analysis of high-throughput data. KDVS gives, at a glance, a
direct overview of the relevant functions and processes characterizing the bio-
logical problem under study, avoiding post-processing functional analyses which
can alter the correct biological interpretation of the results.
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