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A full dichotomy for Holantc, inspired by quantum computation∗

Miriam Backens

August 11, 2021

Abstract
Holant problems are a family of counting problems parameterised by sets of algebraic-
complex valued constraint functions, and defined on graphs. They arise from the theory
of holographic algorithms, which was originally inspired by concepts from quantum compu-
tation.

Here, we employ quantum information theory to explain existing results about holant
problems in a concise way and to derive two new dichotomies: one for a new family of
problems, which we call Holant+, and, building on this, a full dichotomy for Holantc. These
two families of holant problems assume the availability of certain unary constraint functions
– the two pinning functions in the case of Holantc, and four functions in the case of Holant+

– and allow arbitrary sets of algebraic-complex valued constraint functions otherwise. The
dichotomy for Holant+ also applies when inputs are restricted to instances defined on pla-
nar graphs. In proving these complexity classifications, we derive an original result about
entangled quantum states.

1 Introduction

Quantum computation provided the inspiration for holographic algorithms [37], which in turn
inspired the holant framework for computational counting problems (first introduced in the con-
ference version of [18]). Computational counting problems include a variety of computational
problems, from combinatorial problems defined on graphs to the problems of computing parti-
tion functions in statistical physics and computing amplitudes in quantum computation. They
are being analysed in different frameworks, including that of counting constraint satisfaction
problems (counting CSPs) and that of holant problems. Computational counting problems are
an area of active research, yet so far there appear to have been no attempts to apply knowledge
from quantum information theory or quantum computation to their analysis. Nevertheless, as
we show in the following, quantum information theory, and particularly the theory of quantum
entanglement, offer promising new avenues of research into holant problems.

A holant problem is parameterised by a set of functions F ; in this paper we consider finite
sets of algebraic complex-valued functions of Boolean inputs. The restriction to finite sets fol-
lows the standard in the counting CSP community. We use it to avoid issues around efficient
computability that arise when allowing problems to be parameterised by infinite sets of func-
tions. In the following, the set of all algebraic complex-valued functions of Boolean inputs is
denoted Υ. We also write Υn := {f ∈ Υ | arity(f) = n} for the restriction of Υ to functions of
arity n. An instance of the problem Holant(F) consist of a multigraph G = (V,E) with vertices
V and edges E, and a map π. This map assigns to each vertex v ∈ V a function π(v) = fv ∈ F .
The map also sets up a bijection between the edges incident on v and the arguments of fv, so
the degree of v must equal the arity of fv. Given the map π, any assignment σ : E → {0, 1} of
Boolean values to edges induces a weight

wt(σ) :=
∏
v∈V

fv(σ|E(v)),

∗This paper combines extended versions of the conference publications [1] and [3] with some new results.
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where σ|E(v) is the restriction of σ to the edges incident on v. The desired output of the
holant problem is the total weight

∑
σ:E→{0,1}wt(σ), where the sum is over all assignments σ.

Formally, we define the problem Holant(F) as follows.

Name Holant(F)
Instance A tuple (G,F , π).
Output HolantΩ =

∑
σ:E→{0,1}

∏
v∈V fv(σ|E(v)).

For example, let N ∈ N>0, and define MN := {ONEn | 1 ≤ n ≤ N}, where

ONEn(x1, . . . , xn) =

{
1 if

∑n
k=1 xk = 1

0 otherwise.

Then Holant(MN ) corresponds to counting the number of perfect matchings on graphs of max-
imum degree N . To see this, consider some graph G = (V,E) with maximum degree N . The
map π must assign to each vertex a function of appropriate arity and since all functions are
invariant under permutations of the arguments, this means π is fully determined by this re-
quirement. Consider an assignment σ : E → {0, 1}, this corresponds to a subset of edges
Eσ := {e ∈ E | σ(e) = 1}. Note that wt(σ) ∈ {0, 1} for all σ, since each weight is a product
of functions taking values in the set {0, 1}. Now suppose wt(σ) = 1, then for each v ∈ V , σ
assigns the value 1 to exactly one edge in E(v). Thus, Eσ is a perfect matching. Conversely, if
wt(σ) = 0 then there exists a vertex for which fv(σ|E(v)) = 0. This implies

∑
e∈E(v) σ(e) 6= 1,

i.e. either 0 or at least 2 of the edges incident on v are assigned 1 by σ. Thus, Eσ contains either
no edges incident on v, or at least 2 edges incident on v, so Eσ is not a perfect matching. We
have shown that wt(σ) = 1 if σ corresponds to a perfect matching and wt(σ) = 0 otherwise.
The correspondence between assignments σ : E → {0, 1} and subsets Eσ ⊆ E is a bijection.
Therefore, the total weight – and hence the output of Holant(F) – is exactly the number of
perfect matchings of G.

Sometimes it is interesting to restrict holant problems to instances defined on planar graphs.
In that case, the correspondence between the edges incident on a vertex v and the arguments of
its assigned function fv must respect the ordering of the edges in the given planar embedding of
the graph and the ordering of the arguments of the function. This means that choosing an edge
to correspond to the first argument of fv fixes the bijection between edges and arguments for all
the remaining edges and arguments. Given a finite set of functions F , the problem of computing
holant values on planar graphs is denoted Pl-Holant(F). For example, Pl-Holant(MN ) is the
problem of counting perfect matchings on planar graphs of maximum degree N .

The complexity of holant problems has not been fully classified yet, but there exist a number
of classifications for subfamilies of holant problems. These classifications restrict the family of
problems in one or more of the following ways:

• by considering only symmetric functions, i.e. functions that are invariant under any per-
mutation of the arguments (these functions depend only on the Hamming weight of their
input), or

• by restricting the codomain, e.g. to algebraic real numbers or even non-negative real
numbers, or

• by considering only sets of functions that contain some specified subset of functions, such
as arbitrary unary functions or the two ‘pinning functions’ δ0(x) = 1− x and δ1(x) = x.

Known classification include a full dichotomy for holant problems where all unary functions are
assumed to be available [12], and a classification for Holantc (F) := Holant (F ∪ {δ0, δ1}) with
symmetric functions [17]. There is also a dichotomy for real-valued Holantc, where functions need
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not be symmetrical but must take values in R instead of C [19]. Both existing results about
Holantc are proved via dichotomies for counting CSPs with complex-valued, not necessarily
symmetric functions (see Section 3.2 for a formal definition): in the first case, a dichotomy for
general #CSP [18], and in the second case, a dichotomy for #CSPc2, a subfamily of #CSP in
which each variable must appear an even number of times and variables can be pinned to 0
or 1 [19]. The only broad classifications not assuming availability of certain functions are the
dichotomy for symmetric holant [11] and the dichotomy for non-negative real-valued holant [33].

The problem of computing amplitudes in quantum computation can also be expressed as a
holant problem. This makes certain holant problems examples of (strong) classical simulation
of quantum computations, an area of active research in the theory of quantum computation.
If a quantum computation can be simulated efficiently on a classical computer, the quantum
computer yields no advantage. If, on the other hand, the complexity of classically simulating
a certain family of quantum computations can be shown to satisfy some hardness condition,
this provides evidence that quantum computations are indeed more powerful than classical
computers.

Indeed, while the origin of holant problems is not related to the notion of classical simulation
of quantum computations, quantum computing did provide the inspiration for its origins [37, 18].
Nevertheless, so far there have been no attempts to apply knowledge from quantum information
theory or quantum computation to the analysis of holant problems. Yet, as we show in the
following, quantum information theory, and particularly the theory of quantum entanglement,
offer promising new avenues of research into holant problems.

The complexity of Holant (F) may depend on decomposability properties of the functions
in F . A function f ∈ Υn is considered to be decomposable if there exists a permutation
ρ : [n]→ [n], an integer k satisfying 1 ≤ k < n, and functions f1, f2 such that

f(x1, . . . , xn) = f1(xρ(1), . . . , xρ(k))f2(xρ(k+1), . . . , xρ(n)).

For example, the constant function f(x1, x2) = 1 is equal to f1(x1)f2(x2), where f1(x) =
f2(x) = 1. Not all functions are decomposable: there are no functions g1, g2 ∈ Υ1 such that
EQ2(x1, x2) = g1(x1)g2(x2).

The functions in Υn are in bijection with the algebraic complex-valued vectors of length
2n by mapping each function to a list of its values, or conversely. Under this map, the notion
of a function being non-decomposable corresponds exactly to the quantum-theoretical notion
of a vector being genuinely entangled. We therefore draw on the large body of research about
the properties of entangled vectors from quantum theory, and apply it to the complexity clas-
sification of holant problems. In the process, we also derive a new result about entanglement
previously unknown in the quantum theory literature, this is Theorem 46.

For relating the complexity of two computational problems, the main technique used in this
paper is that of gadget reductions. An n-ary gadget over some set of functions F is a fragment
of a signature grid using functions from F , which is connected to the rest of the graph by
n external edges. This signature grid is assigned an effective function in Υn by treating the
external edges as variables and summing over all possible assignments of Boolean values to the
internal edges. If the function g is the effective function of some gadget over F , then we say g
is realisable over F . Allowing functions realisable over F in addition to the functions in F does
not affect the complexity of computing the holant [12].

Now, the problem Holant(F) is known to be polynomial-time computable if F contains only
functions that decompose as products of unary and binary functions [12, Theorem 2.1]. For
Holant(F) to be #P-hard, F must thus contain a function that does not decompose in this
way. Borrowing terminology from quantum theory, we say functions that do not decompose
as products of unary and binary functions have multipartite entanglement. By applying results
from quantum theory, we show how to build a gadget for a non-decomposable ternary function
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using an arbitrary function with multipartite entanglement and the four unary functions

δ0(x) = 1− x, δ1(x) = x, δ+(x) = 1, and δ−(x) = (−1)x.

We further apply entanglement theory to analyse a family of symmetric ternary gadgets, and
show that given some non-decomposable ternary function, this family lets us realise a symmetric
non-decomposable ternary function. Furthermore, we show how to realise symmetric non-
decomposable binary functions with specific properties. Together, these gadgets allow us to
classify the complexity of the problem Holant+ (F) := Holant (F ∪ {δ0, δ1, δ+, δ−}).

Theorem 1 (Informal statement of Theorem 56). Let F ⊆ Υ be finite. Then Holant+ (F) can
be computed in polynomial time if F satisfies one of five explicit conditions. In all other cases,
Holant+ (F) is #P-hard. The same dichotomy holds when the problem is restricted to instances
defined on planar graphs.

By combining these entanglement-based techniques with techniques from the real-valued
Holantc classification in [13], we then develop a complexity classification for Holantc (F) :=
Holant (F ∪ {δ0, δ1}). The problem Holantc had first been described about a decade ago, with
a full complexity classification remaining open until now.

Theorem 2 (Informal statement of Theorem 59). Let F ⊆ Υ be finite. Then Holantc (F) can
be computed in polynomial time if F satisfies one of six explicit conditions. In all other cases,
Holantc (F) is #P-hard.

The remainder of this paper is structured as follows. We introduce preliminary definitions
in Section 2 and give an overview over known holant complexity classifications in Section 3. In
Section 4, we introduce relevant notions and results from quantum theory, particularly about
entanglement. The complexity classification for Holant+ is derived in Section 5 and the com-
plexity classification for Holantc is derived in Section 6.

2 Preliminaries

Holant problems are a framework for computational counting problems on graphs, introduced
by Cai et al. [18], and based on the theory of holographic algorithms developed by Valiant [37].

Throughout, we consider algebraic complex-valued functions with Boolean inputs. Let A
be the set of algebraic complex numbers. For any non-negative integer k, let Υk be the set of
functions {0, 1}k → A, and define Υ :=

⋃
k∈N Υk. Let F ⊆ Υ be a finite set of functions, and

let G = (V,E) be an undirected graph with vertices V and edges E. Throughout, graphs are
allowed to have parallel edges and self-loops. A signature grid is a tuple Ω = (G,F , π) where π
is a function that assigns to each n-ary vertex v ∈ V a function fv : {0, 1}n → A in F , specifying
which edge incident on v corresponds to which argument of fv. The Holant for a signature grid
Ω is:

HolantΩ =
∑

σ:E→{0,1}

∏
v∈V

fv(σ|E(v)), (1)

where σ is an assignment of Boolean values to each edge and σ|E(v) is the application of σ to
the edges incident on v.

Name Holant(F)
Instance A signature grid Ω = (G,F , π).
Output HolantΩ.

Remark. We restrict the definition of holant problems to finite sets of functions, as is common
in the counting CSP literature and some of the holant literature. This is to avoid issues with the
representation of the function values, and it is also relevant for some of the results in Section 5.4.
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For any positive integer n, let [n] := {1, 2, . . . , n}. Suppose f ∈ Υn and suppose ρ : [n]→ [n]
is a permutation, then fρ(x1, . . . , xn) := f(xρ(1), . . . , xρ(n)).

A function is called symmetric if it depends only on the Hamming weight of the input, i.e.
the number of non-zero bits in the input bit string. An n-ary symmetric function is often written
as f = [f0, f1, . . . , fn], with fk for k ∈ [n] being the value f takes on inputs of Hamming weight
k. For any positive integer k, define the equality function of arity k as EQk := [1, 0, . . . , 0, 1],
where there are (k − 1) zeroes in the expression. Furthermore, define ONEk := [0, 1, 0, . . . , 0],
where there are (k − 1) zeroes at the end. Let δ0 := [1, 0] and δ1 := [0, 1], these are called the
pinning functions because they allow ‘pinning’ inputs to 0 or 1, respectively. Finally, define
δ+ := [1, 1] (this is equal to EQ1), δ− := [1,−1], and NEQ = [0, 1, 0]. We will also occasionally
use the unary functions δi := [1, i] and δ−i = [1,−i], where i is the imaginary unit, i.e. i2 = −1.

An n-ary function is called degenerate if it is a product of unary functions in the follow-
ing sense: there exist functions u1, . . . , un ∈ Υ1 such that f(x1, . . . , xn) = u1(x1) . . . un(xn).
Any function that cannot be expressed as a product of unary functions in this way is called
non-degenerate. Suppose f ∈ Υn, k is an integer satisfying 1 ≤ k < n, and ρ : [n] → [n]
is a permutation such that fρ(x1, . . . , xn) = g(x1, . . . , xk)h(xk+1, . . . , xn) for some functions
g ∈ Υk, h ∈ Υn−k, then f is said to be decomposable. Any way of writing f as a product of
two or more functions with disjoint sets of arguments is called a decomposition of f . Borrowing
terminology from linear algebra (which will be justified later), we say g and h in the above
equation are tensor factors of f . A function that cannot be decomposed in this way is called
non-decomposable. Any degenerate function of arity n ≥ 2 is decomposable, but not all decom-
posable functions are degenerate. For example, f(x1, x2, x3, x4) = EQ2(x1, x2)NEQ(x3, x4) is
decomposable but not degenerate since f cannot be written as a product of unary functions.

For any f ∈ Υn, the support of f is supp(f) := {x ∈ {0, 1}n | f(x) 6= 0}.
Suppose f ∈ Υ4, g ∈ Υ3, and h ∈ Υ2. As a shorthand, let fxyzw := f(x, y, z, w), gxyz :=

g(x, y, z), and hxy := h(x, y) for any x, y, z, w ∈ {0, 1}. We sometimes identify these functions
with the following matrices of their values:

f =


f0000 f0001 f0010 f0011

f0100 f0101 f0110 f0111

f1000 f1001 f1010 f1011

f1100 f1101 f1110 f1111

 , g =

(
g000 g001 g010 g011

g100 g101 g110 g111

)
and h =

(
h00 h01

h10 h11

)
.

Here, for binary functions, matrix rows are labelled by the first input and columns are labelled
by the second input. For ternary functions, rows are labelled by the first input and columns by
the second and third inputs in lexicographic order. For functions of arity four, rows are labelled
by the first two inputs and columns by the last two inputs, again in lexicographic order.

For any pair of counting problems A and B, we say A reduces to B and write A ≤T B if
there exists a polynomial-time Turing reduction from problem A to problem B. If A ≤T B and
B ≤T A, we say A and B are interreducible and write A ≡T B.

The following result is well-known in the literature, see e.g. [13, p. 12].

Lemma 3. Suppose F ⊆ Υ is finite, g ∈ Υ, and c ∈ A \ {0}. Then Holant (F ∪ {c · g}) ≡T
Holant (F ∪ {g}).

Given a bipartite graph G = (V,W,E), with vertex partitions V and W , we can define a
bipartite signature grid. Let F and G be two finite subsets of Υ and let π : V ∪W → F ∪ G
be a map assigning functions to vertices, with the property that π(v) ∈ F for all v ∈ V and
π(w) ∈ G for all w ∈ W . The bipartite signature grid specified in this way is denoted by the
tuple (G,F|G, π). The corresponding bipartite holant problem is Holant (F | G).

The following reductions relate bipartite and non-bipartite holant problems.

Proposition 4 ([17, Proposition 2]). For any finite F ⊆ Υ, we have

Holant (F) ≡T Holant (F | {EQ2}) .
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Proposition 5 ([17, Proposition 3]). Suppose G1,G2 ⊆ Υ are finite, then

Holant (G1 ∪ {EQ2} | G2 ∪ {EQ2}) ≡T Holant (G1 ∪ G2) .

A signature grid Ω = (F , G, π) is called planar if G is a plane graph and, for each v,
the arguments of fv are ordered counterclockwise starting from an edge specified by π [15,
Section 2.1]. We denote by Pl-Holant(F) the problem Holant(F) restricted to planar signature
grids.

2.1 Signature grids in terms of vectors

As noted in [14], any function f ∈ Υn can be considered as a vector in A2n , which is the list of
values of f , indexed by {0, 1}n. Let {|x〉}x∈{0,1}n be an orthonormal basis1 for A2n . The vector
corresponding to the function f is then denoted by |f〉 :=

∑
x∈{0,1}n f(x) |x〉.

Denote by ⊗ the Kronecker product of matrices, which we usually call the tensor product.
Based on this notion of tensor product, we define tensor powers of a matrix M as follows:
M⊗1 := M and M⊗k+1 = M⊗k ⊗ M for any positive integer k. The operations of tensor
product and tensor power can be extended to vectors by considering them as single-column
matrices. Denote by MT the transpose of the matrix M .

Suppose Ω = (G,F|G, π) is a bipartite signature grid, where G = (V,W,E) has vertex
partitions V and W . Then the holant for Ω can be written as:

HolantΩ =

(⊗
w∈W

(|gw〉)T
)(⊗

v∈V
|fv〉

)
=

(⊗
v∈V

(|fv〉)T
)(⊗

w∈W
|gw〉

)
, (2)

where the tensor products are assumed to be ordered such that, in each inner product, two
components associated with the same edge meet.

2.2 Holographic reductions

Holographic transformations are the origin of the name ‘holant problems’. Let GL2(A) be the
set of all invertible 2 by 2 matrices over A, and let O := {M ∈ GL2(A) |MTM = ( 1 0

0 1 )} be the
set of orthogonal matrices.

Suppose M ∈ GL2(A), then for any f ∈ Υ0 let M ◦ f = f , and for any f ∈ Υn with n > 0
let M ◦ f denote the function corresponding to the vector M⊗n |f〉. Furthermore, for any set
of functions F , define M ◦ F := {M ◦ f | f ∈ F}.

Theorem 6 (Valiant’s Holant Theorem [37] as stated in [17, Proposition 4]). For any M ∈
GL2(A) and any finite sets F ,G ⊆ Υ,

Holant (F | G) ≡T Holant
(
M ◦ F | (M−1)T ◦ G

)
.

Corollary 7 ([17, Proposition 5]). Let O ∈ O and let F ⊆ Υ be finite, then

Holant (F) ≡T Holant (O ◦ F) .

Going from a set of functions F | G to M ◦F | (M−1)T ◦G or from F to O◦F is a holographic
reduction.

1In using this notation for vectors, called Dirac notation and common in quantum computation and quantum
information theory, we anticipate the interpretation of the vectors associated with functions as quantum states,
cf. Section 4.
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2.3 Gadgets and realisability

A gadget over a finite set of functions F (also called F-gate) is a fragment of a signature grid
with some ‘dangling’ edges. Any such gadget can be assigned an effective function g.

Formally, let G = (V,E,E′) be a graph with vertices V , (normal) edges E, and dangling
edges E′, where E ∩ E′ = ∅. Unlike a normal edge, each dangling edge has only one end
incident on a vertex in V , the other end is dangling. The gadget is determined by a tuple
Γ = (F , G, π), where π : V → F assigns a function to each vertex v in such a way that each
argument of the function corresponds to one of the edges (normal or dangling) incident on v.
Suppose E′ = {e1, . . . , en}, then the effective function associated with this gadget is

gΓ(y1, . . . , yn) =
∑

σ:E→{0,1}

∏
v∈V

fv(σ̂|E(v)),

where σ̂ is the extension of σ to domain E ∪ E′ which satisfies σ̂(ek) = yk for all k ∈ [n], and
σ̂|E(v) is the restriction of σ̂ to edges (both normal and dangling) which are incident on v.

If g is the effective function of some gadget over F , then g is said to be realisable over F .
This notion is sometimes extended to say g is realisable over F if there exists a gadget over F
with effective function c · g for some c ∈ A \ {0}. By Lemma 3, the extended definition does not
affect the validity of the following lemma.

Lemma 8 ([12, p. 1717]). Suppose F ⊆ Υ is finite and g is realisable over F . Then

Holant (F ∪ {g}) ≡T Holant (F) .

Following [33], we define S(F) = {g | g is realisable over F} for any set of functions F . Then
Lemma 8 implies that, for any finite subset F ′ ⊆ S(F), we have Holant (F ′) ≤T Holant (F).

The following lemma will be useful later. This result is stated e.g. in [19, Lemma 2.1], but
as it is not proved there, we give a quick proof here. Note this lemma uses the scaled definition
of realisability.

Lemma 9. Suppose f(x1, . . . , xn+m) = g(x1, . . . , xn)h(xn+1, . . . , xn+m), where none of these
functions are identically zero. Then g, h ∈ S({f, δ0, δ1}).

Proof. As g is not identically zero, there exists a ∈ {0, 1}n such that g(a) 6= 0. But then

h(y1, . . . , ym) =
∑

x1,...,xn∈{0,1}

f(x1, . . . , xn, y1, . . . , ym)
∏
k∈[n]

δak(xk).

The right-hand side is the effective function of some gadget over {f, δ0, δ1}, which consists of
one copy of f connected to n unary functions, so h ∈ S({f, δ0, δ1}).

An analogous argument with the roles of g and h swapped shows that g ∈ S({f, δ0, δ1}).

When considering a bipartite Holant problem Holant (F | G) for some finite F ,G ⊆ Υ,
we need to use gadgets that respect the bipartition. Suppose Γ = (F|G, G, π) where G =
(V,W,E,E′) is a bipartite graph with vertex partitions V andW , (normal) edges E and dangling
edges E′, and suppose π : V ∪W → F ∪ G satisfies π(v) ∈ F for all v ∈ V and π(w) ∈ G for
all w ∈W . If furthermore all dangling edges are incident on vertices from V , then Γ is called a
left-hand side (LHS) gadget over F|G. Otherwise, if all dangling edges are incident on vertices
from W , then Γ is called a right-hand side (RHS) gadget over F|G. The following result is a
straightforward extension of Lemma 8.

Lemma 10. Let F ,G ⊆ Υ be two finite sets of functions. Suppose f is an LHS gadget over
F|G and g is a RHS gadget over F|G. Then

Holant (F ∪ {f} | G) ≡T Holant (F | G) and Holant (F | G ∪ {g}) ≡T Holant (F | G) .
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A gadget is called planar if it is defined by a plane graph and if the dangling edges, ordered
counterclockwise corresponding to the order of the arguments of the effective function, are in
the outer face in a planar embedding [15, Section 2.4]. In reductions between planar holant
problems, only planar gadgets may be used.

2.4 Polynomial interpolation

Finally, there is the technique of polynomial interpolation. Let F be a set of functions and
suppose g is a function that cannot be realised over F . If, given any signature grid over
F ∪ {g}, it is possible to set up a family of signature grids over F such that the holant for
the original problem instance can be determined efficiently from the holant values of the family
by solving a system of linear equations, then g is said to be interpolatable over F . We do not
directly use polynomial interpolation here, though the technique is employed by many of the
results we build upon. A rigorous definition of polynomial interpolation can be found in [18].

2.5 Linear algebra lemmas for holographic transformations

Holographic transformations are, at their core, linear maps. In this section, we give a few
lemmas about decompositions of matrices that will significantly simplify later arguments about
these transformations. In particular, we extend the orthogonal QR decomposition from real to
complex matrices and prove two further lemmas building on it. These result are straightforward
and may not be novel, but we have not been able to find a reference for them in the literature,
so we provide proofs for completeness.

Let K :=
(

1 1
i −i

)
, X := ( 0 1

1 0 ) and T :=
(

1 0
0 exp(iπ/4)

)
where i is the imaginary unit; these are

all elements of GL2(A).
Recall that any real square matrix M can be written as M = QR where Q is an orthogonal

matrix and R is upper (or lower) triangular. The equivalent result for complex matrices requires
Q to be unitary instead of orthogonal. Nevertheless, many complex 2 by 2 matrices do admit
a decomposition with a complex orthogonal matrix and an upper or lower triangular matrix.
Where this is not possible, we give an alternative decomposition using the matrix K defined
above instead of an orthogonal matrix.

Lemma 11 (Orthogonal QR decomposition for complex matrices). Let M be an invertible 2
by 2 complex matrix, write O for the set of all 2 by 2 complex orthogonal matrices, and let K
be as defined above. Then the following hold:

• There exists Q ∈ O ∪ {K,KX} such that Q−1M is upper triangular.

• There exists Q ∈ O ∪ {K,KX} such that Q−1M is lower triangular.

• If Q−1M is neither lower nor upper triangular for any orthogonal Q, then M = KD or
M = KXD, where D is diagonal.

Proof. Write M as:

M =

(
x y
z w

)
.

We assumed M was invertible, so detM = xw − yz 6= 0. Note that K−1 = 1
2

(
1 −i
1 i

)
and

(KX)−1 = 1
2

(
1 i
1 −i

)
.

For a lower triangular decomposition, we want the top right element of Q−1M to vanish,
this is (Q−1)00y + (Q−1)01w. The elements y and w cannot both be zero since M is invertible.
Suppose first y2 + w2 = 0, i.e. w = ±iy. Then(

1 ±i
1 ∓i

)(
x y
z ±iy

)
=

(
x± iz 0
x∓ iz 2y

)
8



so Q−1M is lower triangular for some Q ∈ {K,KX}. If instead y2 + w2 6= 0, then

1√
y2 + w2

(
w −y
y w

)(
x y
z w

)
=

1√
y2 + w2

(
wx− yz 0
yx+ wz y2 + w2

)
,

and 1√
y2+w2

(
w −y
y w

)
∈ O.

Analogously, for an upper triangular decomposition, someQ ∈ {K,KX} works if x2+z2 = 0,
and some Q ∈ O works otherwise.

We have Q ∈ {K,KX} for both decompositions if and only if x2 + z2 = 0 and y2 + w2 = 0
simultaneously. Write z = ±ix. Then, by invertibility of M , w = ∓iy. Thus, letting D =

(
x 0
0 y

)
:

M =

(
x y
±ix ∓iy

)
=

(
1 1
±i ∓i

)(
x 0
0 y

)
=

{
KD if ± goes to +, or

KXD if ± goes to −.

This completes the proof.

Lemma 12. Suppose M is a 2 by 2 invertible complex matrix such that MTM =
(
λ 0
0 µ

)
for

some λ, µ ∈ C \ {0}. Then there exists a 2 by 2 orthogonal matrix Q and a diagonal matrix D
such that M = QD.

Proof. Given invertibility of M , the property (MTM)01 = (MTM)10 = 0 means that the
columns of M are orthogonal to each other (under the ‘real’ inner product). Hence there must
exists Q ∈ O such that the columns of M are scalings of the columns of Q, which implies
M = QD.

Using the complex QR decomposition, we can also consider the solutions of ATA
.
= X,

where ‘
.
=’ denotes equality up to scalar factor.

Lemma 13. The solutions of:
ATA

.
= X (3)

are exactly those matrices A satisfying A = KD or A = KXD for some invertible diagonal
matrix D.

Proof. First, we check that matrices of the form KD or KXD for some invertible diagonal
matrix D satisfy (3). Indeed:

(KD)TKD = DTKTKD = D

(
1 i
1 −i

)(
1 1
i −i

)
D = 2DXD = 2xyX

.
= X, (4)

where D =
(
x 0
0 y

)
with x, y ∈ C \ {0}. Similarly:

(KXD)TKXD = DTXTKTKXD = 2DX3D = 2DXD = 2xyX
.
= X. (5)

This completes the first part of the proof.
It remains to be shown that these are the only solutions of ATA

.
= X. Assume, for the

purposes of deriving a contradiction, that there is a solution that has an orthogonal QR de-
composition. In particular, suppose A = QR for some upper triangular matrix R. Then, by
orthogonality of Q:

ATA = RTQTQR = RTR =

(
R00 0
R01 R11

)(
R00 R01

0 R11

)
=

(
R2

00 R00R01

R00R01 R2
01 +R2

11

)
. (6)

The only way for the top left component of this matrix to be zero, as required, is if R00 is
zero. Yet, in that case, the top right and bottom left components of ATA are zero too, hence

9



ATA cannot be invertible. That is a contradiction because any non-zero scalar multiple of X
is invertible.

A similar argument applies if R is lower triangular.
Thus, all solutions of (3) have to fall into the third case of Lemma 11: i.e. all solutions must

be of the form A = KD or A = KXD.

For any M ∈ GL2(A), denote by fM (x, y) := Mxy the binary function corresponding to this
matrix. The following is straightforward, but we give a proof for completeness.

Lemma 14. Suppose M ∈ GL2(A) and g ∈ Υ, then M ◦ g,MT ◦ g ∈ S({g, fM}).

Proof. Let n = arity(g). We have

(M ◦ g)(x1, . . . , xn) =
∑

y1,...,yn∈{0,1}

 n∏
j=1

Mxjyj

 g(y1, . . . , yn)

=
∑

y1,...,yn∈{0,1}

 n∏
j=1

fM (xj , yj)

 g(y1, . . . , yn),

so M ◦ g ∈ S({g, fM}). Furthermore, for any M ∈ GL2(A), fMT (x, y) = fM (y, x); therefore

(MT ◦ g)(x1, . . . , xn) =
∑

y1,...,yn∈{0,1}

 n∏
j=1

fM (yj , xj)

 g(y1, . . . , yn)

and MT ◦ g ∈ S({g, fM}).

3 Known results about holant problems

We now introduce the existing families of holant problems and their associated dichotomy
results. Gadget constructions (which are at the heart of many reductions) are easier the more
functions are known to be available. As a result, several families of holant problems have been
defined, in which certain sets of functions are freely available, i.e. are always added to the set
of functions parameterising the holant problem. More formally, suppose G ⊆ Υ is a finite set of
functions and denote by HolantG the holant problem where functions in G are freely available,
then HolantG(F) := Holant(F ∪ G) for any set of functions F . Effectively, the problem HolantG

restricts analysis to cases where the set of constraint functions contains G.

3.1 Conservative holant

Write U := Υ1 for compatibility with earlier notation. We will not use the notation Holant∗

[18, 12] here as we do not define holant problems for infinite sets of constraint functions. Instead,
as is common in the counting CSP literature, we refer to holant problems where arbitrary finite
subsets of U are freely available as ‘conservative’.

We begin with some definitions. Given a bit string x, let x̄ be its bit-wise complement and
let |x| denote its Hamming weight. Denote by 〈F〉 the closure of a set of functions F under
tensor products. Furthermore, define:

• the set of all unary and binary functions

T := Υ1 ∪Υ2,

• the set of functions which are non-zero on at most two complementary inputs

E := {f ∈ Υ | ∃a ∈ {0, 1}arity(f) such that f(x) = 0 if x /∈ {a, ā}},
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• the set of functions which are non-zero only on inputs of Hamming weight at most 1

M := {f ∈ Υ | f(x) = 0 if |x| > 1}.

Note that U ⊆ T , U ⊆ E and U ⊆M. The following result has been adapted to our notation.

Theorem 15 ([12, Theorem 2.2]). Suppose F is a finite subset of Υ. If

• F ⊆ 〈T 〉, or

• there exists O ∈ O such that F ⊆ 〈O ◦ E〉, or

• F ⊆ 〈K ◦ E〉 = 〈KX ◦ E〉, or

• F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉,

then, for any finite subset U ′ ⊆ U , the problem Holant(F ,U ′) is polynomial-time computable.
Otherwise, there exists a finite subset U ′ ⊆ U such that Holant(F ,U ′) is #P-hard. The dichotomy
is still true even if the inputs are restricted to planar graphs.

To get an intuition for the polynomial-time computable cases, first note that every tensor
product can be thought of as a gadget over its factors, and that tensor closure commutes with
holographic transformations. Furthermore, if a signature grid is not connected, its holant is
just the product of the holant values of the individual connected components.

Now, in the first polynomial-time computable case of Theorem 15, F ⊆ 〈T 〉, the signature
grid can be transformed to one in which every vertex has degree at most 2 by replacing every
function with a disconnected gadget over unary and binary functions. Then each connected
component is a path or cycle, and its holant value can be computed by matrix multiplication.

In the second polynomial-time computable case, F ⊆ 〈O ◦ E〉, again replace decomposable
functions by disconnected gadgets. Suppose O is the identity matrix, then an assignment of a
Boolean value to one edge contributes to at most one non–zero-weight assignment of values to
all edges in the same connected component. Thus the holant value for any connected graph is
a sum of at most two terms, which can be computed efficiently, and hence the overall value can
be found. If O is not the identity, apply Corollary 7 to reduce to the identity case.

For the third polynomial-time computable case, F ⊆ 〈K ◦ E〉, note that given any finite
G ⊆ Υ,

Holant (K ◦ G) ≡T Holant(K ◦ G | {EQ2}) ≡T Holant(G | {NEQ}) ≤T Holant(G ∪ {NEQ}),

where the first equivalence is Proposition 4, the second is Theorem 6, and the final reduction is
because dropping the restriction to bipartite signature grids cannot make the problem easier.
Hence, since NEQ ∈ E , this case reduces to the second one.

For the final polynomial-time computable case, F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉, use the
first two steps of the above reduction. It can be shown that all LHS gadgets over M|{NEQ}
are in 〈M〉 (cf. e.g. [4, Lemma 43]). Thus, vertices from the right-hand side partition can
be removed one-by-one, updating the signature grid in the process, until it decomposes into a
discrete graph whose holant value can be computed straightforwardly.

The polynomial-time computable sets of Theorem 15 will also be related to quantum entan-
glement in Section 4.2. If F is not one of the exceptional sets defined above, then the closure
of F ∪ U under taking gadgets contains all functions [4, Theorem 67].
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3.2 Counting constraint satisfaction problems

The family of complex-weighted Boolean #CSP (counting constraint satisfaction problems) is
defined as follows. Let F ⊆ Υ be a finite set of functions and let V be a finite set of variables.
A constraint c over F is a tuple consisting of a function fc ∈ F and a scope, which is a tuple of
arity(f) (not necessarily distinct) elements of V . If C is a set of constraints, then any assignment
x : V → {0, 1} of values to the variables induces a weight wt(V,C)(x) :=

∏
c∈C fc(x|c), where x|c

denotes the restriction of x to the scope of c.

Name #CSP(F)
Instance A tuple (V,C), where V is a finite set of variables and C is a finite set of constraints

over F .
Output The value Z(V,C) =

∑
x:V→{0,1}

∏
c∈C fc(x|c).

Counting constraint satisfaction problems are closely related to holant problems. In partic-
ular, a counting constraint satisfaction problem can be thought of as a bipartite holant problem
with the constraints as one part and the variables as the other part. Each vertex corresponding
to a variable is assigned the function EQk, with k the total number of times that variable ap-
pears across the scopes of all constraints. The straightforward formalisation of this idea would
require parameterising the holant problem with an infinite set of functions, the set containing
all equality functions of any arity. Yet the bipartite structure is not necessary: if two variable
vertices are adjacent to each other, they can be merged into one, and if two constraint vertices
are adjacent to each other, a new variable vertex assigned EQ2 can be introduced between them.
Now, S({EQ3}) is exactly the set of all equality functions, hence:

Proposition 16 ([17, Proposition 1]). #CSP(F) ≡T Holant (F ∪ {EQ3}).

This proposition shows that any counting constraint satisfaction problem can be expressed as
a holant problem. On the other hand, some holant problems can only be expressed as counting
constraint satisfaction problems with the additional restriction that every variable must appear
exactly twice across the scopes of all the constraints. This means the holant framework is more
general than counting constraint satisfaction problems. For example, as is well known, the
problem of counting matchings on a graph can be expressed in the holant framework but not
in the standard #CSP framework as defined above (cf. [4, pp. 23:3–4]).

The dichotomies for #CSP and its variants feature families of tractable functions which do
not appear in Theorem 15.

Definition 17. A function f : {0, 1}n → A for some non-negative integer n is called affine if it
has the form:

f(x) = cil(x)(−1)q(x)χAx=b(x), (7)

where c ∈ A, i2 = −1, l : {0, 1}n → {0, 1} is a linear function, q : {0, 1}n → {0, 1} is a quadratic
function, A is an m by n matrix with Boolean entries for some 0 ≤ m ≤ n, b ∈ {0, 1}m, and χ
is an indicator function which takes value 1 on inputs satisfying Ax = b, and 0 otherwise.

The set of all affine functions is denoted by A.

The support of the function χAx=b is an affine subspace of {0, 1}n, hence the name ‘affine
functions’. There are different definitions of this family in different parts of the literature,
but they are equivalent. For the reader familiar with quantum information theory, the affine
functions correspond – up to scaling – to stabiliser states (cf. Section 4.2 and also independently
[16]).

Lemma 18 ([16, Lemma 3.1]). If f(x1, . . . , xn), g(y1, . . . , ym) ∈ A, then so are

1. (f ⊗ g)(x1, . . . , xn, y1, . . . , ym) = f(x1, . . . , xn)g(y1, . . . , ym),
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2. f(xρ(1), . . . , xρ(n)) for any permutation ρ : [n]→ [n],

3. fxj=x`(x1, . . . , xj−1, xj+1, . . . , xn) = f(x1, . . . , xj−1, x`, xj+1, . . . , xn), setting the variable
xj to be equal to x`, and

4. fxj=∗(x1, . . . , xj−1, xj+1, . . . , xn) =
∑

xj∈{0,1} f(x1, . . . , xn).

Definition 19 (adapted from [19, Definition 10]). A function f : {0, 1}n → A for some non-

negative integer n is called local affine if it satisfies
(⊗n

j=1 T
aj
)
|f〉 ∈ A for any a ∈ supp(f),

where

T 1 = T =

(
1 0

0 eiπ/4

)
and T 0 =

(
1 0
0 1

)
.

The set of all local affine functions is denoted L.

Both A and L are closed under tensor products, i.e. 〈A〉 = A and 〈L〉 = L.

Theorem 20 ([18, Theorem 3.1]). Suppose F ⊆ Υ is finite. If F ⊆ A or F ⊆ 〈E〉, then
#CSP(F) is computable in polynomial time. Otherwise, #CSP(F) is #P-hard.

Unlike a holant problem, the complexity of a counting CSP does not change if the pinning
functions δ0 and δ1 are added to the set of constraint functions.

Lemma 21 (Pinning lemma [23, Lemma 8]). For any finite F ⊆ Υ,

#CSPc(F) := #CSP(F ∪ {δ0, δ1}) ≡T #CSP(F).

The dichotomy of Theorem 20 also holds for a variant counting constraint satisfaction prob-
lem called #R3-CSP with a restriction on the number of times each variable may appear [18,
Theorem 3.2].

Name #R3-CSP(F)
Instance A tuple (V,C), where V is a finite set of variables and C is a finite set of constraints

over F such that each variable appears at most three times across all scopes.
Output The value Z(V,C) =

∑
x:V→{0,1}

∏
c∈C fc(x|c).

For any finite F ⊆ Υ, the problem #R3-CSP(F) is equivalent to the bipartite holant problem
Holant (F | {EQ1,EQ2,EQ3}) [18, Section 2]. Its dichotomy follows immediately from that for
#CSP if F contains the binary equality function (or indeed any equality function of arity at
least 2), but this interreduction is non-trivial if F does not contain any equality function of
arity at least 2.

We will also consider a variant of counting CSPs in which each variable has to appear an
even number of times.

Name #CSP2(F)
Instance A tuple (V,C), where V is a finite set of variables and C is a finite set of constraints

over F such that each variable appears an even number of times across all scopes.
Output The value Z(V,C) =

∑
x:V→{0,1}

∏
c∈C fc(x|c).

Based on the above definition, we also define #CSPc2(F) := #CSP2(F ∪ {δ0, δ1}). The
dichotomy for this problem differs from that for plain #CSP.

Theorem 22 ([19, Theorem 4.1]). Suppose F ⊆ Υ is finite. A #CSPc2(F) problem has a
polynomial time algorithm if one of the following holds:

• F ⊆ 〈E〉,
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• F ⊆ A,

• F ⊆ T ◦ A, or

• F ⊆ L.

Otherwise, it is #P-hard.

For any finite F ⊆ Υ, we have

#CSP(F ∪ {δ+}) ≤T #CSP2(F ∪ {δ+}),

where, for each variable y that appears an odd number of times in the original instance, we
add a new constraint (δ+, (y)) to make it appear an even number of times instead. Yet if no
non-zero scaling of δ+ is present or realisable (via gadgets or other methods), then there is no
general reduction from #CSP(F) to #CSP2(F). This lack of a general reduction can be seen
for example by noting the differences between Theorem 22 (which classifies the complexity of
#CSPc2) and Theorem 20 (which by Lemma 21 also applies to #CSPc).

By analogy with planar holant problems, we also define planar counting CSPs.

Definition 23. Pl-#CSP(F) := Pl-Holant (F ∪ {EQ3}), i.e. Pl-#CSP(F) is the restriction of
#CSP(F) to planar instances of the corresponding holant problem according to Proposition 16.

The complexity dichotomy for Pl-#CSP involves an additional tractable family as compared
to the general case. This new family is called matchgate functions and consists of those functions
which correspond to computing a weighted sum of perfect matchings. We denote the set of all
matchgate functions by2 H ⊆ Υ. As the rigorous definition of this set is somewhat intricate and
not required for our work we do not reproduce it here; the interested reader can find it in [15,
pp. STOC17-65f]. Indeed, the only property of H which we will require is the following lemma,
which is adapted to avoid having to define concepts not used in this paper.

Lemma 24 ([15, first part of Lemma 2.29]). If f ∈ Υ has arity ≤ 3, then f ∈ H if and only if
one of the following parity conditions is satisfied:

• f(x) = 0 whenever |x| is even, or

• f(x) = 0 whenever |x| is odd.

For f ∈ Υ1, this means f is a matchgate function if and only if f = c · δ0 or f = c · δ1 for
some c ∈ A.

We can now state the dichotomy for Pl-#CSP.

Theorem 25 ([15, Theorem 6.1′]). Let F be any finite set of complex-valued functions in
Boolean variables. Then Pl-#CSP(F) is #P-hard unless F ⊆ A, F ⊆ 〈E〉, or F ⊆

(
1 1
1 −1

)
◦ H,

in which case the problem is computable in polynomial time.

3.3 Partial results for Holantc and Holant

Holantc is the holant problem in which the unary functions pinning edges to 0 or 1 are freely
available [18, 17], i.e. Holantc (F) := Holant (F ∪ {δ0, δ1}) for any finite F ⊆ Υ. We will give a
full dichotomy for this problem in Section 6, building on the following dichotomies for symmetric
functions and for real-valued functions.

2Note that we use a different symbol than [15] for the set of matchgate functions, to avoid clashing with other
established notation.
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Theorem 26 ([17, Theorem 6]). Let F ⊆ Υ be a finite set of symmetric functions. Holantc (F)
is #P-hard unless F satisfies one of the following conditions, in which case it is polynomial-time
computable:

• F ⊆ 〈T 〉, or

• there exists O ∈ O such that F ⊆ 〈O ◦ E〉, or

• F ⊆ 〈K ◦ E〉 = 〈KX ◦ E〉, or

• F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉, or

• there exists B ∈ B such that F ⊆ B ◦ A, where:

B =
{
M
∣∣MT ◦ {EQ2, δ0, δ1} ⊆ A

}
. (8)

Note that the first four polynomial-time computable cases are exactly the ones appearing
in Theorem 15.

The preceding results all apply to algebraic complex-valued functions, but the following
theorem is restricted to algebraic real-valued functions.

Theorem 27 ([19, Theorem 5.1]). Let F be a set of algebraic real-valued functions. Then
Holantc (F) is #P-hard unless F is a tractable family for conservative holant or for #CSPc2.

In the case of Holant with no freely available functions, there exists a dichotomy for complex-
valued symmetric functions [11, Theorem 31] and a dichotomy for (not necessarily symmetric)
functions taking non-negative real values [33, Theorem 19]. We will not explore those results
in any detail here.

3.4 Results about ternary symmetric functions

The computational complexity of problems of the form Holant ({[y0, y1, y2]} | {[x0, x1, x2, x3]}),
where [y0, y1, y2] ∈ Υ2 and [x0, x1, x2, x3] ∈ Υ3, has been fully determined. These are holant
problems on bipartite graphs where one partition only contains vertices of degree 2, the other
partition only contains vertices of degree 3, and all vertices of the same arity are assigned the
same symmetric function.

If [x0, x1, x2, x3] is degenerate, the problem is tractable by the first case of Theorem 15. If
[x0, x1, x2, x3] is non-degenerate, it can always be mapped to either [1, 0, 0, 1] or [1, 1, 0, 0] by
a holographic transformation [17, Section 3], cf. also Section 4 below. By Theorem 6, it thus
suffices to consider the cases {[y0, y1, y2]} | {[1, 0, 0, 1]} and {[y0, y1, y2]} | {[1, 1, 0, 0]}.

There are also some holographic transformations which leave the function [1, 0, 0, 1] invariant.
In particular, if M = ( 1 0

0 ω ), where ω3 = 1, i.e. ω is a third root of unity, then M ◦ EQ3 = EQ3

[17, Section 4]. By applying Theorem 6 with this M ,

Holant ({[y0, y1, y2]} | {[1, 0, 0, 1]}) ≡T Holant
(
{[y0, ωy1, ω

2y2]} | {[1, 0, 0, 1]}
)
. (9)

This relationship can be used to reduce the number of symmetric binary functions needing to
be considered in this section. Following [17, Section 4], a symmetric binary function [y0, y1, y2]
is called ω-normalised3 if

• y0 = 0, or

• there does not exist a primitive (3t)-th root of unity λ, where the greatest common divisor
gcd(t, 3) = 1, such that y2 = λy0.

3We use the term ω-normalisation to distinguish it from other notions of normalisation, e.g. ones relating to
the norm of the vector associated with a function.
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Similarly, a unary function [a, b] is called ω-normalised if

• a = 0, or

• there does not exist a primitive (3t)-th root of unity λ, where gcd(t, 3) = 1, such that
b = λa.

If a binary function is not ω-normalised, it can be made so through application of a holographic
transformation of the form given in (9). Unary functions will only be required when the binary
function has the form [0, y1, 0]; in that case the binary function is automatically ω-normalised,
and it remains so under a holographic transformation that ω-normalises the unary function.

These definitions allow a complexity classification of all holant problems on bipartite sig-
nature grids where there is a ternary equality function on one partition and a non-degenerate
symmetric binary function on the other partition.

Theorem 28 ([17, Theorem 5]). Let G1,G2 ⊆ Υ be finite and let [y0, y1, y2] ∈ Υ2 be an ω-
normalised and non-degenerate function. In the case of y0 = y2 = 0, further assume that G1

contains a unary function [a, b] which is ω-normalised and satisfies ab 6= 0. Then:

Holant ({[y0, y1, y2]} ∪ G1 | {[1, 0, 0, 1]} ∪ G2) ≡T #CSP({[y0, y1, y2]} ∪ G1 ∪ G2).

Theorem 29 ([17, Theorem 4]). Holant ({[y0, y1, y2]} | {[x0, x1, x2, x3]}) is #P-hard unless
[y0, y1, y2] and [x0, x1, x2, x3] satisfy one of the following conditions, in which case the prob-
lem is polynomial-time computable:

• [x0, x1, x2, x3] is degenerate, or

• there is M ∈ GL2(A) such that:

– [x0, x1, x2, x3] = M ◦ [1, 0, 0, 1] and MT ◦ [y0, y1, y2] is in A ∪ 〈E〉,
– [x0, x1, x2, x3] = M ◦ [1, 1, 0, 0] and [y0, y1, y2] = (M−1)T ◦ [0, a, b] for some a, b ∈ A.

Here, we have combined the last two cases of [17, Theorem 4] into one case, since one can
be mapped to the other by a bit flip: a holographic transformation using the matrix X.

We will also use a result about planar holant problems involving the ternary equality func-
tion. As the notation used in the original statement of this theorem differs significantly from
the notation used in this paper, we first state the original theorem and then prove a corollary
which translates the theorem into our notation.

Theorem 30 ([30, Theorem 7]). Let a, b ∈ A and define X := ab, Y := a3 + b3. The problem
Pl-Holant ({[a, 1, b]} | {EQ3}) is #P-hard for all a, b ∈ A except in the following cases, for which
the problem is polynomial-time computable:

1. X = 1

2. X = Y = 0

3. X = −1 and Y ∈ {0,±2i}, or

4. 4X3 = Y 2.

Corollary 31. Suppose g ∈ Υ2 is symmetric. The problem Pl-Holant ({g} | {EQ3}) is #P-hard
except in the following cases, for which the problem is polynomial-time computable:

1. g ∈ 〈E〉,

2.
(

1 0
0 λ

)
◦ g ∈ A for some λ ∈ A such that λ3 = 1, or
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3. g = c · [a, 1, b], where a, b, c ∈ A \ {0} and a3 = b3.

Remark. Note that the three exceptional cases of Corollary 31 overlap, e.g. g = EQ2 satisfies
both Case 1 and Case 2, and g = [1, 1, 1] satisfies all three cases.

We also include binary functions of the form [a, 0, b] in the corollary for completeness.

Proof of Corollary 31. First, we show that the problem is tractable in the exceptional cases.
Let M =

(
1 0
0 λ

)
with λ3 = 1 be such that g′ := M ◦ g is ω-normalised. Then

Pl-Holant ({g} | {EQ3}) ≡T Pl-Holant
(
{g′} | {EQ3}

)
≤T Holant

(
{g′,EQ3}

)
≤T #CSP({g′}),

where the first step is by Theorem 6, the second step is by forgetting about the bipartition
and the planarity constraint, and the third step is by Proposition 16. Hence if #CSP({g′}) is
polynomial-time computable, then so is Pl-Holant ({g} | {EQ3}). By Theorem 20, #CSP({g′})
is polynomial-time computable if g′ ∈ A or g′ ∈ 〈E〉. Since M is diagonal, g′ ∈ 〈E〉 is equivalent
to g ∈ 〈E〉, so we have tractability for Case 1. Furthermore, g′ ∈ A is equivalent to

(
1 0
0 λ

)
◦g ∈ A

for some λ3 = 1, which establishes tractability for Case 2.
This leaves Case 3. Assume g = c · [a, 1, b] for some a, b, c ∈ A \ {0} with a3 = b3, and define

g′′ := [a, 1, b]. The functions g and g′′ differ only by a non-zero factor, so by a straightforward
extension of Lemma 3 to bipartite signature grids we have

Pl-Holant ({g} | {EQ3}) ≡T Pl-Holant
(
{g′′} | {EQ3}

)
. (10)

Now, a3 = b3 implies
0 = (a3 − b3)2 = (a3 + b3)2 − 4(ab)3,

hence g′′ satisfies condition 4 of Theorem 30. This establishes tractability for Case 3.
It remains to prove the hardness part of the theorem. If g = [a, 0, b] for some a, b ∈ A, then

g ∈ 〈E〉 and Pl-Holant ({g} | {EQ3}) is polynomial-time computable by the above arguments.
Thus, from now on, we may assume g = c · [a, 1, b], where a, b, c ∈ A and c 6= 0.

Let g′′ := [a, 1, b] as before, then again (10) holds. We will show that if g′′ satisfies one
of the tractability conditions of Theorem 30, then g satisfies one of Cases 1–3. Consider each
tractability condition of Theorem 30 in turn.

1. X = 1 is equivalent to ab = 1. This is exactly the condition for the function [a, 1, b] to
be degenerate. But then g = c · [a, 1, b] is degenerate as well, so g ∈ 〈E〉 and g satisfies
Case 1.

2. X = Y = 0 is equivalent to ab = 0 and a3 + b3 = 0. Together, the two equalities imply
that a = b = 0. Thus g′′ = NEQ, which implies g = c ·NEQ ∈ 〈E〉, so g satisfies Case 1.

3. X = −1 implies that a, b 6= 0. We can therefore rewrite X = ab = −1 to b = −a−1, which
in turn implies Y = a3 − a−3. This case therefore reduces to a3 − a−3 ∈ {0,±2i}. We
distinguish subcases.

• Suppose a3 − a−3 = 0. Then a6 = 1, i.e. a = eikπ/3 for some k ∈ {0, 1, 2, 3, 4, 5}.
– If k = 0, let λ = 1, then λ3 = 1 and

(
1 0
0 λ

)
◦ g = c · [1, 1,−1] ∈ A.

– If k = 1, let λ = e4iπ/3, then λ3 = 1 and(
1 0
0 λ

)
◦ g = c · [eiπ/3, λ,−λ2e−iπ/3] = c · [eiπ/3, e4iπ/3,−e7iπ/3] = e4iπ/3c · [−1, 1, 1]

so
(

1 0
0 λ

)
◦ g ∈ A.
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– If k = 2, let λ = e2iπ/3, then λ3 = 1 and(
1 0
0 λ

)
◦g = c·[e2iπ/3, λ,−λ2e−2iπ/3] = c·[e2iπ/3, e2iπ/3,−e2iπ/3] = e2iπ/3c·[1, 1,−1]

so
(

1 0
0 λ

)
◦ g ∈ A.

The remaining subcases are similar.

• Suppose a3−a−3 = 2i. Then a6−1 = 2ia3, or equivalently a6−2ia3−1 = (a3−i)2 = 0.
Thus a = e(4k+1)iπ/6 for some k ∈ {0, 1, 2}.

– If k = 0, let λ = e2iπ/3, then λ3 = 1 and(
1 0
0 λ

)
◦ g = c · [eiπ/6, λ,−λ2e−iπ/6] = c · [eiπ/6, e2iπ/3,−e7iπ/6] = eiπ/6c · [1,−1, 1]

so
(

1 0
0 λ

)
◦ g ∈ A.

– If k = 1, let λ = e4iπ/3, then λ3 = 1 and(
1 0
0 λ

)
◦g = c·[e5iπ/6, λ,−λ2e−5iπ/6] = c·[e5iπ/6, e4iπ/3,−e11iπ/6] = e5iπ/6c·[1,−1, 1]

so
(

1 0
0 λ

)
◦ g ∈ A.

– If k = 2, let λ = 1, then λ3 = 1 and(
1 0
0 λ

)
◦ g = c · [e9iπ/6, λ,−λ2e−9iπ/6] = c · [e3iπ/2, 1,−e−3iπ/2] = c · [−i, 1,−i]

so
(

1 0
0 λ

)
◦ g ∈ A.

• Suppose a3 − a−3 = −2i. This subcase is analogous to the subcase a3 − a−3 = 2i.

In each subcase, we were able to find λ ∈ A such that λ3 = 1 and
(

1 0
0 λ

)
◦ g ∈ A, i.e. the

function g satisfies Case 2.

4. 4X3 = Y 2 implies 4(ab)3 = (a3 + b3)2, which is equivalent to (a3 − b3)2 = 0. Hence this
condition immediately implies that g satisfies Case 3.

This completes the case distinction.
We have shown that if g′′ = [a, 1, b] satisfies any of the tractability conditions of Theorem 30,

then g = c · g′′ satisfies one of Cases 1–3. Hence, conversely, if g = c · [a, 1, b] and g does not
satisfy any of Cases 1–3, then g′′ = [a, 1, b] does not satisfy any of the tractability conditions of
Theorem 30. In that case, Theorem 30 implies that Pl-Holant ({g′′} | {EQ3}) is #P-hard. Thus,
by (10), Pl-Holant ({g} | {EQ3}) is #P-hard.

3.5 Results about functions of arity 4

Besides the above results about ternary functions, we will also make use of the following result
about realising or interpolating the arity-4 equality function from a more general function of
arity 4.

Lemma 32 ([15, Part of Lemma 2.40]). Suppose F ⊆ Υ is finite and contains a function f of
arity 4 with matrix 

a 0 0 b
0 0 0 0
0 0 0 0
c 0 0 d


where

(
a b
c d

)
has full rank. Then Pl-Holant({EQ4} ∪ F) ≤T Pl-Holant(F).

The lemma can of course also be used in the non-planar setting.
Functions in E are often called ‘generalised equality functions’. Recall from Section 3.2 that

#CSP2 is a counting CSP in which each variable has to appear an even number of times.
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Lemma 33 ([19, Lemma 5.2]). Suppose F ⊆ Υ is finite and contains a generalised equality
function f of arity 4, then

Holant (F) ≡T #CSP2(F).

Remark. Note that the statement of Lemma 5.2 in [19] has ‘Holantc’ instead of plain ‘Holant’,
but the proof does not use pinning functions, so this is presumably a typo.

4 The quantum state perspective

In Section 2.1, we introduced the idea of considering functions as complex vectors. This per-
spective is not only useful for proving Valiant’s Holant Theorem (which is at the heart of the
theory of holant problems), it also gives a connection to the theory of quantum computation.

In quantum computation and quantum information theory, the basic system of interest is
a qubit (quantum bit), which takes the place of the usual bit in standard computer science.
The state of a qubit is described by a vector4 in the two-dimensional complex Hilbert space C2.
State spaces compose by tensor product, i.e. the state of n qubits is described by a vector in(
C2
)⊗n

, which is isomorphic to C2n . Here, ⊗ denotes the tensor product of Hilbert spaces and
tensor powers are defined analogously to tensor powers of matrices in Section 2.1. Thus, the
vector associated with an n-ary function can be considered to be a quantum state of n qubits.
The vectors describing quantum states are usually required to have norm 1, but for the methods
used here, multiplication by a non-zero complex number does not make a difference, so we can
work with states having arbitrary norms.

Let {|0〉 , |1〉} be an orthonormal basis for C2. This is usually called the computational basis.

The induced basis on
(
C2
)⊗n

is labelled by {|x〉}x∈{0,1}n as a short-hand, e.g. we write |00 . . . 0〉
instead of |0〉 ⊗ |0〉 ⊗ . . .⊗ |0〉. This is exactly the same as the basis introduced in Section 2.1.

Holographic transformations also have a natural interpretation in quantum information the-
ory: going from an n-qubit state |f〉 to M⊗n |f〉, where M is some invertible 2 by 2 matrix, is a
‘stochastic local operation with classical communication’ (SLOCC) [6, 22]. These are physical
operations that can be applied locally (without needing access to more than one qubit at a time)
using classical (i.e. non-quantum) communication between the sites where the different qubits
are held, and which succeed with non-zero probability. If two quantum states are equivalent
under SLOCC, they can be used for the same quantum information tasks, albeit potentially
with different probabilities of success. Two n-qubit states |ψ〉 and |φ〉 are equivalent under
SLOCC if and only if there exist invertible complex 2 by 2 matrices M1,M2, . . . ,Mn such that
|ψ〉 = (M1⊗M2⊗ . . .⊗Mn) |φ〉 [22, Section II.A]. In particular, SLOCC operations do not need
to be symmetric under permutations.

From now on, we will sometimes mix standard holant terminology (or notation) and quantum
terminology (or notation).

4.1 Entanglement and its classification

One major difference between quantum theory and preceding theories of physics (known as
‘classical physics’) is the possibility of entanglement in states of multiple systems.

Definition 34. A state of multiple systems is entangled if it cannot be written as a tensor
product of states of individual systems.

Example. In the case of two qubits,

|00〉+ |01〉+ |10〉+ |11〉 (11)

4Strictly speaking, vectors only describe pure quantum states: there are also mixed states, which need to be
described differently; but we do not consider those here.
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is a product state – it can be written as (|0〉 + |1〉) ⊗ (|0〉 + |1〉). On the other hand, consider
the state

|00〉+ |11〉 . (12)

It is impossible to find single-qubit states |f〉 , |g〉 ∈ C2 such that |f〉 ⊗ |g〉 = |00〉 + |11〉. In
function notation, this can be seen by noting that if h(x, y) = f(x)g(y), then

h(0, 0)h(1, 1)− h(0, 1)h(1, 0) = f(0)g(0)f(1)g(1)− f(0)g(1)f(1)g(0) = 0,

whereas for h(x, y) = EQ2(x, y), we have h(0, 0)h(1, 1)− h(0, 1)h(1, 0) = 1. Thus, |00〉+ |11〉 is
entangled.

Where a state involves more than two systems, it is possible for some of the systems to be
entangled with each other and for other systems to be in a product state with respect to the
former. We sometimes use the term genuinely entangled state to refer to a state in which no
subsystem is in a product state with the others. The term multipartite entanglement refers to
entangled states in which more than two qubits are mutually entangled.

Under the bijection between functions in vectors described in Section 2.1, a state vector
is entangled if and only if the corresponding function is non-degenerate. A state is genuinely
entangled if and only if the corresponding function is non-decomposable. Finally, a state has
multipartite entanglement if and only if the corresponding function has a non-decomposable
factor of arity at least three. In other words, entangled states correspond to functions in Υ\〈U〉
and multipartite entangled states correspond to functions in Υ \ 〈T 〉.

Entanglement is an important resource in quantum computation, where it has been shown
that quantum speedups are impossible without the presence of unboundedly growing amounts
of entanglement [29]. Similarly, it is a resource in quantum information theory [35], featuring
in protocols such as quantum teleportation [5] and quantum key distribution [24]. Many quan-
tum information protocols have the property that two quantum states can be used to perform
the same task if one can be transformed into the other by SLOCC, motivating the following
equivalence relation.

Definition 35. Two n-qubit states are equivalent under SLOCC if one can be transformed into
the other using SLOCC. More formally: suppose |f〉 , |g〉 ∈ (C2)⊗n are two n-qubit states. Then
|f〉 ∼SLOCC |g〉 if and only if there exist invertible complex 2 by 2 matrices M1,M2, . . . ,Mn

such that (M1 ⊗M2 ⊗ . . .⊗Mn) |f〉 = |g〉.

The equivalence classes of this relation are called entanglement classes or SLOCC classes.
This definition is justified because SLOCC does not affect the decomposition of a state into
tensor factors. To see this, suppose |f〉 , |g〉 are two n-qubit states satisfying Definition 35.
Furthermore, suppose |f〉 decomposes as

∣∣fk1 〉⊗ ∣∣fnk+1

〉
for some k with 1 ≤ k < n, where

∣∣fk1 〉
is a state on the first k qubits and

∣∣fnk+1

〉
is a state on the last (n− k) qubits. Then

|g〉 = (M1 ⊗M2 ⊗ . . .⊗Mn) |f〉

= (M1 ⊗M2 ⊗ . . .⊗Mn)
(∣∣∣fk1 〉⊗ ∣∣fnk+1

〉)
=
(

(M1 ⊗ . . .⊗Mk)
∣∣∣fk1 〉)⊗ ((Mk+1 ⊗ . . .⊗Mn)

∣∣fnk+1

〉)
,

so |g〉 decomposes in the same way as |f〉. Since the matrices M1,M2, . . . ,Mn are invertible,
the converse also holds. Hence |g〉 can be decomposed as a tensor product according to some
partition if and only if |f〉 can be decomposed according to the same partition. Therefore
SLOCC does not affect entanglement. Due to the correspondences between vectors and functions
outlined in the first part of the section, the same holds for holographic transformations.

For two qubits, there is only one class of entangled states: all entangled two-qubit states
are equivalent to |00〉+ |11〉 (the vector corresponding to EQ2) under SLOCC. For three qubits,
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there are two classes of genuinely entangled states, the GHZ class and the W class [22]. The
former contains states that are equivalent under SLOCC to the GHZ state:

|GHZ〉 :=
1√
2

(|000〉+ |111〉), (13)

the latter those equivalent to the W state:

|W 〉 :=
1√
3

(|001〉+ |010〉+ |100〉). (14)

Note that, up to scalar factor, |GHZ〉 is the vector corresponding to EQ3 and |W 〉 is the vector
corresponding to ONE3.

We say that a function has GHZ type if it is equivalent to the GHZ state under local
holographic transformations and that a function has W type if it is equivalent to the GHZ state
under local holographic transformations. Local holographic transformations include invertible
scaling, so non-zero scalar factors do not affect the entanglement classification. In the holant
literature, GHZ-type functions have been called the generic case and W -type functions have
been called the double-root case, cf. [17, Section 3].

The two types of genuinely entangled ternary functions can be distinguished as follows.

Lemma 36 ([32]). Let f be a ternary function and write fklm := f(k, l,m) for all k, `,m ∈
{0, 1}. Then f has GHZ type if the following polynomial in the function values is non-zero:

(f000f111 − f010f101 + f001f110 − f011f100)2 − 4(f010f100 − f000f110)(f011f101 − f001f111). (15)

The function f has W type if the polynomial (15) is zero, and furthermore each of the following
three expressions is satisfied:

(f000f011 6= f001f010) ∨ (f101f110 6= f100f111) (16)

(f001f100 6= f000f101) ∨ (f011f110 6= f010f111) (17)

(f011f101 6= f001f111) ∨ (f010f100 6= f000f110). (18)

If the polynomial (15) is zero and at least one of the three expressions evaluates to false, f is
decomposable. In fact, for any decomposable f , at least two of the expressions are false.

The above lemma can be specialised to symmetric functions as follows.

Lemma 37. Let f be a ternary symmetric function and write f = [f0, f1, f2, f3]. Then f has
GHZ type if the following polynomial in the function values is non-zero:

(f0f3 − f1f2)2 − 4(f2
1 − f0f2)(f2

2 − f1f3) 6= 0. (19)

The function f has W type if the above polynomial is zero and furthermore

(f2
1 6= f0f2) ∨ (f2

2 6= f1f3).

If the polynomial in (19) is zero and the above expression evaluates to false, f is decomposable.

For joint states of more than three qubits, there are infinitely many SLOCC classes. It is
possible to partition these into families which share similar properties. Yet, so far, there is no
consensus on how to partition the classes: there are different schemes for partitioning even the
four-qubit entanglement classes, yielding different families [38, 31, 2].

A generalised GHZ state is a vector corresponding (up to scalar factor) to EQk for some
integer k ≥ 3. A generalised W state is a vector corresponding (up to scalar factor) to ONEk
for some integer k ≥ 3.
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4.2 The existing results in the quantum picture

Using the correspondence between vectors and functions, several of the existing dichotomies
have straightforward descriptions in the quantum picture. The tractable cases of Theorem 15
can be described as follows:

• The case F ⊆ 〈T 〉 corresponds to vectors with no multipartite entanglement. Unbounded
multipartite entanglement is needed for quantum computation to offer any advantage over
non-quantum computation [29], so it makes sense that its absence would lead to a holant
problem that is polynomial-time computable.

• In the cases F ⊆ 〈O ◦ E〉 or F ⊆ 〈K ◦ E〉, assuming F * 〈T 〉, there is GHZ-type multipar-
tite entanglement. To see this, note first that if f ∈ 〈E〉 \ 〈T 〉 is non-decomposable, then
f must have arity at least 3 and be non-zero on exactly two complementary inputs. Sup-
pose f has arity n, and let a ∈ {0, 1}n be such that f(a) 6= 0. Without loss of generality,
assume a1 = 0 (if a1 = 1, replace a by ā). Then

|f〉 =

((
f(a) 0

0 f(ā)

)
⊗

n⊗
k=2

Xan

)
|EQn〉 ,

where X0 is the identity matrix; hence |f〉 ∼SLOCC |EQn〉. Further holographic transfor-
mations do not affect the equivalence under SLOCC. As formally shown in [4, Lemma 46],
the sets 〈O ◦ E〉 and 〈K ◦ E〉 are already closed under taking gadgets, so every non-
decomposable function of arity n is SLOCC-equivalent to EQn. This means it is impossible
to realise W -type multipartite entanglement from F via gadgets, which again indicates
these cases are insufficient to describe full quantum computation.

• Finally, in the case F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉, again assuming F * 〈T 〉, there is
W -type multipartite entanglement. To see this, note first that if f ∈ 〈M〉 \ 〈T 〉 is non-
decomposable, then f must have arity at least 3. Suppose n := arity(f) ≥ 3 and there
exists an index k ∈ [n] such that f is 0 on the bit string that has a 1 only on position k and
zeroes elsewhere. Then by the definition ofM, the function f is 0 whenever input k is non-
zero; hence f can be decomposed as f(x1, . . . , xn) = δ0(xk)f

′(x1, . . . , xk−1, xk+1, . . . , xn).
Thus, any non-decomposable f ∈ 〈M〉 has support on all bit strings of Hamming weight
exactly 1. Now suppose f ∈ M is a non-decomposable function of arity n, then if
f(0 . . . 0) = 0, we have

|f〉 =

(
n⊗
k=1

(
1 0
0 f(ek)

))
|ONEn〉 ,

where ek for 1 ≤ k ≤ n is the n-bit string that contains a single 1 in position k and zeroes
elsewhere. If f(0 . . . 0) 6= 0, then

|f〉 = f(0 . . . 0)

(
n⊗
k=1

(
1 1

n

0 f(ek)
f(0...0)

))
|ONEn〉 .

In both cases |f〉 ∼SLOCC |ONEn〉, i.e. any non-decomposable function inM has W -type
entanglement. Further holographic transformations do not affect SLOCC-equivalence.
Again, it was shown in [4, Lemma 46] that 〈K ◦M〉 and 〈KX ◦M〉 are closed under
taking gadgets, so every non-decomposable function of arity n they contain is SLOCC-
equivalent to ONEn. In particular, it is impossible to realise GHZ-type multipartite
entanglement.
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The family of affine functions (cf. Definition 17) also has a natural description in quantum
information theory: the quantum states corresponding to affine functions are known as stabiliser
states [20]. These states and the associated operations play an important role in the context of
quantum error-correcting codes [28] and are thus at the core of most attempts to build large-
scale quantum computers [21]. The fragment of quantum theory consisting of stabiliser states
and operations that preserve the set of stabiliser states can be efficiently simulated on a classical
computer [28]; this result is known as the Gottesman-Knill theorem. The connection between
affine functions and stabiliser quantum mechanics has recently been independently noted and
explored in [16].

The examples in this section show that holant problems and quantum information theory
are linked not only by quantum algorithms being an inspiration for holographic ones: instead,
many of the known tractable set of functions of various holant problems correspond to state sets
that are of independent interest in quantum computation and quantum information theory. The
one exception are local affine functions, which seem not to have been described in the quantum
literature, possibly because this set does not contain any interesting unitary operations.

The restriction to algebraic numbers is not a problem from the quantum perspective, not
even when considering the question of universal quantum computation: there exist (approx-
imately) universal sets of quantum operations where each operation can be described using
algebraic complex coefficients. One such example is the Clifford+T gate set [7, 27], which is
generated by the operators

(
1 0

0 eiπ/4

)
,

1√
2

(
1 1
1 −1

)
, and


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 .

4.3 Affine functions, holographic transformations, and entanglement

The lemmas in this section, like those in Section 2.5 are straightforward. They will be useful in
the complexity classification proofs later.

The first results is well known in quantum theory. It is also closely related to the theory of
functional clones [9, 8] and holant clones [4], though we will not introduce the full formalisms
of those frameworks here. Instead, we give a proof in the language of gadgets.

Lemma 38. The set of affine functions is closed under taking gadgets, i.e. S(A) = A.

Proof. Suppose G = (V,E,E′) is a graph with vertices V , (normal) edges E, and dangling edges
E′ = {e1, . . . , en}, where E ∩ E′ = ∅. Let Γ = (A, G, π) be a gadget with effective function

gΓ(y1, . . . , yn) =
∑

σ:E→{0,1}

∏
v∈V

fv(σ̂|E(v)),

where σ̂ is the extension of σ to domain E ∪ E′ which satisfies σ̂(ek) = yk for all k ∈ [n], and
σ̂|E(v) is the restriction of σ̂ to edges (both normal and dangling) which are incident on v.

We prove gΓ ∈ A by induction on the number of normal edges m := |E|.
The base case m = 0 implies that all edges are dangling and gΓ =

⊗
v∈V fv. Then by

associativity of ⊗ and by repeated application of Lemma 18 (1), we have gΓ ∈ A.
For the inductive step, assume the desired property holds if there are m normal edges.

Consider a gadget Γ = (A, G, π) with m + 1 normal edges and n dangling edges. Pick some
e = {u, v} ∈ E and ‘cut it’, i.e. replace it by two dangling edges en+1, en+2, where en+1 is
incident on u and en+2 is incident on v. Let Ē = E \ {e} and let E′′ = E′ ∪ {en+1, en+2}. The
resulting graph is G′ = (V, Ē, E′′). Since G′ has the same vertices as G and each vertex has
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the same degree in both graphs, Γ′ = (A, G′, π) is a valid gadget, where π is the same map as
before. Then

gΓ′(y1, . . . , yn+2) =
∑

σ:Ē→{0,1}

∏
v∈V

fv(σ̂
′|E(v)),

where σ̂′ is the extension of σ to domain Ē ∪ E′′ which satisfies σ̂′(ek) = yk for all k ∈ [n+ 2].
Now Γ′ is a gadget with m normal edges, so by the inductive hypothesis, gΓ′(y1, . . . , yn+2) ∈ A.

But gΓ(y1, . . . , yn) =
∑

yn+1∈{0,1} gΓ′(y1, . . . , yn, yn+1, yn+1), i.e. gΓ = (g
yn+2=yn+1

Γ′ )yn+1=∗.
Thus, by Lemma 18 (3) and (4), we have gΓ ∈ A.

Lemma 39. The set BA := {L ∈ GL2(A) | fL ∈ A} is a group under matrix multiplication.

Proof. Closure under matrix multiplication follows directly from Lemma 38. The identity matrix
corresponds to EQ2, which is affine, so BA contains the identity. For closure under inverse, note
that by Definition 17 any matrix A ∈ BA corresponds to a function

fA(x, y) = ci`(x,y)(−1)q(x,y)χ(x, y),

where c ∈ A \ {0} by invertibility of A, `, q : {0, 1}2 → {0, 1} with ` being linear and q being
quadratic, and χ ∈ {[1, 1, 1], [1, 0, 1], [0, 1, 0]} is the indicator function for an affine support.
(With support on some other affine subspace of {0, 1}2, A could not be invertible.) Constant
terms in ` or q can be absorbed into c, and for Boolean variables, x2 = x, so non–cross-
terms from q can be absorbed into `. Thus, without loss of generality, `(x, y) = λx + µy and
q(x, y) = κxy for some λ, µ ∈ {0, 1, 2, 3} and κ ∈ {0, 1}. Let P := ( 1 0

0 i ).
Now if χ = [1, 1, 1], then

A = c

(
1 iµ

iλ (−1)κiλ+µ

)
= cP λ

(
1 1
1 (−1)κ

)
Pµ.

For A to be invertible, κ must be 1. But then A−1 = c−1P 4−µ ( 1 1
1 −1

)
P 4−λ ∈ BA. On the other

hand, if χ = [1, 0, 1] or χ = [0, 1, 0], then

A = c

(
1 0
0 (−1)κiλ+µ

)
or A = c

(
0 iµ

iλ 0

)
.

Again, in both cases A−1 has the same form as A, so A−1 ∈ BA. Hence BA is a group.

Up to scaling, the unary elements of A are

δ0 := [1, 0], δ1 := [0, 1], δ+ := [1, 1], δ− := [1,−1], δi := [1, i], and δ−i := [1,−i].

We say the pairs {δ0, δ1}, {δ+, δ−}, and {δi, δ−i} are orthogonal pairs5, any other pair of distinct
unary functions u, v ∈ A is called non-orthogonal. It is straightforward to see that if u, u⊥ are
an orthogonal pair and v ∈ A is a unary function that is not a scaling of u or u⊥, then
v(x) = α · u(x) + β · u⊥(x) where α4 = β4.

Lemma 40. Suppose M ∈ B =
{
L ∈ GL2(A)

∣∣LT ◦ {EQ2, δ0, δ1} ⊆ A
}

and MT ◦δ+,M
T ◦δ− ∈

A. Then M ∈ BA = {L ∈ GL2(A) | fL ∈ A}.

Proof. The property M ∈ B implies there are u, v ∈ {δ0, δ1, δ+, δ−, δi, δ−i} and λ, µ ∈ A \ {0}
such that MT ◦ δ0 = λ · u and MT ◦ δ1 = µ · v. But δ±(x) = δ0(x) ± δ1(x), so by linearity
(MT ◦ δ±)(x) = λ · u(x)± µ · v(x).

First, suppose u and v are orthogonal. Then MT = M ′
(
λ 0
0 µ

)
where

M ′ ∈
{(

1 0
0 1

)
,

(
0 1
1 0

)
,

(
1 1
1 −1

)
,

(
1 1
−1 1

)
,

(
1 1
i −i

)
,

(
1 1
−i i

)}
,

5This is because the two corresponding vectors are orthogonal under the complex inner product.
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since this set contains all matrices that map δ0 and δ1 to a pair of orthogonal functions in A,
including permutations. It is straightforward to check that if u and v are orthogonal, then
MT ◦ δ± ∈ A if and only if λ4 = µ4. But then MT is a product of two matrices corresponding
to functions in A, so M ∈ BA by Lemma 38.

Now suppose u and v are not orthogonal; denote by u⊥ the function which forms an orthogo-
nal pair with u. Then there exist α, β ∈ A\{0} with α4 = β4 such that v(x) = α·u(x)+β ·u⊥(x).
Thus

(MT ◦ δ±)(x) = (λ± µα) · u(x)± µβ · u⊥(x).

These two functions are in A if and only if both (λ+µα)4 = µ4β4 and (λ−µα)4 = µ4β4. That
means

(λ+ µα)4 = (λ− µα)4 ⇐⇒ λµα(λ2 + µ2α2) = 0 ⇐⇒ λ = ±iµα
Then µ4β4 = (1 + i)4µ4α4, so since all of the numbers are non-zero, we have β4 = −4α4. This
contradicts the assumption α4 = β4. Therefore this case cannot happen and we always have
M ∈ BA by the previous case.

The following makes more precise some of the arguments about entanglement types in
Section 4.2 in the context of ternary functions, and extends the argument to functions in A.

Lemma 41. Suppose f ∈ 〈E〉 is a non-decomposable ternary function, then f has GHZ type.
Similarly, suppose g ∈ 〈M〉 is a non-decomposable ternary function, then g has W type. Finally,
suppose h ∈ A is a non-decomposable ternary function, then h has GHZ type.

Proof. Suppose f ∈ 〈E〉 is a non-decomposable ternary function. Non-decomposability implies
f ∈ E , so there exists a ∈ {0, 1}3 such that f(x) = 0 unless x ∈ {a, ā}. Since f is non-
decomposable, f(a) and f(ā) must both be non-zero. We can thus find matrices A,B,C ∈
{I,X} such that (A⊗B ⊗C) |f〉 = fa |000〉+ fā |111〉, which is clearly a GHZ-type state. But
this is an SLOCC operation, which does not affect the entanglement class, so f has GHZ type.

Now suppose g ∈ 〈M〉 is a non-decomposable ternary function. Non-decomposability implies
g ∈M, hence g(x) = 0 whenever |x| > 1. The polynomial in (15) becomes

(g000g111 − g010g101 + g001g110 − g011g100)2 − 4(g010g100 − g000g110)(g011g101 − g001g111)

= (0− 0 + 0− 0)2 − 4(g010g100 − 0)(0− 0) = 0.

Yet g is non-decomposable by assumption, therefore Lemma 36 implies that g must have W type.
Finally, suppose h ∈ A is a non-decomposable ternary function. Then by Definition 17,

h(x) = cil(x)(−1)q(x)χAx=b(x) where c ∈ A \ {0} is a constant, l is a linear Boolean function, q
is a quadratic Boolean function, and χ is a 0-1 valued indicator function for an affine subspace
of {0, 1}3.

By [34], for any function h′ ∈ Υn there exist matrices M1, . . . ,Mn ∈ {I,H}, where H =(
1 1
1 −1

)
is the Hadamard matrix, such that (M1 ⊗ . . . ⊗Mn) |h′〉 is everywhere non-zero. Both

I and H correspond to affine functions, so by Lemmas 14 and 38, if h′ ∈ A then the function
corresponding to (M1⊗ . . .⊗Mn) |h′〉 is also in A. Hence, since SLOCC operations do not affect
the entanglement class, we may assume without loss of generality that h has full support by
replacing it with the function transformed according to [34] if necessary. Then χ is the constant-
1 function and can be ignored. Now, a SLOCC transformation by P := ( 1 0

0 i ) on argument xk
contributes a factor ixk to the overall function. Thus, by such transformations, we can make l
trivial and remove all terms of the form x2

k from q without changing the entanglement. It thus
suffices to consider the function h′(x1, x2, x3) = (−1)γ12x1x2+γ13x1x3+γ23x2x3 , where γ12, γ13, γ23 ∈
{0, 1}. Then the first term of the polynomial in (15) becomes

(h000h111 − h010h101 + h001h110 − h011h100)2

= c4
(

(−1)γ12+γ13+γ23 − (−1)γ13 + (−1)γ12 − (−1)γ23
)2
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The second term becomes

−4(h010h100 − h000h110)(h011h101 − h001h111)

= −4c4
(

1− (−1)γ12
)(

(−1)γ13+γ23 − (−1)γ12+γ13+γ23
)

= −4c4(−1)γ13+γ23
(

1− (−1)γ12
)2

Thus, if γ12 = 0, the polynomial in (15) is equal to

c4
(

(−1)γ13+γ23 − (−1)γ13 + 1− (−1)γ23
)2
,

which is 16c4 if γ13 = γ23 = 1, and 0 otherwise. If γ12 = 1, the polynomial becomes

c4
(
− (−1)γ13+γ23 − (−1)γ13 − 1− (−1)γ23

)2
− 16c4(−1)γ13+γ23 ,

which is 0 if γ13 = γ23 = 0, and non-zero otherwise. Hence the function has GHZ-type if and
only if γ12 + γ13 + γ23 ≥ 2.

It remains to see what happens if γ12 + γ13 + γ23 < 2. Now, the condition (16), (h000h011 6=
h001h010) ∨ (h101h110 6= h100h111), becomes(

(−1)γ23 6= 1
)
∨
(

(−1)γ12+γ13 6= (−1)γ12+γ13+γ23
)
,

which reduces to the single inequality γ23 6= 0. Similarly, (17) becomes γ13 6= 0 and (18) becomes
γ12 6= 0. Hence h either has GHZ type or it decomposes. Thus, any non-decomposable ternary
function in A has GHZ type.

5 Holant+

Before deriving the dichotomy for Holantc, we consider a new family of holant problems, called
Holant+, which fits between conservative holant problems and Holantc: It has four freely avail-
able functions, which are all unary and include the pinning functions. Using results from
quantum information theory, these four functions can be shown to be sufficient for constructing
the gadgets required to apply the dichotomies in Section 3.4. Formally, for any finite F ⊆ Υ:

Holant+ (F) := Holant (F ∪ {δ0, δ1, δ+, δ−}) . (20)

Note that the vectors |0〉 and |1〉 corresponding to δ0 and δ1 are orthogonal to each other.
Similarly, the vectors |+〉 and |−〉 corresponding, up to scalar factor, to δ+ and δ− are orthogonal
to each other. In quantum theory, the set {|+〉 , |−〉} is known as the Hadamard basis of C2, since
these vectors are related to the computational basis vectors by a Hadamard transformation:
{|+〉 , |−〉} .

= H ◦ {|0〉 , |1〉}, where H = 1√
2

(
1 1
1 −1

)
. Hence |+〉 = 1√

2
(|0〉+ |1〉) and |−〉 =

1√
2

(|0〉 − |1〉), i.e. the Hadamard basis vectors differ from the vectors corresponding to δ+ and

δ− by a factor of 1√
2
, which does not affect any of the following arguments.

In the next subsection, we first state and extend a result from quantum theory that is used
in the later proofs. Specifically, we prove that if F * 〈T 〉, then S(F ∪ {δ0, δ1, δ+, δ−}) contains
a non-decomposable ternary function. It is vital for the proof to have all four unary functions
available, e.g. if F = {EQ4}, it would be impossible to produce a non-decomposable ternary
function using only pinning.

In Section 5.2, we furthermore show that, under some mild assumptions on F , the set
S(F ∪ {δ0, δ1, δ+, δ−}) actually contains a symmetric non-decomposable ternary function. In
Section 5.3, we exhibit gadget constructions for certain binary functions and show that the
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assumptions of the previous section are satisfied if F is not one of the exceptional cases of
Theorem 15. All the gadgets in these subsections are planar. To ensure that the full complexity
classification works for planar holant problems, we next give a reduction between planar holant
problems and planar counting CSPs in Section 5.4. This is based on results sketched in the
literature, but to our knowledge the full proof has not been written out before. Finally, in
Section 5.5, we combine all of the parts to prove the complexity classification for Holant+,
which holds even when restricted to the planar case.

5.1 Why these free functions?

The definition of Holant+ is motivated by the following results from quantum theory. We first
state the results in quantum terminology and translate them into holant terminology at the end
of the section.

Theorem 42 ([36, Lemma on p. 296],[26]). Let |Ψ〉 be an n-system genuinely entangled quantum
state. For any two of the n systems, there exists a projection, onto a tensor product of states
of the other (n− 2) systems, that leaves the two systems in an entangled state.

Here, ‘projection’ means a (partial) inner product between |Ψ〉 and the tensor product
of single-system states. The n systems do not have to be qubits, but for the purposes of
the following arguments, it suffices to think of them as n qubits. The original proof of this
statement in [36] was flawed but it was recently corrected [26]. The following corollary is not
stated explicitly in either paper, but can be seen to hold by inspecting the proof in [26].

Corollary 43. Let |Ψ〉 be an n-qubit genuinely entangled quantum state. For any two of the
n qubits, there exists a projection, onto a tensor product of computational and Hadamard basis
states of the other (n− 2) qubits, that leaves the remaining two qubits in an entangled state.

In other words, Theorem 42 holds when the systems are restricted to qubits and the projec-
tors are restricted to products of computational and Hadamard basis states. Here, it is crucial
to have projectors taken from two bases that are linked by the Hadamard transformation: the
proof applies only in that case. Intuitively, the corollary states that if n parties share a genuinely
entangled n-qubit state, then this can be converted into an entangled 2-qubit state shared by
two of the parties using local projections6.

In holant terminology, the corollary corresponds to the following proposition about pro-
ducing binary non-decomposable functions from a higher-arity non-decomposable function via
gadgets with unary functions.

Proposition 44 (Restatement of Corollary 43). Let f be a non-decomposable function of arity
n ≥ 2. Suppose j, k ∈ [n] with j < k. Then there exist um ∈ {δ0, δ1, δ+, δ−} for all m ∈ [n]\{j, k}
such that the following binary function is non-decomposable:

g(xj , xk) =
∑

xs∈{0,1} for s∈[n]\{j,k}

f(x1, . . . , xn)
∏

m∈[n]\{j,k}

um(xm).

This g is the effective function of the gadget in Figure 1a.

Remark. Proposition 44 can be considered an alternative definition of what it means to be
non-decomposable. To see this, suppose the function f ∈ Υn is decomposable, i.e. there exists
1 ≤ k < n and functions f1, f2 such that:

f(x1, . . . , xn) = f1(xρ(1), . . . , xρ(k))f2(xρ(k+1), . . . , xρ(n)).

6In the real world, these projections correspond to post-selected measurements, so without post-selection the
protocol may fail in some runs.
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. . .
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Figure 1: (a) The gadget from Proposition 44 and (b) the gadget from Theorem 45.

Choose one argument from each partition, say xρ(1) and xρ(n); the argument is analogous for
any other choice. Then for all um ∈ {δ0, δ1, δ+, δ−} we have

g(xρ(1), xρ(n)) =
∑

xs∈{0,1} for s∈[n]\{ρ(1),ρ(n)}

f(x1, . . . , xn)
∏

m∈[n]\{ρ(1),ρ(n)}

um(xm)

=

 ∑
xρ(2),...,xρ(k)∈{0,1}

f1(xρ(1), . . . , xρ(k))
k∏

m=2

um(xρ(m))


×

 ∑
xρ(k+1),...,xρ(n−1)∈{0,1}

f2(xρ(k+1), . . . , xρ(n))
n−1∏

m=k+1

um(xρ(m))


which is clearly decomposable. Thus if the conclusion of Proposition 44 holds for some f , then
f must be non-decomposable.

We extend this proposition as follows. Note that all gadgets are planar.

Theorem 45. Let f be a non-decomposable function of arity n ≥ 3. Then there exist j, k, ` ∈ [n]
with j < k < `, and um ∈ {δ0, δ1, δ+, δ−} for all m ∈ [n]\{j, k, `}, such that the following ternary
function is non-decomposable:

g(xj , xk, x`) =
∑

xs∈{0,1} for s∈[n]\{j,k,`}

f(x1, . . . , xn)
∏

m∈[n]\{j,k,`}

um(xm).

This g is the effective function of the gadget in Figure 1b.

Proof. The result is proved by induction on n. If n = 3, f itself is the desired non-decomposable
ternary function; this is the base case. Now suppose the result holds for all n satisfying 3 ≤
n ≤ N .

We prove the result for n = N + 1 by contradiction, i.e. we begin by assuming that for some
non-decomposable function f of arity n = N+1 there does not exist any choice j, k, ` ∈ [n] with
j < k < `, and um ∈ {δ0, δ1, δ+, δ−} for all m ∈ [n] \ {j, k, `} such that the function g defined
in the theorem statement is non-decomposable. Note the function f cannot be identically zero
since such functions are trivially decomposable.

First, consider the family of gadgets that arise by composing one input of f with one of the
allowed unary functions:

hj,u(x1, . . . , xj−1, xj+1, . . . , xn) :=
∑

xj∈{0,1}

f(x1, . . . , xn)u(xj)

where j ∈ [n] and u ∈ {δ0, δ1, δ+, δ−}. Note that

f(x1, . . . , xn) = hj,δ0(x1, . . . , xj−1, xj+1, . . . , xn)δ0(xj) + hj,δ1(x1, . . . , xj−1, xj+1, . . . , xn)δ1(xj)

= hj,δ+(x1, . . . , xj−1, xj+1, . . . , xn)δ+(xj) + hj,δ−(x1, . . . , xj−1, xj+1, . . . , xn)δ−(xj)

for any j ∈ [n]. Hence, if hj,u was identically zero for some j and u, then f would be de-
composable. But we assumed f was non-decomposable, therefore the functions hj,u cannot be
identically zero.
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Furthermore, if one of the functions hj,u has a non-decomposable tensor factor of arity at
least 3, then we can remove the other tensor factors by Lemma 9, replace f with the resulting
function of arity between 3 and N (inclusive), and be done by the inductive hypothesis. Thus,
for all j and u, we must have hj,u ∈ 〈T 〉, i.e. hj,u decomposes as a tensor product of unary and
binary functions.

Now by Proposition 44, we can find um ∈ {δ0, δ1, δ+, δ−} for all m ∈ [n] \ {1, 2} such that

b(x1, x2) :=
∑

xs∈{0,1} for s∈[n]\{1,2}

f(x1, . . . , xn)
∏

m∈[n]\{1,2}

um(xm)

is non-decomposable. Since b arises from hn,un by contraction with unary functions, the argu-
ments x1 and x2 must appear in the same tensor factor of hn,un . Yet hn,un ∈ 〈T 〉 by the argu-
ment of the previous paragraph, so we must have hn,un(x1, . . . , xn−1) = b(x1, x2)h(x3, . . . , xn−1)
for some h ∈ 〈T 〉, which is not identically zero. Similarly, by Proposition 44, we can find
vm ∈ {δ0, δ1, δ+, δ−} for all m ∈ [n] \ {2, 3} such that

b′(x2, x3) :=
∑

xs∈{0,1} for s∈[n]\{2,3}

f(x1, . . . , xn)
∏

m∈[n]\{2,3}

vm(xm)

is non-decomposable. Then, analogous to the above, h1,v1(x2, . . . , xn) = b′(x2, x3)h′(x4, . . . , xn)
for some h′ ∈ 〈T 〉, which is not identically zero.

Now consider the gadget

f ′(x2, . . . , xn−1) :=
∑

x1,xn∈{0,1}

f(x1, . . . , xn)v1(x1)un(xn).

If we perform the sum over xn first, we find

f ′(x2, . . . , xn−1) =
∑

x1∈{0,1}

hn,un(x1, . . . , xn−1)v1(x1) =
∑

x1∈{0,1}

b(x1, x2)h(x3, . . . , xn−1)v1(x1),

(21)
which is not identically zero since h is not, and v′(x2) :=

∑
x1∈{0,1} b(x1, x2)v1(x1) being iden-

tically zero would imply b is decomposable. By inspection, the arguments x2 and x3 appear in
different tensor factors of f ′.

If, on the other hand, we perform the sum over x1 first, we find

f ′(x2, . . . , xn−1) =
∑

xn∈{0,1}

h1,v1(x2, . . . , xn)un(xn) =
∑

xn∈{0,1}

b′(x2, x3)h′(x4, . . . , xn)un(xn).

(22)
This could be identically zero if h′(x4, . . . , xn) = h′′(x4, . . . , xn−1)u⊥n (xn) for some h′′, where
the function u⊥n satisfies

∑
xn∈{0,1} u

⊥
n (xn)un(xn) = 0. Yet from (21) we deduced that f ′ is not

identically zero, so this cannot happen. Then, inspection of (22) shows that the arguments x2

and x3 appear in the same non-decomposable tensor factor of f ′. This contradicts the finding
from (21) that they appear in different tensor factors.

Hence the assumption must have been wrong and we have h1,v1 /∈ 〈T 〉 or hn,un /∈ 〈T 〉. Thus,
by Lemma 9 and the induction hypothesis, we can realise the desired non-decomposable ternary
function.

In quantum terminology, this corresponds to the following theorem.

Theorem 46 (Restatement of Theorem 45). Let |Ψ〉 be an n-qubit genuinely entangled state
with n ≥ 3. There exists some choice of three of the n qubits and a projection of the other
(n− 3) qubits onto a tensor product of computational and Hadamard basis states that leaves the
three qubits in a genuinely entangled state.
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C B A

Figure 2: A ‘virtual gadget’ for a non-decomposable ternary function. The white vertex repre-
sents either EQ3 or ONE3 and the boxes represent (not necessarily symmetric) binary functions
corresponding to the matrices A, B, and C, respectively.

This result, which was not previously known in the quantum information theory literature,
is stronger than Corollary 43 in that we construct entangled three-qubit states rather than two-
qubit ones. On the other hand, our result may not hold for arbitrary choices of three qubits:
all we show is that there exists some choice of three qubits for which it does hold.

The original proof of this theorem in an earlier version of this paper was long and involved;
this new shorter proof was suggested by Gachechiladze and Gühne [25].

5.2 Symmetrising ternary functions

The dichotomies given in Section 3.4 apply to symmetric ternary non-decomposable functions.
The functions constructed according to Theorem 45 are ternary and non-decomposable, but they
are not generally symmetric. Yet, these general ternary non-decomposable functions can be used
to realise symmetric ones, possibly with the help of an additional binary non-decomposable func-
tion. We prove this by distinguishing cases according to whether the ternary non-decomposable
function constructed using Theorem 45 is in the GHZ or the W entanglement class (cf. Sec-
tion 4.1).

Consider a function f ∈ Υ3 which is in the GHZ class. By definition, there exist matrices
A,B,C ∈ GL2(A) such that |f〉 = (A⊗B ⊗ C) |GHZ〉, i.e.

f(x1, x2, x3) =
∑

y1,y2,y3∈{0,1}

Ax1,y1Bx2,y2Cx3,y3EQ3(y1, y2, y3).

We can thus draw f as the ‘virtual gadget’ shown in Figure 2. The ‘boxes’ denoting the
matrices are non-symmetric to indicate that A,B,C are not in general symmetric. The white
dot is assigned EQ3. This notation is not meant to imply that the binary functions associated
with A,B,C or the ternary equality function are available on their own. Instead, thinking of
the function as such a composite will simply make future arguments more straightforward.

Similarly, if f is in the W class then there exist matrices A,B,C ∈ GL2(A) such that
|f〉 = (A⊗B ⊗ C) |W 〉, or equivalently,

f(x1, x2, x3) =
∑

y1,y2,y3∈{0,1}

Ax1,y1Bx2,y2Cx3,y3ONE3(y1, y2, y3).

In this case, f can again be represented as a virtual gadget, but now the white dot in Figure 2
is assigned the function ONE3.

In both the GHZ and the W case, three vertices assigned f can be connected to form the
rotationally symmetric gadget shown in Figure 3a. In fact, since f is a function over the Boolean
domain, the effective function g of that gadget is fully symmetric: its value depends only on
the Hamming weight of the inputs. On the other hand, g may be decomposable (in fact, any
symmetric decomposable function must be degenerate) and it may be the all-zero function. For
a general non-symmetric f there are three such symmetric gadgets that can be constructed by
‘rotating’ f , i.e. by replacing f(x1, x2, x3) with f(x2, x3, x1) or f(x3, x1, x2). Rotating f in this
way does not affect the planarity of the gadget. The idea leads to the following lemmas.

Lemma 47. Suppose f ∈ Υ3 has GHZ type, i.e. |f〉 = (A ⊗ B ⊗ C) |GHZ〉 for some matrices
A,B,C ∈ GL2(A). Then there exists a non-decomposable symmetric ternary function g ∈
S({f}), which is furthermore realisable by a planar gadget.
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Figure 3: (a) A symmetric gadget constructed from three copies of the ternary function from
Figure 2. (b) A simplified version of the same gadget, where M := CTB. The variable names
next to the edges are those used in (24).

Proof. The function f can be represented by a virtual gadget as in Figure 2, where the white
vertex is assigned EQ3 and the matrices A, B, and C are those appearing in the statement of the
lemma. We will realise a symmetric ternary function by using the triangle gadget in Figure 3a.
Note that there are three different planar versions of this gadget by cyclically permuting the
inputs of f (and thus the roles of A, B, and C) in the gadget. The desired result will follow from
arguing that either at least one of these three gadgets is non-decomposable and therefore yields
the desired function g, or f is already symmetric. In the latter case, we simply take g := f .

Consider the gadget in Figure 3a. To simplify the argument, we will not parameterise each
of the three matrices A, B, and C individually; instead we let

M := CTB =

(
a b
c d

)
, (23)

yielding the gadget in Figure 3b. The effective function of that gadget, which we will denote
h(x1, x2, x3) is equal to∑

Ax1,y1Ax2,y2Ax3,y3EQ3(y1, z1, w1)EQ3(y2, z2, w2)EQ3(y3, z3, w3)Mz1,w2Mz2,w3Mz3,w1

=
∑

y1,y2,y3∈{0,1}

Ax1,y1Ax2,y2Ax3,y3My1,y2My2,y3My3,y1 , (24)

where the first sum is over all y1, y2, y3, z1, z2, z3, w1, w2, w3 ∈ {0, 1}. Let the function h′ be such
that h = A ◦ h′, then, by invertibility of A,

h′(y1, y2, y3) = My1,y2My2,y3My3,y1 .

Plugging in the values from (23), we find that h′ = [a3, abc, bcd, d3]. Since h and h′ are connected
by a holographic transformation, they must be in the same entanglement class: in particular, h
is non-decomposable if and only if h′ is non-decomposable. Hence we may work with h′ instead
of h for the remainder of the proof.

Recall from Section 4.1 that a symmetric ternary function is non-decomposable if and only
if it has either GHZ type or W type. By Lemma 37, h′ has GHZ type if and only if:

Ph′ := a2d2(ad+ 3bc)(ad− bc)3 6= 0.

It has W type if Ph′ = 0 and furthermore(
(abc)2 6= a3bcd

)
∨
(
(bcd)2 6= abcd3

)
. (25)

If neither of these conditions is satisfied, h′ is decomposable (and in fact degenerate).
Now, as M is invertible, we have ad − bc 6= 0. Thus, h′ fails to have GHZ type only if at

least one of a, d, or (ad+ 3bc) is zero. We consider the cases individually.
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• Suppose a = 0. Then Ph′ = 0 and (25) becomes (0 6= 0)∨ (bcd 6= 0). Hence h′ has W type
if bcd 6= 0 and is degenerate otherwise. Since M is invertible, a = 0 implies bc 6= 0. Thus,
h′ is degenerate (in fact, it is identically zero) if a = d = 0 and it has W type otherwise.

• Suppose a 6= 0 and d = 0. Then Ph′ = 0 and (25) becomes (abc 6= 0) ∨ (0 6= 0). Hence h′

has W type if abc 6= 0. But invertibility of M together with d = 0 implies that bc 6= 0, so
in this case a, b, c are all guaranteed to be non-zero. Therefore h′ always has W type.

• Suppose a, d 6= 0 and ad+ 3bc = 0, i.e. bc = −1
3ad. Then Ph′ = 0 and by substituting for

bc, (25) becomes (
1

9
a4d2 6= −1

3
a4d2

)
∨
(

1

9
a2d4 6= −1

3
a2d4

)
,

which is true for all a, d 6= 0. Therefore h′ always has W type.

By combining the three cases, we find that h′ is degenerate if and only if a = d = 0, or
equivalently if and only if (CTB)00 = (CTB)11 = 0.

As noted before, there are three different planar gadgets that can be constructed from the
same non-symmetric ternary function, by ‘rotating’ it. Assume that all three gadget construc-
tions yield a decomposable function. For the original gadget, this means that (CTB)00 =
(CTB)11 = 0. For the rotated versions of the gadget, the assumption furthermore implies that

(BTA)00 = 0 = (BTA)11 and (ATC)00 = 0 = (ATC)11.

These equalities indicate that CTB, BTA, and ATC are purely off-diagonal matrices. Addi-
tionally, since A,B,C are invertible, CTB, BTA, and ATC must also be invertible. Hence there
exist invertible diagonal matrices D1, D2, D3 ∈ GL2(A) such that:

BTA = XD1, CTB = XD2, and ATC = XD3. (26)

By rearranging the second equation of (26), we find B = (CT )−1XD2. Now, by transposing,
rearranging, and then inverting, the third equation of (26) is equivalent to

CTA = D3X ⇐⇒ CT = D3XA
−1 ⇐⇒ (CT )−1 = AXD−1

3 ,

so B = AXD−1
3 XD2. Similarly, transposing and then rearranging the second equation of (26)

yields C = (BT )−1D2X. By rearranging and inverting, the first equation of (26) is equivalent
to

BT = XD1A
−1 ⇐⇒ (BT )−1 = AD−1

1 X,

so C = AD−1
1 XD2X.

Both D−1
1 XD2X and XD−1

3 XD2 are diagonal matrices; write them as

DC = D−1
1 XD2X =

(
γ0 0
0 γ1

)
and DB = XD−1

3 XD2 =

(
β0 0
0 β1

)
(27)

for some β0, β1, γ0, γ1 ∈ A \ {0}. Then B = ADB and C = ADC , so:

|f〉 = (A⊗B ⊗ C) |GHZ〉 = A⊗3(I ⊗DB ⊗DC) |GHZ〉 = A⊗3 (β0γ0 |000〉+ β1γ1 |111〉) , (28)

where I is the 2 by 2 identity matrix. Hence the assumption that all three gadgets are de-
composable implies that f = A ◦ [β0γ0, 0, 0, β1γ1], i.e. the assumption implies that f is already
symmetric.

We have shown that either one of the three possible planar triangle gadgets yields a sym-
metric non-degenerate function, or f itself is already symmetric. Thus there always exists a
non-degenerate symmetric ternary function in S({f}) which is realisable by a planar gadget.
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Figure 4: (a) The symmetrisation gadget after the matrix CTB has been converted into LDU
decomposition, where L is lower triangular, D is diagonal (and hence symmetric), and U is
upper triangular. (b) If the white vertices are assigned the function ONE3, the triangular
matrices can be replaced by a different matrix on the outer leg, which is absorbed into A to
form A′.

Lemma 48. Suppose f ∈ Υ3 has W type, i.e. |f〉 = (A ⊗ B ⊗ C) |W 〉 for some matrices
A,B,C ∈ GL2(A). If f /∈ (K ◦ M) ∪ (KX ◦ M), there exists a non-degenerate symmetric
ternary function g ∈ S({f}). The function g has GHZ type and is realisable by a planar gadget.

Proof. Since f has W type, we can write |f〉 = (A ⊗ B ⊗ C) |W 〉: i.e. the function f can be
thought of as the ‘virtual gadget’ given in Figure 2, where the white dot is now assigned ONE3.
We can therefore combine three copies of f into the triangle gadget given in Figure 3a, analogous
to the previous lemma. By basic linear algebra, we can apply the LDU decomposition to CTB:

CTB = LDU =

(
1 0
a 1

)(
b 0
0 c

)(
1 d
0 1

)
,

where a, b, c, d ∈ A with b, c 6= 0 and L = ( 1 0
a 1 ) is lower triangular, D =

(
b 0
0 c

)
is diagonal, and

U =
(

1 d
0 1

)
is upper triangular. This is illustrated in Figure 4a.

Now, note that each of the white dots assigned ONE3 is connected to a copy of U and a
transposed copy of L. It is straightforward to show that

(I ⊗ U ⊗ LT ) |W 〉 = (a+ d) |000〉+ |W 〉 =

((
1 a+ d
0 1

)
⊗ I ⊗ I

)
|W 〉 ,

so the diagram can be transformed to the one of Figure 4b, where A′ := A
(

1 a+d
0 1

)
.

The effective function of the gadget in Figure 4b, which we will denote g(x1, x2, x3), equals∑
A′x1,y1A

′
x2,y2A

′
x3,y3ONE3(y1, z1, w1)ONE3(y2, z2, w2)ONE3(y3, z3, w3)Dz1,w2Dz2,w3Dz3,w1 ,

where the sum is over all y1, y2, y3, z1, z2, z3, w1, w2, w3 ∈ {0, 1}. Let g′ := (A′)−1 ◦ g, then

g′(y1, y2, y3) =
∑

z1,z2,z3∈{0,1}

ONE3(y1, z1, z3)ONE3(y2, z2, z1)ONE3(y3, z3, z2)Dz1,z1Dz2,z2Dz3,z3 ,

where we have used the property that D is diagonal.
Recall that ONE3 is the ‘perfect matchings’ constraint. This means the gadget for g′ is

a symmetric matchgate on three vertices, where every internal edge that is in the matching
contributes a factor c to the weight, and every internal edge that is not in the matching con-
tributes a factor b to the weight. Clearly, g′(1, 1, 1) = b3 since if the three external edges are
in the matching, there can be no internal edges in the matching. As a matchgate, g′ must
satisfy a parity condition: in particular, given the odd number of vertices, it is 0 on inputs
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Figure 5: Gadget for constructing a ternary function that is not in K ◦M (or KX ◦M). The
degree-3 vertex is assigned the function f and the degree-2 vertex is assigned the function h,
with the second input of h connected to the first input of f .

of even Hamming weight. The remaining value on inputs of Hamming weight 1, having one
external edge and thus one internal edge to make a matching, is b2c. Combining these, we have
g′ = [0, b2c, 0, b3]. Note that |g〉 and |g′〉 are by definition equivalent under SLOCC, i.e. g and
g′ are in the same entanglement class. We may therefore reason about g′ instead of g.

By Lemma 37, g′ has GHZ type if and only if

0 6= (0− 0)2 − 4
(
(b2c)2 − 0

) (
0− b2cb3

)
= 4b9c3.

Yet b, c 6= 0, so g′ always has GHZ type. The gadget is planar.

The following lemma shows an analogous result for the case where the ternary function
f ∈ K ◦ M or f ∈ KX ◦ M. In that case, some additional support from a binary function
outside the respective set is needed; we will show in the next section that such a binary function
can be realised unless all functions are in 〈K ◦M〉 or 〈KX ◦M〉.

Lemma 49. Let M′ be one of K ◦M and KX ◦M. Suppose f ∈ Υ3 ∩M′ and h ∈ Υ2 \ 〈M′〉,
then there exists a non-degenerate symmetric ternary function g ∈ S({f, h}). In both cases, g
has GHZ type and is realisable by a planar gadget.

Proof. Note that by Lemma 41 and the property that holographic transformations do not affect
the entanglement class, f has W type in both cases, i.e. |f〉 = (A⊗B⊗C) |W 〉 for some matrices
A,B,C ∈ GL2(A).

Now first suppose f ∈ K ◦ M and h /∈ 〈K ◦M〉. Note that any binary function h with
this property is non-degenerate (and thus non-decomposable), since Υ1 ⊆ K ◦ M. Let f ′ :=
K−1 ◦ f ∈M and h′ := K−1 ◦ h /∈M, then we can write

f ′ =

(
f000 f001 f010 0
f100 0 0 0

)
and h′ =

(
h00 h01

h10 h11

)
,

where f001f010f100 6= 0 by non-decomposability of f ′, h00h11 − h01h10 6= 0 by non-decomposa-
bility of h′, and h11 6= 0 because h′ /∈M.

Consider the gadget in Figure 5, where the second input of h is connected to the first input
of f . The effective function associated with this gadget is

f ′′(x1, x2, x3) =
∑

y∈{0,1}

h(x1, y)f(y, x2, x3)

=
∑

y,z1,...,z5∈{0,1}

Kx1,z1Ky,z2h
′(z1, z2)Ky,z3Kx2,z4Kx3,z5f

′(z3, z4, z5)

=
∑

z1,...,z5∈{0,1}

Kx1,z1Kx2,z4Kx3,z5h
′(z1, z2)f ′(z3, z4, z5)

∑
y∈{0,1}

Ky,z2Ky,z3

=
∑

z1,z4,z5∈{0,1}

Kx1,z1Kx2,z4Kx3,z5

∑
z2,z3∈{0,1}

2 · h′(z1, z2)f ′(z3, z4, z5)NEQ(z2, z3).

Let f ′′′ := 1
2(K−1 ◦ f ′′) or equivalently f ′′ = 2(K ◦ f ′′′), then

f ′′′ =

(
f000h01 + f100h00 f001h01 f010h01 0
f000h11 + f100h10 f001h11 f010h11 0

)
.
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Note that f ′′ ∈ K ◦M if and only if f ′′′ ∈ M, and f ′′ ∈ KX ◦M if and only if f ′′′ ∈ X ◦M.
We now show f ′′ /∈ (K ◦M) ∪ (KX ◦M).

Assume for a contradiction that f ′′ ∈ K ◦ M, i.e. f ′′′ ∈ M. This implies that 0 =
f ′′′(1, 0, 1) = f001h11 and 0 = f ′′′(1, 1, 0) = f010h11. But, as stated above, f being non-
decomposable and h not being in K ◦ M imply that f001, f010 and h11 must be non-zero.
Therefore f ′′′ /∈M and f ′′ /∈ K ◦M.

Similarly, assume for a contradiction that f ′′ ∈ KX ◦M, i.e. f ′′′ ∈ X ◦M. This implies

0 = f ′′′(0, 0, 0) = f000h01 + f100h00

0 = f ′′′(0, 0, 1) = f001h01

0 = f ′′′(0, 1, 0) = f010h01

0 = f ′′′(1, 0, 0) = f000h11 + f100h10.

Now, the condition f001h01 = 0 implies h01 = 0 since f001 6= 0 by non-decomposability of f .
Then the first equality reduces to 0 = f100h00, which implies h00 = 0 since f100 6= 0 by non-
decomposability of f . Yet h01 = h00 = 0 would imply that h is degenerate, contradicting the
assumption of the lemma. Thus f ′′′ /∈ X ◦M and f ′′ /∈ KX ◦M.

Hence, we may replace f by f ′′ and proceed as in Lemma 48. Since f ′′ ∈ S({f, h}) and f ′′ is
realisable by a planar gadget, the function g ∈ S({f ′′}) that results from applying this lemma
to f ′′ is in S({f, h}) and g is again realisable by a planar gadget.

Now suppose f ∈ KX◦M and h /∈ 〈KX ◦M〉. As before, let f ′ := K−1◦f and h′ := K−1◦h,
then f ′ ∈ X ◦M and h′ /∈ 〈X ◦M〉. The properties of these functions differ from the ones in
the previous case by bit flips on all inputs. Otherwise the argument is the same.

5.3 Realising binary functions

We have shown in the previous section that it is possible to realise a non-decomposable ternary
symmetric function from an arbitrary non-decomposable ternary function under some mild
further assumptions. Now, we show that if the full set of functions F is not a subset of
〈K ◦M〉, there exists a planar gadget in S(F ∪ {δ0, δ1, δ+, δ−}) whose effective function g
is binary, symmetric, non-decomposable and satisfies g /∈ 〈K ◦M〉. An analogous result holds
with KX instead of K.

Lemma 50. Suppose f ∈ Υn satisfies f(1, 1, a3, . . . , an) 6= 0 for some a3, . . . , an ∈ {0, 1}.
Suppose furthermore that there exist functions u3, . . . , un ∈ U such that setting

f ′(x1, x2) :=
∑

x3,...,xn∈{0,1}

f(x1, . . . , xn)
n∏
j=3

uj(xj)

implies f ′(0, 0)f ′(1, 1)− f ′(0, 1)f ′(1, 0) 6= 0. Then f /∈ 〈M〉. Conversely, if f ∈ Υn \ 〈M〉, then
there exists some permutation ρ : [n]→ [n] such that fρ satisfies the above properties.

Proof. Consider the first part of the lemma and assume for a contradiction that f ∈ 〈M〉.
Then there exists a decomposition of f where each factor is in M. In particular, the first and
second arguments of f must belong to different factors: if they belonged to the same factor,
that factor would be a function which is non-zero on an input of Hamming weight at least 2,
so it could not be in M. Hence there exists some permutation ρ : {3, 4, . . . , n} → {3, 4, . . . , n}
and k ∈ {3, 4, . . . , n} such that

fρ(x1, . . . , xn) = f1(x1, xk+1, . . . , xn)f2(x2, . . . , xk),

where f1, f2 may be further decomposable. But then

f ′(x1, x2) =
∑

x3,...,xn∈{0,1}

f1(x1, xk+1, . . . , xn)f2(x2, . . . , xk)
n∏
j=3

uj(xj) = w1(x1)w2(x2),
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where

w1(x1) :=
∑

xk+1,...,xn∈{0,1}

f1(x1, xk+1, . . . , xn)
n∏

j=k+1

uj(xj)

w2(x2) :=
∑

x3,...,xk∈{0,1}

f2(x2, . . . , xk)
k∏
j=3

uj(xj).

This implies that f ′(0, 0)f ′(1, 1) − f ′(0, 1)f ′(1, 0) = 0, contradicting the assumption in the
lemma. Thus f cannot be in 〈M〉.

For the second part of the lemma, assume f ∈ Υn \ 〈M〉. In particular, f is not the all-
zero function, so it has a decomposition. If all the factors in the decomposition of f are in
M, then f ∈ 〈M〉. Hence there exists a non-decomposable factor g of f which is not in M.
Without loss of generality, assume that g contains exactly the first k arguments of f for some
k ∈ [n], otherwise permute the arguments. As M contains all unaries, g must be a function
of arity k ≥ 2. Furthermore, there must exist some bit string a ∈ {0, 1}k of Hamming weight
at least 2 such that g(a) 6= 0. Without loss of generality, assume a1 = a2 = 1, otherwise
permute the arguments. Then f satisfies the first property. If f = g, i.e. f itself is non-
decomposable, the second property is satisfied by Proposition 44. Otherwise, by Lemma 9,
there exist uk+1, . . . , un ∈ {δ0, δ1} such that

g(x1, . . . , xk) =
∑

xk+1,...,xn∈{0,1}

f(x1, . . . , xn)
n∏

j=k+1

uj(xj).

We then find that the second property is satisfied by combining this equation with an application
of Proposition 44 to g.

Lemma 51. Let M′ be one of K ◦ M and KX ◦ M. Suppose f ∈ Υ \ 〈M′〉. Then there
exists g ∈ S({f, δ0, δ1, δ+, δ−}) which is binary, non-decomposable, and satisfies g /∈ 〈M′〉.
Furthermore, this function is realised by a planar gadget.

Proof. First, suppose M′ = K ◦ M. Note that Υ1 ⊆ K ◦ M ⊆ 〈K ◦M〉, so f /∈ 〈K ◦M〉
implies arity(f) ≥ 2. Furthermore, 〈Υ1〉 ⊆ 〈K ◦M〉, thus any binary function which is not in
〈K ◦M〉 must be non-decomposable.

We will show that we can realise a gadget like that in Figure 1a, whose effective function g
is non-decomposable and satisfies g /∈ 〈K ◦M〉. As the gadget consists of a number of unary
functions connected to one larger-arity function, planarity is assured even if we arbitrarily
permute the arguments of f at intermediate stages of the proof.

The result will be proved by induction on the arity of f .
The base case is arity(f) = 2, in which case we may take g = f . This function is binary,

non-decomposable, a gadget in S({f, δ0, δ1, δ+, δ−}) and it is not in 〈K ◦M〉. Furthermore, the
gadget is trivially planar, so g has all the required properties.

Now suppose the desired result has been proved for functions of arity at most n, and suppose
arity(f) = n+ 1. We distinguish cases according to the decomposability of f .

Case 1: Suppose f is decomposable and consider some decomposition of f . If all factors
are in 〈K ◦M〉, then f is in 〈K ◦M〉, so there must be a factor f ′ /∈ 〈K ◦M〉. By Lemma 9,
f ′ ∈ S({f, δ0, δ1, δ+, δ−}). Thus, we are done by the inductive hypothesis.

Case 2: Suppose f is non-decomposable. We will show that there exists u ∈ {δ0, δ1, δ+, δ−}
and k ∈ [n + 1] such that

∑
xk∈{0,1} f(x1, . . . , xn+1)u(xk) is not in 〈K ◦M〉. It is simpler to

work with 〈M〉 than 〈K ◦M〉, so let h = K−1 ◦ f ; then h /∈ 〈M〉. Thus, by Lemma 50,
there exists a permutation ρ : [n + 1] → [n + 1] such that hρ(1, 1, a3, . . . , an+1) 6= 0 for some
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a3, . . . , an+1 ∈ {0, 1} and there exist functions u3, . . . , un+1 ∈ U such that letting

h′(x1, x2) :=
∑

x3,...,xn+1∈{0,1}

hρ(x1, . . . , xn+1)
n+1∏
j=3

uj(xj) (29)

implies h′(0, 0)h′(1, 1)− h′(0, 1)h′(1, 0) 6= 0. Note that

h′(x1, x2) =
∑

x3,...,xn+1∈{0,1}

(K−1 ◦ fρ)(x1, . . . , xn+1)

n+1∏
j=3

uj(xj)

= K−1 ◦

 ∑
x3,...,xn+1∈{0,1}

fρ(x1, . . . , xn+1)

n+1∏
j=3

((K−1)T ◦ uj)(xj)


and holographic transformations do not affect whether a function is decomposable. Thus, by
applying Proposition 44 to fρ, we find that it suffices to take

(K−1)T ◦ uj ∈ {δ0, δ1, δ+, δ−} ⇔ uj ∈ {δ+, δ−, δi, δ−i},

where δi := [1, i] and δ−i := [1,−i] and we have ignored some scalar factors which, by Lemma 3,
do not affect the complexity.

For each v ∈ {δ+, δ−, δi, δ−i} define

hv(x1, . . . , xn) :=
∑

xn+1∈{0,1}

hρ(x1, . . . , xn+1)v(xn+1).

We now argue that for at least one v ∈ {δ+, δ−, δi, δ−i}, the function hv is not in 〈M〉. Write
v = [1, α], where α ∈ {1,−1, i,−i}.

First, consider the value hv(1, 1, a3, . . . , an), where a3, . . . , an are the above values resulting
from applying Lemma 50 to h. Then

hv(1, 1, a3, . . . , an) = hρ(1, 1, a3, . . . , an, 0) + αhρ(1, 1, a3, . . . , an, 1) (30)

is a linear polynomial in the variable α. Furthermore, this polynomial is not identically zero
since hρ(1, 1, a3, . . . , an+1) 6= 0. Hence, this expression vanishes for at most one value of α, i.e.
one of the hv.

Secondly, let

h′u(x1, x2) :=
∑

x3,...,xn+1∈{0,1}

hρ(x1, . . . , xn+1)v(xn+1)

n∏
j=3

uj(xj),

where uj ∈ {δ+, δ−, δi, δ−i} are the unary functions determined by applying Lemma 50 to h as
in (29). Then

h′v(0, 0)h′v(1, 1)− h′v(0, 1)h′v(1, 0) (31)

is a quadratic polynomial in α which is not identically zero. Thus this polynomial vanishes for
at most two distinct values of α, i.e. two of the hv.

Therefore, there must be at least one hv such that both (30) and (31) are non-zero. By
Lemma 50, this hv is not in 〈M〉. Furthermore,

(K ◦ hv)(x1, . . . , xn) =
∑

xn+1∈{0,1}

fρ(x1, . . . , xn+1)v′(xn+1),

where v′ = (K−1)T ◦ v ∈ {δ0, δ1, δ+, δ−}. Thus, K ◦hv ∈ S({f, δ0, δ1, δ+, δ−}) \ 〈K ◦M〉 and we
are done by the inductive hypothesis.

Now supposeM′ = KX ◦M. The argument of Case 1 is the same as before, with KX ◦M
instead of K◦M. In Case 2, again define h := K−1◦f , then the properties of this function differ
from the ones written out above by a bit flip on all inputs. Note that, up to scalar factor, the
set {δ+, δ−, δi, δ−i} is invariant under bit flip. Thus, the argument is analogous to before.
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5.4 Interreducing planar holant problems and planar counting CSPs

The interreducibility of certain bipartite holant problems and counting CSPs, as in Theorem 28,
will be a crucial ingredient in our hardness proof. We therefore need to ensure this result holds
in the planar case.

Recall that #R3-CSP (F) ≡T Holant (F | {EQ1,EQ2,EQ3}). The following lemma will be
useful.

Lemma 52 ([18, Lemma 6.1]). Let g ∈ Υ2 be a non-degenerate binary function. Then, for any
finite F ⊆ Υ containing g, we have #R3-CSP (F ∪ {EQ2}) ≤T #R3-CSP (F).

In fact, this result can straightforwardly be extended to the following.

Lemma 53. Let g ∈ Υ2 be a non-degenerate binary function. Suppose G1,G2 ⊆ Υ are finite,
then

Pl-Holant (G1 ∪ {g,EQ2} | G2 ∪ {EQ1,EQ2,EQ3})
≤T Pl-Holant (G1 ∪ {g} | G2 ∪ {EQ1,EQ2,EQ3}) .

Proof. The proof is analogous to that of [18, Lemma 6.1], noting that the constructions used
in gadgets and in polynomial interpolation are planar, and that adding more functions on the
RHS does not affect the argument.

The following result about a polynomial-time reduction from any counting CSP to some
problem in #P is known, see e.g. [13, p. 212]. Nevertheless, we have not been able to find an
explicit proof, so we give one here for completeness. This proof is based on a similar reduction
for graph homomorphism problems [10, Lemma 7.1].

First, we define the field within which we will be working, and the computational problem
to which the counting CSP will be reduced. For any finite F ⊆ Υ, let AF be the set of algebraic
complex numbers that appear as a value of some function in F :

AF :=
{
z ∈ A

∣∣∣∃f ∈ F and x ∈ {0, 1}arity(f) such that f(x) = z
}
. (32)

Since F is fixed and finite, the set AF is also fixed and finite. Let Q(AF ) be the algebraic
extension of the field of rational numbers by the numbers in AF . Note that, given an instance
(V,C) of #CSP(F), the weight wt(V,C)(ξ) associated with any assignment ξ : V → {0, 1} is in
Q(AF ), as is the total weight Z(V,C). We may thus define the following counting problem:

Name COUNT(F)
Instance A tuple ((V,C), x), where V is a finite set of variables, C is a finite set of constraints

over F , and x ∈ Q(AF ).
Output #F ((V,C), x) =

∣∣{assignments ξ : V → {0, 1} | wt(V,C)(ξ) = x}
∣∣.

COUNT(F) is the problem of counting the number of accepting paths of a Turing machine
that accepts an input ((V,C), x, ξ) if and only if wt(V,C)(ξ) = x. Here, ξ : V → {0, 1} has to be
an assignment of values to the variables V , otherwise the input is rejected. Given an assignment
ξ, computing the associated weight in the fixed algebraic extension field Q(AF ) can be done in
time polynomial in the size of (V,C). Furthermore, numbers within Q(AF ) can be compared
efficiently. Therefore the Turing machine runs in time polynomial in the size of its input, and
COUNT(F) is in #P.

Lemma 54. Let F ⊆ Υ be finite. Then #CSP(F) ≤T COUNT(F).
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Proof. Consider an instance (V,C) of #CSP(F), where V is a finite set of variables and C is a
finite set of constraints over F . Since F is a fixed finite set, its elements can be enumerated in
some order f1, . . . , fm, where m := |F| is a constant. For each j ∈ [m], define aj := arity(fj)
as a short-hand. Let n := |C| be the number of constraints, and define the following set of
algebraic complex numbers:

X =

 ∏
j∈[m]

∏
xj∈{0,1}aj

(fj(xj))
kj,xj

∣∣∣∣∣∣ kj,xj ∈ Z≥0 and
∑
j∈[m]

∑
xj∈{0,1}aj

kj,xj = n

 .

Each element of X is uniquely determined by the integers kj,xj , and there are M :=
∑

j∈[m] 2aj

such integers. Thus, the elements of X are in bijection with the M -tuples of non-negative
integers satisfying the property that the sum of all elements of the tuple is n. The set of all
such M -tuples is exactly the support set of a multinomial distribution with n trials and M
possible outcomes for each trial; therefore

|X | =
(
n+M − 1

M − 1

)
≤ (n+M − 1)M−1

(M − 1)!
,

where the inequality uses the straightforward-to-derive bound
(
n
k

)
≤ nk

k! on binomial coefficients.
Now the parameter (M − 1) is constant (it depends only on the properties of the fixed finite set
F), so |X | is polynomial in n and thus polynomial in the instance size.

Note that X ⊆ Q(AF ). Consider an element of X of the form∏
j∈[m]

∏
xj∈{0,1}aj

(fj(xj))
kj,xj .

The condition on the sum of the integers kj,xj , together with non-negativity, implies that at
most n of these integers are non-zero. Thus, each element of X can be computed in time
polynomial in n. Since the size of X is also polynomial in n, this means the elements of X can
be enumerated in time polynomial in n.

Recall from Section 3.2 that, for any assignment ξ : V → {0, 1}, we have wt(V,C)(ξ) =∏
c∈C fc(ξ|c), where fc is the function associated with the constraint c and ξ|c is the restriction

of the assignment ξ to the scope of c. Now, for any j ∈ [m] and xj ∈ {0, 1}aj , define κj,xj :=
|{c ∈ C such that fc = fj and ξ|c = xj}|, then

wt(V,C)(ξ) =
∏
c∈C

fc(ξ|c) =
∏
j∈[m]

∏
xj∈{0,1}aj

(fj(xj))
κj,xj

and ∑
j∈[m]

∑
xj∈{0,1}aj

κj,xj = |C| = n.

Hence wt(V,C)(ξ) ∈ X . This in turn implies that

ZF (V,C) =
∑
x∈X

x ·#F ((V,C), x). (33)

Recall that |X | is polynomial in the instance size, and that the elements of X are generated by
a straightforward procedure. Therefore, the elements of X can be enumerated in polynomial
time. Multiplication and addition within Q(A) are also efficient, hence (33) gives the desired
reduction #CSP(F) ≤T COUNT(F).

We are now ready to prove the planar version of Theorem 28.
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Theorem 55. Let G1,G2 ⊆ Υ be finite. Let [y0, y1, y2] ∈ Υ2 be an ω-normalised and non-
degenerate function. In the case y0 = y2 = 0, further assume that G1 contains a unary function
[a, b] which is ω-normalised and satisfies ab 6= 0. Then:

Pl-Holant ({[y0, y1, y2]} ∪ G1 | {EQ3} ∪ G2) ≡T Pl-#CSP({[y0, y1, y2]} ∪ G1 ∪ G2).

Proof. First, consider the reduction from the holant problem to the counting CSP. We have

Pl-Holant ({[y0, y1, y2]} ∪ G1 | {EQ3} ∪ G2) ≤T Pl-Holant ({[y0, y1, y2]} ∪ G1 ∪ {EQ3} ∪ G2)

≤T Pl-#CSP({[y0, y1, y2]} ∪ G1 ∪ G2),

where the first step is by forgetting the bipartition and the second step is by Definition 23.
The reduction from the counting CSP to the holant problem is more complicated and sep-

arates into multiple cases.
Case 1: Assume Pl-Holant ({[y0, y1, y2]} | {EQ3}) is #P-hard.
Then the more general counting problem Pl-Holant ({[y0, y1, y2]} ∪ G1 | {EQ3} ∪ G2) is also

#P-hard. The set {[y0, y1, y2]} ∪ G1 ∪ G2 is finite, hence COUNT({[y0, y1, y2]} ∪ G1 ∪ G2) is in
#P. Therefore,

COUNT({[y0, y1, y2]} ∪ G1 ∪ G2) ≤T Pl-Holant ({[y0, y1, y2]} ∪ G1 | {EQ3} ∪ G2) .

Furthermore, by Lemma 54 with F = {[y0, y1, y2]} ∪ G1 ∪ G2,

Pl-#CSP({[y0, y1, y2]} ∪ G1 ∪ G2) ≤T COUNT({[y0, y1, y2]} ∪ G1 ∪ G2).

Combining the two reductions yields the desired result.
Case 2: Assume Pl-Holant ({[y0, y1, y2]} | {EQ3}) is not #P-hard. By Corollary 31, this

implies at least one of the following properties holds:

1. [y0, y1, y2] ∈ 〈E〉, or

2. [y0, y1, y2] ∈ A, or

3. y0, y1, y2 6= 0 and y3
0 = y3

2.

We have dropped the holographic transformation from Subcase 2 because [y0, y1, y2] is required
to be ω-normalised, which forces the holographic transformation to be trivial.

For Properties 1 and 2, the desired reduction follows from Lemmas 2–4 of [17] since all the
gadget constructions in those proofs are planar.

For Property 3, note that the equation y3
0 = y3

2 implies that y2 = e2ikπ/3y0 for some k ∈
{0, 1, 2}. Since [y0, y1, y2] is ω-normalised, we must have k = 0 and thus y2 = y0. We will now
prove the following chain of reductions, where g := [y0, y1, y0]:

Pl-#CSP ({g} ∪ G1 ∪ G2) ≤T Pl-Holant ({g,EQ3} ∪ G1 ∪ G2)

≤T Pl-Holant ({g,EQ2} ∪ G1 | {EQ2,EQ3} ∪ G2)

≤T Pl-Holant ({g,EQ2} ∪ G1 | {EQ1,EQ2,EQ3} ∪ G2)

≤T Pl-Holant ({g} ∪ G1 | {EQ1,EQ2,EQ3} ∪ G2)

≤T Pl-Holant ({g} ∪ G1 | {EQ3} ∪ G2) .

The first reduction is the definition of Pl-#CSP, the second step is by Proposition 5, and the
third step is because adding an additional function on the RHS cannot make the problem easier.
The fourth reduction step is by Lemma 53.

The first three reduction steps do not use any of the specific properties of g, and the fourth
step only uses its property of being non-degenerate. It is only the fifth (and last) reduction step
– which we will now prove – that uses the specific symmetry properties of g.
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(a) (b)

Figure 6: (a) A gadget for y0 · EQ1 and (b) a gadget for y0(y0 + y1) · EQ2, where each black
degree-2 vertex is assigned [y0, y1, y0] and each white degree-3 vertex is assigned EQ3.

Consider the gadgets in Figure 6, which can both be used on the RHS of the problem
Pl-Holant ({g} ∪ G1 | {EQ3} ∪ G2). The first gadget has effective function y0 ·EQ1 and the second
gadget has effective function y0(y0 + y1) · EQ2. Recall that, y0 6= 0 by the assumption of the
subcase and y2

0 = y0y2 6= y2
1 by non-degeneracy of g. The latter implies that y0 + y1 6= 0.

We thus have non-zero scalings of EQ1 and EQ2 on the RHS. Therefore, by Lemmas 3 and 8,

Pl-Holant ({g} ∪ G1 | {EQ1,EQ2,EQ3} ∪ G2) ≤T Pl-Holant ({g} ∪ G1 | {EQ3} ∪ G2) .

This establishes the desired result.

5.5 Proof of the Holant+ dichotomy theorem

Theorem 56. Let F ⊆ Υ be finite. Holant+ (F) can be computed in polynomial time if F
satisfies one of the following conditions:

• F ⊆ 〈T 〉, or

• there exists O ∈ O such that F ⊆ 〈O ◦ E〉, or

• F ⊆ 〈K ◦ E〉 = 〈KX ◦ E〉, or

• F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉, or

• F ⊆ A.

In all other cases, the problem is #P-hard. The same dichotomy holds for Pl-Holant+(F).

Proof. Define F ′ := F∪{δ0, δ1, δ+, δ−}. The tractability part of the theorem follows by reduction
to a conservative holant problem or to #CSP, respectively: if F is a subset of one of the tractable
sets of Theorem 15, then F ′ is also a subset of one of the tractable sets of Theorem 15, and thus
Holant+ (F) can be solved in polynomial time. Similarly, if F ⊆ A, then F ′ ⊆ A. Furthermore,

Holant+ (F) = Holant
(
F ′
)
≤T Holant

(
F ′ ∪ {EQ3}

)
≤T #CSP(F ′),

where the first reduction holds because adding a function cannot make the problem easier, and
the second reduction is Proposition 16. Now, by Theorem 20, F ′ ⊆ A implies that #CSP(F ′)
can be solved in polynomial time. Thus, by the above reduction, Holant+ (F) can be solved in
polynomial time.

Hence from now on we may assume that we are not in one of the known tractable cases.
We will then prove the hardness of Holant+ (F) via Theorem 28 (or Theorem 55 in the planar
case), which requires ternary and binary symmetric non-decomposable functions.

Not being in one of the known tractable cases implies in particular that F 6⊆ 〈T 〉, i.e. there
is some function f ∈ F having at least one factor which is a non-decomposable function of
arity ≥ 3. Thus, we can apply Theorem 45 to realise a non-decomposable ternary function
f ′ ∈ S({f, δ0, δ1, δ+, δ−}) via a planar gadget. This function has either W or GHZ type, we
distinguish cases accordingly.

1. Suppose f ′ has W type. There are several subcases.
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• If f ′ /∈ (K◦M)∪(KX◦M), then there exists a non-decomposable symmetric ternary
function h ∈ S({f ′}) by Lemma 48.

• If f ′ ∈ K ◦M, since F * 〈K ◦M〉, there exists g ∈ F \ 〈K ◦M〉. We can realise a
non-decomposable binary function g′ ∈ S({g, δ0, δ1, δ+, δ−}) \ 〈K ◦M〉 via a planar
gadget by Lemma 51. Then Lemma 49 can be applied, yielding a non-decomposable
symmetric ternary function h ∈ S({f ′, g′}).
• If f ′ ∈ KX ◦M, the process is analogous to the subcase f ′ ∈ K ◦M.

In each subcase, by Lemma 48 or Lemma 49, the gadget for h is planar, the non-
decomposable symmetric ternary function h is in S(F ′), and h has GHZ type.

2. Suppose f ′ has GHZ type. Again, there are several subcases.

• If f ′ is already symmetric, let h := f ′.

• If f ′ is not symmetric, we can realise a non-decomposable symmetric ternary function
f ′′ ∈ S({f ′, δ0, δ1, δ+, δ−}) by Lemma 47. The gadget for f ′′ is planar.

– If f ′′ has GHZ type, let h := f ′′.

– If f ′′ has W type, go back to Case 1 with f ′′ in place of f ′ and apply the
symmetrisation procedure for W -type functions to get a symmetric GHZ-type
function.

To summarise, if F is not one of the tractable sets, then there exists a non-decomposable
symmetric ternary function h ∈ S(F ′) which can be realised via a planar gadget and which has
GHZ type.

Recall from Section 3.4 that this means there exists M ∈ GL2(A) such that h = M ◦ EQ3

and either MT ◦EQ2 is ω-normalised, or MT ◦EQ2 = c ·NEQ for some c ∈ A\{0}. In the latter
case, since

(
1 0
0 λ

)
◦NEQ = λ ·NEQ for any λ, recall that we can choose M such that MT ◦ δ0 is

ω-normalised. We may thus apply the following chain of interreductions:

Holant+ (F) = Holant
(
F ′
)

≡T Holant
(
F ′ ∪ {h}

)
≡T Holant

(
F ′ ∪ {EQ2} | {h,EQ2}

)
≡T Holant

(
MT ◦ (F ′ ∪ {EQ2}) | {EQ3,M

−1 ◦ EQ2}
)

≡T #CSP
(
MT ◦ (F ′ ∪ {EQ2}) ∪ {M−1 ◦ EQ2}

)
where the first step is the definition of Holant+, the second step is by Lemma 8, the third step is
by Proposition 5 with G1 = F ′ and G2 = {h}, the fourth step is by Theorem 6, and the last step
is by Theorem 28. To prove Holant+ (F) is hard, it therefore suffices to show that the counting
CSP is hard whenever F is not one of the tractable families of Theorem 56.

We show the contrapositive: if the counting CSP is polynomial-time computable according
to Theorem 20, then F is one of the tractable families of Theorem 56. The argument is split
into cases according to the tractable cases of Theorem 20.

• Suppose MT ◦ (F ∪ {EQ2, δ0, δ1, δ+, δ−}) ∪ {M−1 ◦ EQ2} ⊆ A.

The condition MT ◦ {EQ2, δ0, δ1} ⊆ A is equivalent to M ∈ B by (8). The remaining
conditions of the case are MT ◦ δ+,M

T ◦ δ−,M−1 ◦ EQ2 ∈ A. Denote by fL the binary
function corresponding to a matrix L ∈ GL2(A). By Lemma 40, M ∈ B and MT ◦
δ+,M

T ◦ δ− ∈ A together imply that M ∈ BA := {L ∈ GL2(A) | fL ∈ A}, i.e. M
is a matrix corresponding to a binary function in A. Furthermore, by Lemma 39, BA
is a group, so M−1 ∈ BA. Now, by Lemma 38, A is closed under taking gadgets, so
by Lemma 14, M−1 ◦ EQ2 ∈ A. Transposition of a matrix permutes the inputs of the
corresponding function, so M ∈ BA also implies MT , (MT )−1 ∈ BA. Thus, MT ◦ F ⊆ A
implies that F ⊆ (MT )−1 ◦ A ⊆ A, one of the known tractable cases.
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• Suppose MT ◦ (F ∪ {EQ2, δ0, δ1, δ+, δ−}) ∪ {M−1 ◦ EQ2} ⊆ 〈E〉.
Now, MT ◦ EQ2 and M−1 ◦ EQ2 are non-decomposable symmetric binary functions with
matrices MTM and M−1(M−1)T . All non-decomposable symmetric binary functions in
〈E〉 take the form [λ, 0, µ] or [0, λ, 0] for some λ, µ ∈ A \ {0}.

– IfMTM =
(
λ 0
0 µ

)
, thenM = QD for someQ ∈ O and some invertible diagonal matrix

D by Lemma 12. Now (QD)T ◦F ⊆ 〈E〉 implies F ⊆
〈
(QD−1) ◦ E

〉
= 〈Q ◦ E〉, which

is one of the known tractable families.

– Similarly, if MTM = λX, then M = KD or M = KXD for some invertible diagonal
matrix D by Lemma 13. Now KT .

= XK−1, so (KD)T ◦ F ⊆ 〈E〉 implies F ⊆〈
(KXD−1) ◦ E

〉
= 〈K ◦ E〉, which is another of the known tractable families.

An analogous argument holds for KX instead of K.

We have shown that if #CSP
(
MT ◦ (F ′ ∪ {EQ2}) ∪ {M−1 ◦ EQ2}

)
can be solved in poly-

nomial time, this implies that F is one of the tractable families listed in the Theorem 56. By
Theorem 20, the counting CSP is #P-hard in all other cases. Thus, if F is not one of the
tractable families listed in the theorem, then Holant+ (F) is #P-hard. This completes the proof
of the theorem for the non-planar case.

As all gadgets used in this proof are planar, the above constructions also work in the pla-
nar case. The only difference is that, when considering planar holant problems, we need to
use Theorem 55 instead of Theorem 28 and apply the planar #CSP dichotomy from Theo-
rem 25 instead of Theorem 20. In addition to the tractable cases from the general #CSP
dichotomy, which we have already excluded, Theorem 25 contains one additional tractable
family: Pl-#CSP

(
MT ◦ (F ′ ∪ {EQ2}) ∪ {M−1 ◦ EQ2}

)
can be solved in polynomial time if

MT ◦ (F ′∪{EQ2})∪{M−1 ◦EQ2} ⊆
(

1 1
1 −1

)
◦H, where H is the set of matchgate functions. All

other cases remain #P-hard. By Lemma 24, the only unary matchgate functions are scalings of
the pinning functions δ0 and δ1, so the only unary functions in

(
1 1
1 −1

)
◦H are

(
1 1
1 −1

)
◦ δ0

.
= δ+

and
(

1 1
1 −1

)
◦ δ1

.
= δ− (up to scaling). Yet MT ◦ F ′ contains at least the four unary functions

MT ◦ {δ0, δ1, δ+, δ−} and, by invertibility of M , these four functions have to be mapped to four
pairwise linearly-independent functions. Thus, MT ◦ (F ′ ∪ {EQ2})∪ {M−1 ◦EQ2} cannot be a
subset of

(
1 1
1 −1

)
◦ H. Therefore, the Holant+ dichotomy remains unchanged when restricted to

planar instances.

6 The full Holantc dichotomy

We now combine the techniques developed in deriving the Holant+ dichotomy with techniques
from the real-valued Holantc dichotomy [19] to get a full complexity classification for complex-
valued Holantc.

As in the Holant+ case, the general proof strategy is to realise a non-decomposable ternary
function and then a non-decomposable symmetric ternary function. Without δ+ and δ−, we
can no longer use Theorem 45. Instead, we employ a technique using δ0, δ1 and self-loops from
the proof of Theorem 5.1 in [19] with some slight modifications. Self-loops reduce the arity of
a function in steps of 2, so sometimes this technique fails to yield a non-decomposable ternary
function. When not yielding a ternary function, the process instead yields a non-decomposable
arity-4 function with specific properties. The complexity classification for the latter case was
resolved in [19] even for complex values.

The symmetrisation constructions for binary and ternary functions, as well as the subsequent
hardness proofs, occasionally require a little extra work in the Holantc setting as compared to
the Holant+ setting; we deal with those issues before proving the main theorem.

43



6.1 Hardness proofs involving a non-decomposable ternary function

First, we prove several lemmas that give a complexity classification for Holantc problems in the
presence of a non-decomposable ternary function. These results adapt techniques used in the
Holant+ complexity classification to the Holantc setting. They also replace Lemmas 5.1, 5.3,
and 5.5–5.7 of [19]. Whereas the last three of those only apply to real-valued functions, our new
results work for complex values.

Lemma 57. Suppose F ⊆ Υ is finite and f ∈ F is a non-decomposable ternary function. If
f ∈ K ◦M and F * 〈K ◦M〉, then Holantc (F) is #P-hard. Similarly, if f ∈ KX ◦M and
F * 〈KX ◦M〉, then Holantc (F) is #P-hard.

Proof. We consider the case f ∈ K ◦ M and F * 〈K ◦M〉, the proof for the second case is
analogous since X ◦M differs from M only by a bit flip on all function inputs.

As F * 〈K ◦M〉, we can find h ∈ F \ 〈K ◦M〉. Then h has arity at least 2 and is non-
degenerate because all unary functions are in K ◦ M. We distinguish cases according to the
arity and decomposability properties of h.

Case 1: Suppose h has arity 2, then non-degeneracy implies h is non-decomposable. Thus,
by Lemma 49, there exists a non-decomposable symmetric ternary function g ∈ S({f, h}). This
function g is guaranteed to have GHZ type by the same lemma. We thus have

Holantc (F) = Holant (F ∪ {δ0, δ1}) ≡T Holant (F ∪ {δ0, δ1, g})
≡T Holant (F ∪ {δ0, δ1,EQ2} | {g,EQ2})

where the equality is the definition of Holantc, the first reduction is by Lemma 8, and the second
reduction is by Proposition 5. Furthermore, there exists M ∈ GL2(A) such that g = M ◦ EQ3

and either MT ◦EQ2 is ω-normalised or MT ◦EQ2 = c ·NEQ for some c ∈ A\{0}. In the latter
case, we can choose M such that MT ◦ δ0 is ω-normalised. Therefore,

Holantc (F) ≡T Holant (F ∪ {δ0, δ1,EQ2} | {g,EQ2})
≡T Holant

(
MT ◦ (F ∪ {δ0, δ1,EQ2}) | {EQ3,M

−1 ◦ EQ2}
)

≡T #CSP
(
MT ◦ (F ∪ {δ0, δ1,EQ2}) ∪ {M−1 ◦ EQ2}

)
where the first step is from above, the second step is Theorem 6, and the third step is by
Theorem 28. Now, f ∈ F ∩ K ◦ M is a non-decomposable ternary function. By Lemma 41,
any non-decomposable ternary function inM has W type, and holographic transformations by
definition do not affect the entanglement class. Thus, MT ◦ f has W type. But Lemma 41 also
shows that any non-decomposable ternary function in 〈E〉 or in A has GHZ type. Therefore
MT ◦ f /∈ 〈E〉 and MT ◦ f /∈ A, hence the counting CSP is #P-hard.

Case 2: Suppose h is an n-ary function with n > 2, and h is non-decomposable.
Write the ternary function f as K ◦ f ′, where f ′ ∈ M means that it takes the form f ′ =

(a, b, c, 0, d, 0, 0, 0) for some a, b, c, d ∈ A. Non-decomposability of f implies bcd 6= 0. Consider
the three different gadgets that consist of a vertex assigned function f with a self-loop (where
the three gadgets differ in which argument of f corresponds to the dangling edge). The gadget
where the first edge is dangling has effective function∑

y∈{0,1}

f(x, y, y) =
∑

y,z1,z2,z3∈{0,1}

Kxz1Kyz2Kyz3f
′(z1, z2, z3)

= 2
∑

z1,z2,z3∈{0,1}

Kxz1NEQ(z2, z3)f ′(z1, z2, z3)

= 2
∑

z1∈{0,1}

Kxz1

(
f ′(z1, 0, 1) + f ′(z1, 1, 0)

)
= 2(b+ c)(K ◦ δ0)(x)
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Figure 7: (a) The gadget for k, where we denote f by a non-symmetric box to indicate that it
is not generally a symmetric function. (b) The gadget for k′, which is symmetric. (c) A family
of gadgets for producing unary functions.

Using a self loop on a vertex assigned function f , we can therefore realise the unary function
2(b+ c)(K ◦ δ0) = 2(b+ c)[1, i], where i is the imaginary unit. The other two gadgets similarly
yield 2(b + d)[1, i] and 2(c + d)[1, i]. Since bcd 6= 0, at least one of those gadgets is non-zero.
Thus we can realise δi = [1, i] up to irrelevant scaling.

We can now prove the following chain of interreductions:

Holantc (F) = Holant (F ∪ {δ0, δ1})
≡T Holant (F ∪ {δ0, δ1, δi, f, h})
≡T Holant (F ∪ {f, h,EQ2} | {δ0, δ1, δi,EQ2})
≡T Holant

(
K−1 ◦ (F ∪ {f, h,EQ2}) | KT ◦ {δ0, δ1, δi,EQ2}

)
Here, the equality is the definition of Holantc. The first reduction is by Lemma 8 and the above
gadget constructions. The second reduction is by Proposition 5 and the third reduction is by
Theorem 6.

Recall that K =
(

1 1
i −i

)
, so KT ◦ δ0

.
= δ+, KT ◦ δ1

.
= δ−, KT ◦ δi

.
= δ1 and KT ◦EQ2

.
= NEQ.

Let h′ := K−1 ◦ h and recall from above that f ′ = K−1 ◦ f = (a, b, c, 0, d, 0, 0, 0). Thus, the
effective function of the gadget in Figure 7a is k(x, y) =

∑
z∈{0,1} f

′(x, y, z)δ±(z). This is a LHS
gadget and k = (a± b, c, d, 0). Since b 6= 0, there is a choice of sign such that k(0, 0) 6= 0.

Then the gadget in Figure 7b has effective function

k′(x, y) =
∑

z1,z2∈{0,1}

k(x, z1)NEQ(z1, z2)k(y, z2).

It is a symmetric LHS gadget, and k′ = (2d(a ± b), cd, cd, 0)
.
= [2

c (a ± b), 1, 0]. Note that with
the above choice of sign, z := k′(0, 0) 6= 0.

A chain of ` of these symmetric gadgets, connected to δ± at one end and connected by copies
of NEQ, as shown in Figure 7c, gives a RHS gadget with function [1, `z± 1]. Thus, since z 6= 0,
we can realise polynomially many different unary functions on the RHS.

Since h′ = K−1 ◦ h /∈ M, there exists a bit string a ∈ {0, 1}n of Hamming weight at least
2 such that h(a) 6= 0. Without loss of generality, assume a1 = a2 = 1. Otherwise permute the
argument of h, the resulting function is in S({h}) so it can be added to the LHS of our holant
problem without affecting the complexity. Let vm = δam for m ∈ {3, 4, . . . , n} and define

g1(x1, x2) :=
∑

x3,...,xn∈{0,1}

h′(x1, . . . , xn)
n∏

m=3

vm(xm).

Then
g1(1, 1) 6= 0. (34)

Furthermore, by Proposition 44, we know that there exist um ∈ {δ0, δ1, δ+, δ−} for all m ∈
{3, 4, . . . , n} such that the following function is non-decomposable:

g2(x1, x2) :=
∑

x3,...,xn∈{0,1}

h′(x1, . . . , xn)
n∏

m=3

um(xm).
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The non-decomposability condition for binary functions is

g2(0, 0)g2(1, 1)− g2(0, 1)g2(1, 0) 6= 0. (35)

Now consider a third function

g3(x1, x2) :=
∑

x3,...,xn∈{0,1}

h′(x1, . . . , xn)
n∏

m=3

wm(xm)

where wm = [1, 1 + `mz] for each m ∈ {3, 4, . . . , n}, with the `m being integer variables whose
values are yet to be determined. Define

p(`3, , . . . , `m) := g3(1, 1)
(
g3(0, 0)g3(1, 1)− g3(0, 1)g3(1, 0)

)
.

Then p is a multivariate polynomial where the maximum exponent of any variable is 3. By (34)
and (35), this polynomial is not identically zero.

Now since the variable `3 has degree at most 3 in p, there exists a value λ3 ∈ {0, 1, 2, 3} such
that p(λ3, `4, . . . , `m) is not identically zero. We may repeat this argument for `4, . . . , `m until
we have found values λ4, . . . , λm for all the variables such that p(λ3, . . . , λm) 6= 0. Each resulting
wm is realisable by a RHS gadget. Thus, g3 is realisable by a LHS gadget. The function g3 is
binary, non-decomposable, and not in K ◦M. Therefore we can proceed as in the case where
h is binary.

Case 3: Suppose h is an n-ary function with n > 2, and h is decomposable. Since h /∈
〈K ◦M〉, in any decomposition of h there must be one factor h′ which is not in 〈K ◦M〉. This
factor has arity at least 2 since all unary functions are in 〈K ◦M〉, and its arity is strictly
smaller than that of h. Furthermore, by Lemma 9, h′ ∈ S({h, δ0, δ1}). We may thus apply the
argument to h′ instead of h.

If h satisfies the conditions of Case 1, we are immediately done. Case 2 straightforwardly
reduces to Case 1. Finally, Case 3 yields a function of smaller arity than the original one, to
which the case distinction can then be applied. Because the arity decreases every time we hit
Case 3, the argument terminates. Thus the proof is complete.

Lemma 58. Suppose F ⊆ Υ is finite and contains a non-decomposable ternary function f .
Then Holantc (F) is #P-hard unless:

1. There exists O ∈ O such that F ⊆ 〈O ◦ E〉, or

2. F ⊆ 〈K ◦ E〉 = 〈KX ◦ E〉, or

3. F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉, or

4. F ⊆M ◦ A for some M ∈ B, as defined in (8).

In all the exceptional cases, the problem Holantc (F) can be solved in polynomial time.

Remark. The case F ⊆ 〈T 〉 does not appear here because f is a non-decomposable ternary
function and f ∈ F , which implies F * 〈T 〉.

Proof. We distinguish two cases according to whether the ternary function f is symmetric.
Case 1: Suppose f is symmetric. By the entanglement classification (cf. Section 4.1), f has

either GHZ type or W type. We treat these two subcases separately.
Subcase a: Suppose f is of GHZ type. Given an instance of Holantc (F), by Proposition 4,

Holantc (F) = Holant (F ∪ {δ0, δ1}) ≡T Holant (F ∪ {δ0, δ1} | {EQ2}) .
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Furthermore, we have

Holant (F ∪ {δ0, δ1} | {EQ2}) ≡T Holant (F ∪ {δ0, δ1} | {EQ2, δ0, δ1}) .

The ≤T direction is immediate; for the other direction, note that any occurrence of δ0 or δ1 on
the RHS can be replaced by a gadget consisting of a LHS copy of the unary function connected
to EQ2.

By Theorem 6, for any M ∈ GL2(A),

Holant (F ∪ {δ0, δ1} | {EQ2, δ0, δ1})
≡T Holant

(
M−1 ◦ (F ∪ {δ0, δ1})

∣∣MT ◦ {EQ2, δ0, δ1}
)
. (36)

In the following, we aim to identify a matrix M such that Theorem 28 can be applied to show
that the RHS of (36) is equivalent to a counting CSP. To apply the theorem, the following three
properties must hold for M and F :

• EQ3 ∈M−1 ◦ F ,

• MT ◦ EQ2 is ω-normalised, and

• if MT ◦ EQ2 = [0, λ, 0] for some λ ∈ A \ {0}, then there must exist an ω-normalised
function in MT ◦ {δ0, δ1} which is not a pinning function

We now show that it is always possible to choose M so these conditions are satisfied.
As f has GHZ type, there exists A ∈ GL2(A) such that f = A ◦ EQ3. The matrix A is

not unique (cf. Section 3.4); for now we pick an arbitrary one among all matrices that satisfy
f = A ◦ EQ3.

• Suppose AT ◦EQ2 6= λ·NEQ for any λ ∈ A. If AT ◦EQ2 is ω-normalised, let M := A. Oth-
erwise, by the argument in Section 6.1, there exists Dω := ( 1 0

0 ω ) with ω ∈ {e2iπ/3, e4iπ/3}
such that (DωA

T ) ◦EQ2 is ω-normalised. Let M := ADω, then f = M ◦EQ3. Now, since
EQ3 ∈ M−1 ◦ F and MT ◦ EQ2 is an ω-normalised symmetric binary function, Theorem
28 can be applied.

• Suppose AT ◦ EQ2 = λ · NEQ for some λ ∈ A, then ATA
.
= X. Thus, by Lemma 13,

A = KD or A = KXD for some invertible diagonal matrix D. In either of these cases,
all entries of A are non-zero, so AT ◦ δ0 = [a, b] for some a, b,∈ A \ {0}. Thus there exists
M := ADω for some ω3 = 1 such that f = M ◦EQ3 and MT ◦ δ0 is ω-normalised, i.e. the
conditions of Theorem 28 are satisfied.

In either case, Theorem 28 yields

Holantc (F) ≡T #CSP
(
M−1 ◦ (F ∪ {δ0, δ1}) ∪MT ◦ {EQ2, δ0, δ1}

)
, (37)

where EQ3 ∈ M−1 ◦ F . The matrix M may still not be uniquely defined, but the remaining
ambiguity does not affect any of the subsequent arguments.

By (37) and Theorem 20, Holantc (F) is #P-hard unless

F ′ := M−1 ◦ (F ∪ {δ0, δ1}) ∪MT ◦ {EQ2, δ0, δ1}

is a subset of either 〈E〉 or A. Again, we treat these two cases separately.

• Suppose F ′ ⊆ 〈E〉. All non-decomposable binary functions in 〈E〉 are of the form(
α 0
0 β

)
or

(
0 α
β 0

)
for some α, β ∈ A \ {0}. Note that MT ◦ EQ2 corresponds to the matrix MTM . As
MT ◦ EQ2 ∈ F ′, there are two subcases.
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– Suppose MTM =
(
α 0
0 β

)
. Then by Lemma 12, M = QD for some orthogonal 2

by 2 matrix Q and some invertible diagonal matrix D. Now, F ′ ⊆ 〈E〉 implies
M−1◦F ⊆ 〈E〉, which is equivalent to F ⊆ 〈M ◦ E〉 since holographic transformations
and closure under tensor products commute. ButD◦E = E for any invertible diagonal
matrix D. Hence F ⊆ 〈Q ◦ E〉, where Q is orthogonal, i.e. F satisfies Item 1 of this
lemma.

– Suppose MTM =
(

0 α
β 0

)
Then by Lemma 13, M = KD or M = KXD for some

invertible diagonal matrix D. As in the previous case, F ′ ⊆ 〈E〉 implies F ⊆ 〈M ◦ E〉.
Since E is invariant under holographic transformations by diagonal matrices and
under bit flips, this is the same as F ⊆ 〈K ◦ E〉. Hence F satisfies Item 2 of this
lemma.

This completes the analysis of the subcase F ′ ⊆ 〈E〉.

• Suppose F ′ ⊆ A. This implies in particular

MT ◦ {EQ2, δ0, δ1} ⊆ A, (38)

which is the definition of M ∈ B, cf. (8).

The assumption F ′ ∈ A also implies M−1 ◦ {δ0, δ1} ⊆ A. This does not yield any further
restrictions on M =

(
a b
c d

)
. To see this, note we already know that MT ◦ {δ0, δ1} ⊆ A, i.e.

[a, b], [c, d] ∈ A. Now, up to an irrelevant scalar factor, M−1 ◦ {δ0, δ1} is {[d,−c], [−b, a]}.
Note that [−b, a] = −

(
0 1
−1 0

)
◦[a, b] and [d,−c] =

(
0 1
−1 0

)
◦[c, d]. The function corresponding

to
(

0 1
−1 0

)
is affine and A is closed under taking gadgets (cf. Lemma 38) and under scalings.

Hence, by Lemma 14, [a, b], [c, d] ∈ A implies [d,−c], [−b, a] ∈ A.

Thus F ′ ⊆ A implies M ∈ B. Furthermore, F ′ ⊆ A implies M−1 ◦F ⊆ A, or equivalently
F ⊆M ◦ A, i.e. F satisfies Item 4 of this lemma.

To summarise, if f has GHZ type, the problem is tractable if F ⊆ 〈Q ◦ E〉 for some orthogonal
2 by 2 matrix Q, if F ⊆ 〈K ◦ E〉, or if there exists M ∈ B such that F ⊆ M ◦ A. In all other
cases, the problem is #P-hard by reduction from #CSP.

Subcase b: Suppose f is of W type, then:

• If f /∈ (K ◦M) ∪ (KX ◦M), Holant (f) is #P-hard by Theorem 29.

• If F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉, the problem is polynomial-time computable by
Theorem 15; this is Item 3 of this lemma.

• If f ∈ K ◦M but F * 〈K ◦M〉, the problem is #P-hard by Lemma 57, and analogously
with KX instead of K.

Case 2: Suppose f is not symmetric.

• If f /∈ (K◦M)∪(KX◦M), we can realise a non-decomposable symmetric ternary function
by Lemmas 47 and 48 and then proceed as in Case 1.

• If F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉, the problem is polynomial-time computable by
Theorem 15; this is Item 3 of the lemma.

• Finally, if f ∈ K ◦ M but F * 〈K ◦M〉, or f ∈ KX ◦ M but F * 〈KX ◦M〉, the
problem is #P-hard by Lemma 57.

This covers all cases.
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6.2 Main theorem

We now have all the components required to prove the main dichotomy for Holantc. The
following theorem generalises Theorem 5.1 of [19], which applies only to real-valued functions.
The proof follows the one in [19, Theorem 5.1] fairly closely.

Theorem 59. Let F ⊆ Υ be finite. Then Holantc (F) is #P-hard unless:

• F ⊆ 〈T 〉, or

• there exists O ∈ O such that F ⊆ 〈O ◦ E〉, or

• F ⊆ 〈K ◦ E〉 = 〈KX ◦ E〉, or

• F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉, or

• there exists B ∈ B such that F ⊆ B ◦ A, or

• F ⊆ L.

In all of the exceptional cases, Holantc (F) is polynomial-time computable.

Proof. If F is in one of the first four exceptional cases, then polynomial-time computability
follows from Theorem 15. In the penultimate exceptional case, let F ′ := B−1 ◦ F ⊆ A, then

Holantc (F) ≤T Holantc (F | {EQ2})
≤T Holantc

(
F ′ | {BT ◦ EQ2}

)
≤T Holantc

(
F ′ ∪ {BT ◦ EQ2}

)
≤T Holantc

(
F ′ ∪ {BT ◦ EQ2,EQ3}

)
≤T #CSP(F ′ ∪ {BT ◦ EQ2})

where the first reduction is Proposition 4 and the second reduction is Theorem 6 with M = B−1.
The third and fourth reductions hold because dropping the bipartite restriction and adding a
function cannot make the problem easier. The final reduction combines Proposition 16 and
Lemma 21. Now, BT ◦ EQ2 ∈ A by (8). A counting CSP with affine constraint functions is
polynomial-time computable by Theorem 20.

In the final exceptional case, we have

Holantc (F) ≤T Holantc (F ∪ {EQ4}) ≤T #CSPc2(F)

where the final reduction can be proved analogously to Proposition 16. Polynomial-time com-
putability thus follows from Theorem 22.

From now on, assume F does not satisfy any of the tractability conditions. In particular,
this implies that F 6⊆ 〈T 〉, i.e. F has multipartite entanglement.

By Lemma 9, without loss of generality, we may focus on non-decomposable functions. So
assume that there is some non-decomposable function f ∈ S(F ∪{δ0, δ1}) of arity n ≥ 3. If the
function has arity 3, we are done by Lemma 58. Hence assume n ≥ 4.

Now if there was a bit string a ∈ {0, 1}n such that f(x) = 0 for all x ∈ {0, 1}n \ {a},
then f would be a scaling of some function in 〈{δ0, δ1}〉, so it would be degenerate and thus
decomposable. Hence, f being non-decomposable implies that there exist two distinct n-bit
strings a,b ∈ {0, 1}n such that f(a)f(b) 6= 0.

As in the proof of [19, Theorem 5.1], let:

D0 = min {d(x,y) | x 6= y, f(x) 6= 0, f(y) 6= 0} , (39)
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where d(·, ·) is the Hamming distance. By the above argument, D0 exists. We now distinguish
cases according to the values of D0.

Case D0 ≥ 4 and D0 is even: Pick a pair of bit strings a,b such that f(a)f(b) 6= 0 with
minimum Hamming distance d(a,b). Pin all inputs where the two bit strings agree (without
loss of generality, we always assume bit strings agree on the last n−D0 bits; otherwise permute
the arguments). This realises a function f ′ ∈ ΥD0 of the form

f ′(x) =


α if xj = aj for all j ∈ [D0]

β if xj = āj for all j ∈ [D0]

0 otherwise,

(40)

where αβ 6= 0. If D0 = 4, this is a generalised equality of arity 4. If D0 > 4, there must
exist j, k ∈ [D0] with j 6= k but aj = ak. Via a self-loop, we can realise the function∑

xj ,xk∈{0,1} EQ2(xj , xk)f(x), which has arity (D0 − 2) and still satisfies a property like (40)
for the remaining arguments. This process can be repeated, reducing the arity in steps of 2, to
finally realise an arity-4 generalised equality function. Then #P-hardness follows by Lemma 33.

Case D0 ≥ 3 and D0 is odd: Pin and use self-loops analogously to the previous case to
realise a function of the form (40) with arity 3. Then #P-hardness follows by Lemma 58.

Case D0 = 2: We can realise by pinning either a function g = [α, 0, β] or a function
g̃ =

(
0 α
β 0

)
(up to permutation of the arguments), i.e. a generalised equality or a generalised

disequality. In the second subcase, suppose the indices of f that were not pinned in order to
realise g̃ are j and k. Replace f by the gadget

∑
z∈{0,1} g̃(xj , z)f(x1, . . . , xj−1, z, xj+1, . . . , xn).

The new function has the same entanglement and the same D0 as the old one, but pinning all
inputs except j and k now gives rise to a generalised equality function as in the first subcase.
If necessary, redefine α, β according to this new function. In the following, we assume j = 1,
k = 2; this is without loss of generality as permuting arguments is a gadget operation.

Following the proof of [19, Theorem 5.1], define fx(z1, z2) := f(z1, z2,x) for any x ∈ {0, 1}n−2

and let

A1 := {x ∈ {0, 1}n−2 | fx(z1, z2) = c[α, 0, β] for some c ∈ A \ {0}},
B1 := {x ∈ {0, 1}n−2 | fx(z1, z2) 6= c[α, 0, β] for any c ∈ A}.

Note that A1 is non-empty since we can realise g by pinning. The set B1 must then be non-empty
since otherwise f would be decomposable as f(z1, z2,x) = g(z1, z2)f ′(x) for some f ′ ∈ Υn−2.
Furthermore, note that A1 ∩ B1 = ∅ and that if fy is identically 0, then y is not in A1 ∪ B1.
Thus we can define:

D1 = min{d(x,y) | x ∈ A1,y ∈ B1}.

Pick a pair a ∈ A1,b ∈ B1 with minimum Hamming distance and pin wherever they are equal,
as in the cases where D0 ≥ 3. This realises a function

h(x1, . . . , xD1+2) = g(x1, x2)

D1∏
k=1

δak(xk+2) + g′(x1, x2)

D1∏
k=1

δāk(xk+2),

where g′(x1, x2) := fb(x1, x2). Note that the assumption D0 = 2 implies that either fy(0, 1) =
fy(1, 0) = 0 or fy(0, 0) = fy(1, 1) = 0 for all y ∈ B1. (Assume otherwise, i.e. each of the
sets {fy(0, 1), fy(1, 0)} and {fy(0, 0), fy(1, 1)} contains at least one non-zero value. Then it is
straightforward to see that there are two inputs for which f is non-zero and whose Hamming
distance is 1, so by (39) we should have D0 = 1, a contradiction.) Thus, g′ is either

(
λ 0
0 µ

)
or(

0 λ
µ 0

)
for some λ, µ ∈ A such that λ, µ are not both zero. If g′ =

(
λ 0
0 µ

)
, then the definition of

B1 furthermore implies αµ− βλ 6= 0.
We now distinguish cases according to the values of D1.
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• If D1 ≥ 3, then arity(h) = D1 + 2 ≥ 5. Distinguish cases according to g′.

– Suppose g′ =
(
λ 0
0 µ

)
. If λ 6= 0, we can pin the first two inputs of h to 00 to get

a function α(
∏D1
k=1 δak(xk+2)) + λ(

∏D1
k=1 δāk(xk+2)). The resulting function still has

arity at least 3, so we can proceed as in the cases D0 ≥ 4 or D0 ≥ 3. If λ = 0
then µ 6= 0 and we can pin to 11 instead to get the function β(

∏D1
k=1 δak(xk+2)) +

µ
∏D1
k=1 δāk(xk+2)), and proceed analogously.

– Suppose g′ =
(

0 λ
µ 0

)
. If λ 6= 0, we can pin the first input of h to 0 to realise:

αδ0(x2)

D1∏
k=1

δak(xk+2) + λδ1(x2)

D1∏
k=1

δāk(xk+2)

at which point we again proceed as in the cases D0 ≥ 4 or D0 ≥ 3. If λ = 0 then
µ 6= 0 and we can pin the first input to 1 instead to get the function

βδ1(x2)

D1∏
k=1

δak(xk+2) + µδ0(x2)

D1∏
k=1

δāk(xk+2),

and proceed analogously.

• If D1 = 2, there are eight subcases, depending on the form of g′ and the value of a. They
can be considered pairwise, grouping a with ā.

– If g′ =
(
λ 0
0 µ

)
and a = 00, the function after pinning is

α 0 0 λ
0 0 0 0
0 0 0 0
β 0 0 µ


with αβ 6= 0 and αµ− βλ 6= 0. In this case, apply Lemma 32 to show

Holantc(F ∪ {EQ4}) ≤T Holantc(F).

Now by Lemma 33, #CSPc2(F ∪{EQ4}) ≤T Holantc(F ∪{EQ4}). Therefore hardness
follows by Theorem 22. Here, the original proof in [19] used a different technique
requiring real values. If a = 11, the argument is analogous with the first and last
columns swapped.

– If g′ =
(
λ 0
0 µ

)
and a = 01, the function after pinning is

0 α λ 0
0 0 0 0
0 0 0 0
0 β µ 0


where again αβ 6= 0 and αµ − βλ 6= 0. Call this function h′. Then the gadget∑

y,z∈{0,1} h
′(x1, x2, y, z)h

′(x3, x4, y, z) corresponds to taking the product of the above
matrix with its transpose; it takes values

α2 + λ2 0 0 αβ + λµ
0 0 0 0
0 0 0 0

αβ + λµ 0 0 β2 + µ2
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Now

det

(
α2 + λ2 αβ + λµ
αβ + λµ β2 + µ2

)
= (αµ− βλ)2 6= 0,

which means Lemma 32 can be applied again. Thus hardness follows as in the first
subcase.

If a = 10, the middle two columns of the first matrix are swapped, but the argument
is analogous.

– If g′ =
(

0 λ
µ 0

)
and a = 00, the function after pinning is

α 0 0 0
0 0 0 λ
0 0 0 µ
β 0 0 0

 .

If λ 6= 0, pin the first input of h to 0 to get the function [α, 0, 0, λ]. If λ = 0 then

µ 6= 0, so pin the first input of h to 1 to get the function
(

0 0 0 µ
β 0 0 0

)
.

If a = 11, then the first and last columns are swapped, the argument is otherwise
analogous. In each case, the resulting function has arity 3 and is non-decomposable
(in fact, it is a generalised equality), so we can show hardness via Lemma 58.

– If g′ =
(

0 λ
µ 0

)
and a = 01, the function after pinning is

0 α 0 0
0 0 λ 0
0 0 µ 0
0 β 0 0


and we can pin as in the previous subcase. If a = 10, the middle columns are
swapped and the process is analogous. All resulting functions have arity 3 and are
non-decomposable (in fact, they are generalised equalities), so we can show hardness
via Lemma 58.

• If D1 = 1, then h(x1, x2, x3) = g(x1, x2)δa1(x3) + g′(x1, x2)δā1(x3) is a non-decomposable
ternary function since g and g′ are linearly independent. Thus, we can apply Lemma 58
to show hardness.

Case D0 = 1: By pinning, we can realise g = [α, β] for some α, β 6= 0. Without loss of
generality, assume this function arises by pinning the last (n−1) inputs of f ; otherwise permute
the arguments. Define fx(z) := f(z,x) for any x ∈ {0, 1}n−1 and let

A2 := {x ∈ {0, 1}n−1 | fx(z) = c[α, β] for some c ∈ A \ {0}},
B2 := {x ∈ {0, 1}n−1 | fx(z) 6= c[α, β] for any c ∈ A}.

Analogously to A1 and B1, these two sets are non-empty, do not intersect, and do not contain
any x such that fx(z) is identically zero. Then let:

D2 = min{d(x,y) | x ∈ A2,y ∈ B2},

which is well-defined. By pinning we can realise a function

h(x1, . . . , xD2+1) = g(x1)

D2∏
k=1

δak(xk+1) + g′(x1)

D2∏
k=1

δāk(xk+1),

where g′ = [λ, µ] with αµ− βλ 6= 0.
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• If D2 ≥ 3, then h has arity greater than 3. If λ 6= 0, pin the first input of h to 0, which
yields a generalised equality function of arity at least 3, and then proceed as in the cases
D0 ≥ 4 or D0 ≥ 3. If λ = 0 then µ 6= 0, so we can pin to 1 instead for an analogous result.

• If D2 = 2, h is a non-decomposable ternary function so we are done by Lemma 58. This
is another change compared to the proof in [19], where hardness was only shown for a
real-valued function of the given form.

• If D2 = 1, h is a non-decomposable binary function
(
α β
λ µ

)
(possibly up to a bit flip of the

second argument, which does not affect the proof). Unlike in [19], we do not attempt to
use this binary function for interpolation. Instead we immediately proceed to defining A3,
B3, and D3 analogous to before. Without loss of generality, assume that the two variables
of h correspond to the first two variables of f (otherwise permute arguments). Let

A3 := {x ∈ {0, 1}n−2 | fx(z1, z2) = c · h(z1, z2) for some c ∈ A \ {0}},
B3 := {x ∈ {0, 1}n−2 | fx(z1, z2) 6= c · h(z1, z2) for any c ∈ A},

then A3 and B3 are non-empty, they do not intersect, and they do not contain any fx
which is identically zero. Thus we may define D3 = min{d(x,y) | x ∈ A3,y ∈ B3}. Let
a ∈ A3 be such that there exists b ∈ B3 with d(a,b) = D3. By pinning in all places that
a and b agree, we realise a function

h(x1, x2)

D3∏
k=1

δak(xk+2) + h′(x1, x2)

D3∏
k=1

δāk(xk+2) (41)

where h′(x1, x2) := fb(x1, x2) is not a scaling of h. Suppose h′ =
(
α′ β′

λ′ µ′

)
. Distinguish

cases according to D3. It will be useful to consider these in ascending order since the case
D3 = 2 follows straightforwardly from D3 = 1.

– If D3 = 1, the function in (41) is ternary. Note that the case a1 = 1 differs from the
case a1 = 0 only by a bit flip on the third input, which is a SLOCC transformation
by (I ⊗ I ⊗ X) and thus does not affect entanglement. So it suffices to consider
a1 = 0; the function then takes values(

α α′ β β′

λ λ′ µ µ′

)
.

Recall that α, β 6= 0, the unprimed variables satisfy αµ− βλ 6= 0, and (α′, β′, λ′, µ′)
is not a scaling of (α, β, λ, µ).

By Lemma 36, the ternary function is non-decomposable unless at least two of the
following three expressions are false:

(αβ′ 6= βα′) ∨ (µλ′ 6= λµ′)

(λα′ 6= αλ′) ∨ (µβ′ 6= βµ′)

(β′λ′ 6= α′µ′) ∨ (βλ 6= αµ)

Now, the third expression is always true since αµ − βλ 6= 0 implies βλ 6= αµ. So
the function being decomposable would imply αβ′ = βα′, µλ′ = λµ′, λα′ = αλ′ and
µβ′ = βµ′. But the first of these equations implies β′ = βα′/α since α 6= 0. Similarly,
the third equation implies λ′ = λα′/α. Also, since β 6= 0, the fourth equation implies
µ′ = µβ′/β = µα′/α. Thus,

h′ =

(
α′ β′

λ′ µ′

)
=
α′

α

(
α β
λ µ

)
=
α′

α
· h,
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which is a contradiction since h′ is not a scaling of h. Thus, the ternary function
must be non-decomposable, and hardness follows by Lemma 58.

This is a change compared to the proof in [19], where multiple cases were distin-
guished and the hardness lemmas only applied to real-valued functions.

– If D3 = 2, the function in (41) has arity 4. By connecting [α, β] to the last input, we
get one of the functions

α · h(x1, x2)δa1(x3) + β · h′(x1, x2)δā1(x3)

β · h(x1, x2)δa1(x3) + α · h′(x1, x2)δā1(x3)

depending on whether a2 is 0 or 1. Note that these functions differ from the function
considered in the previous subcase – h(x1, x2)δa1(x3) + h′(x1, x2)δā1(x3) – only by a
SLOCC with

(
α 0
0 β

)
or
(
β 0
0 α

)
on the third input (depending on whether a1 = a2).

Hence they must be in the same entanglement class and hardness follows as in the
previous subcase.

This is another change compared to [19], where the hardness lemma only applied to
real values and the construction did not employ the function [α, β].

– If D3 ≥ 3, we consider different cases according to the relationships between the
values of h and h′.

If αα′ = ββ′ = λλ′ = µµ′ = 0, then α′ = β′ = 0 since α, β are non-zero by
assumption. Thus, at least one of λ′ and µ′ must be non-zero because h′ is not
identically zero. Also, at least one of λ and µ must be non-zero because h is non-
decomposable. Therefore we have either λ = µ′ = 0 and λ′, µ 6= 0, or λ′ = µ = 0 and
λ, µ′ 6= 0. In the first case, λ = µ′ = 0 and λ′, µ 6= 0, pin the first input to 1 to get:

µδ1(x2)

D3∏
k=1

δak(xk+2) + λ′δ0(x2)

D3∏
k=1

δāk(xk+2).

This is a generalised equality function of arity at least 4, so we can proceed as before.
In the second case, λ′ = µ = 0 and λµ′ 6= 0, pinning the first input to 1 works again,
albeit resulting in a different generalised equality function.

Otherwise, there exists a pair of primed and unprimed coefficients of the same label
that are both non-zero. If these are α and α′, pin the first two inputs to 00 to get a
generalised equality of arity at least 3. If the non-zero pair are β and β′, pin to 01,
and so on. Given the generalised equality function, we may proceed as in the cases
D0 ≥ 4 or D0 ≥ 3, depending on whether the arity of this function is even or odd.

We have covered all cases, hence the proof is complete.
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