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ABSTRACT 
 

In this dissertation, accurate and efficient numerical algorithms are developed to incorporate 

the feed-network and circuit modeling into the time-domain finite element analysis of antenna 

arrays and microwave circuits. First, simulation of an antenna system requires accurate modeling 

of interactions between the radiating elements and the associated feeding network. In this work, a 

feed network is represented in terms of its scattering matrix in a rational function form in the 

frequency domain that enables its interfacing with the time-domain finite element modeling of the 

antenna elements through a fast recursive time-convolution algorithm. The exchange of 

information between the antenna elements and the feed network occurs through the incident and 

reflected modal voltages/currents at properly defined port interfaces. The proposed numerical 

scheme allows a full utilization of the advanced antenna simulation techniques, and significantly 

extends the current antenna modeling capability to the system level. Second, a hybrid field-circuit 

solver that combines the capabilities of the time-domain finite element method and a lumped 

circuit analysis is developed for accurate and efficient characterization of complicated microwave 

circuits that include both distributive and lumped-circuit components. The distributive portion of 

the device is modeled by the time-domain finite element method to generate a finite element 

subsystem, while the lumped circuits are analyzed by a SPICE-like circuit solver to generate a 

circuit subsystem. A global system for both the finite-element and circuit unknowns is established 

by combining the two subsystems through coupling matrices to model their interactions. For 

simulations of even more complicated mixed-scale circuit systems that contain pre-characterized 

blocks of discrete circuit elements, the hybrid field-circuit analysis implemented a systematic and 

efficient algorithm to incorporate multiport lumped networks in terms of frequency-dependent 

admittance matrices. Other advanced features in the hybrid field-circuit solver include application 

of the tree-cotree splitting algorithm and introduction of a flexible time-stepping scheme. Various 

numerical examples are presented to validate the implementation and demonstrate the accuracy, 

efficiency, and applications of the proposed numerical algorithms. 
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CHAPTER 1 
INTRODUCTION 

 

1.1  Time-Domain Finite Element Method 

The core purpose of computational electromagnetics is the transformation of governing 

physical equations of a given boundary-value problem into the corresponding linear systems of 

equations that can be solved numerically on a digital computer. With the advent of modern 

high-performance computers, numerical simulation has become an indispensable tool for the 

design and optimization of complex antenna systems and microwave circuits [1], [2].  

Among various existing numerical simulation tools, three most important methods are the 

method of moments (MoM) [3], the finite-difference time-domain (FDTD) method [4], and the 

finite element method (FEM) [1], [2]. The MoM uses appropriate Green’s functions that 

accurately account for the Somerfield radiation condition, which is very suitable for open-region 

radiation and scattering problems. When a surface integral equation is applied, the discretization 

and thus the degrees of freedom are confined only on the surface of the region of interest, which 

results in a typically small (compared to that from the finite element discretization) but fully 

populated impedance matrix whose computation and solution involve high computational 

complexity. Moreover, Green’s functions need to be formulated for each specific problem. For 

complex antennas and microwave circuits designed with highly inhomogeneous or anisotropic 

material, the process becomes extremely complicated, if not impossible. In contrast, the FDTD 

method and the FEM solve the partial differential equation directly. The entire computational 

domain needs to be discretized into small grids/elements, resulting in typically large number of 

unknowns. When applied for open-region problems, appropriate absorbing boundary conditions 

also need to be implemented to truncate the computational domain. On the other hand, these two 

methods are very suitable for dealing with material anisotropy and inhomogeneity.  

First proposed in the 1940s [5], the FEM has been formulated and applied to a wide range of 



 2

mathematical and engineering problems including those in the field of microwave engineering 

and electromagnetics. The FEM itself can be formulated in both the frequency and time domains, 

and the one that solves Maxwell’s equations or the second-order wave equations directly in the 

time domain is known as the time-domain FEM or TDFEM. Compared to its frequency-domain 

counterpart, the unique strength of TDFEM lies in its capabilities for conducting efficient 

broadband analysis and modeling nonlinear components, devices and media. Compared to the 

FDTD method that usually uses rectangular grids, the TDFEM has inherent attributes of modeling 

versatility by utilizing unstructured grids as well as curvilinear triangles and tetrahedrons, which 

is obviously more appropriate for modeling curved surfaces and complicated fine structures. 

More importantly, the TDFEM can be formulated to be unconditionally stable so that the 

time-step size does not need to be reduced even when very small finite elements are present [1], 

[2]. These favorable features make the TDFEM very suitable for broadband analysis of antennas 

and other electromagnetic devices of high geometric and material complexity and possibly 

involving nonlinearity. Through various developments and applications, the TDFEM has recently 

been demonstrated as a powerful and versatile candidate for the transient analysis of 

electromagnetic devices including various types of antennas and antenna arrays [6]-[13].  

One of the recent important developments in applying the TDFEM to the simulation of 

antennas and microwave devices is the time-domain waveguide port boundary condition (WPBC) 

[10]. Based on a multimodal expansion of the fields on the port interface, this highly stable and 

accurate time-domain port model can effectively absorb reflected waves and excite incident 

waves on waveguide ports. The TDFEM with the time-domain WPBC has been applied 

successfully to the simulation of a variety of microwave devices as well as broadband antennas 

[11]. Another important development is the dual-field domain-decomposition (DFDD) TDFEM 

[12]. This novel domain-decomposition scheme solves the dual-field, second-order vector wave 

equations in each subdomain and relates the solutions in adjacent subdomains explicitly using 

equivalent surface currents on the subdomain interfaces. The accuracy, efficiency, and capability 

of this method have been demonstrated through applications to complex electromagnetic 
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problems, including large finite antenna arrays [13]. Such problems are very challenging for the 

conventional TDFEM, which has to solve a linear system involving millions of unknowns. 

Besides, the capability of TDFEM has been further extended when combined with other 

numerical methods, such as the FDTD method for facilitated incorporation of perfectly matched 

layers [14], and the time-domain surface integral equation method for accurate and efficient 

simulation of antennas installed on a large platform [15]. More details on the formulations and 

recent development of the TDFEM are included in [1], [16], [17]. Readers are also referred to [2] 

for the most complete, up-to-date coverage of the frequency- and time-domain finite element 

analysis and modeling of antennas and arrays.  

 

1.2  Incorporation of Feed-Network Modeling Into Array Analysis 

    In an advanced antenna system, multiple antenna elements are usually arranged into a certain 

array configuration, driven through a feed network whose major function is to distribute the input 

signal from the signal generator to the radiating elements and combine the signals received by the 

antenna elements. Built on a combination of power dividers and phase shifters, a typical design of 

a feed network consists of complex waveguiding structures, passive components, and waveguide 

junctions. For large and complex antenna arrays, the associated feed network could be very 

complicated, depending on the number of antenna elements, the desired amplitude and/or phase 

distribution between these elements, and various requirements on beam steering. Complicated 

interactions could occur between the antennas and the feed network, which affect the overall 

performances of the entire radiation system. A well-designed feed network with good control over 

the signal distribution enables the antenna system to have desired radiation characteristics such as 

the beamwidth, sidelobe level, and steered main beam. However, multiple interactions resulting 

from signals traveling back and forth between radiating and feed structures could lead to 

undesired mutual couplings and give rise to secondary radiations that deteriorate the system 

performance. Consequently, accurate modeling of the interactions between the antennas and the 

feed network is essential and must be taken into consideration for optimizing the performance of 
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the antenna system.   

For the case of planar antenna arrays etched on a single substrate, such as series- and 

corporate-fed microstrip antenna-arrays, the antennas and the feed network can be analyzed 

simultaneously using a single numerical method, such as the moment method in conjunction with 

the discrete complex image method [18]-[20]. For more complex array designs, the antennas and 

the feed network are often separated physically, with their connection or coupling enabled via 

waveguiding structures or apertures. For such structures, modeling of the antennas and the feed 

network simultaneously becomes much more cumbersome. Because of this complexity, it is often 

the case that the antennas and the feed network are designed and modeled separately and then 

combined with the hope that the resulting antenna array system will perform according to the 

specifications. In some commercial software [21], this idea has been realized in the following way. 

After all the components are analyzed independently from each other, subsequent simulations for 

system-level performance assessment are then carried out by means of general-purpose, network 

analysis-oriented circuit simulators, making use of the multiport network parameter (such as 

scattering parameter) matrices of the feed network and the antenna array. However, such 

simulations do not lend themselves to expedient antenna array design iteration, since the physical 

attributes of the array structure are not accessible in the electromagnetic model. Furthermore, 

such network analysis simulation does not lend itself to direct prediction of antenna array 

radiation pattern performance. This is especially true in the case where nonlinear elements are 

embedded directly in the antenna array for the purposes of enhancement of element radiation and 

overall antenna array performance. For such cases, not only is an electromagnetic field model 

required for the antenna structure, but also the electromagnetic analysis must be carried out in the 

time domain to account for the nonlinearity of the embedded circuit elements.   

In this dissertation work, an accurate and efficient numerical scheme is proposed for 

incorporating the feed-network modeling into the TDFEM analysis of antenna arrays and thus 

accounting for the impact of the interactions between the radiating elements and the feed network 

on the performance of antenna system. To the best of the author’s knowledge, this is the first time 
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that such an accurate hybrid technique, which combines the state-of-the-art modeling capabilities 

(such as the WPBC, the DFDD formulation, and incorporation of a macromodel) to simulate a 

complete antenna system, has appeared in the literature.  

This algorithm is fundamentally different from the insertion of lumped circuit elements into 

time-domain electromagnetic field solvers which results in various hybrid field-circuit simulators 

including the one proposed later in this dissertation. Hybrid field-circuit implementations tend to 

emphasize those cases where the embedded circuit elements are electrical models of electrically 

small electronic components. The small electrical size of such components allows for the current 

and voltage quantities used for the interfacing of the lumped circuit model with the 

electromagnetic field solver to be associated, respectively, with an electric field and a magnetic 

field node in the field solver, without any modeling accuracy issues. However, the systematic 

handling of those cases where a multiport network model description of an electrically large, 

distributed structure is to be interfaced with a time-domain electromagnetic field solver is less 

obvious and more prone to errors in the modeling of the wave interactions between the multiport 

networks with the rest of the structure. Clearly, the interfacing of the multiport network model of 

a feed network with an electromagnetic model of the antenna array is a most representative 

example of this class of modeling cases that are of significant practical interest. The algorithm 

proposed in this thesis work is a systematic methodology for making such an interfacing possible 

and accurate.  

 

1.3  Hybrid Field-Circuit Simulation 

As mentioned in the preceding section, circuit modeling can be incorporated into the 

full-wave analysis by including lumped circuits (in the form of isolated elements as well as 

lumped circuitry) into electromagnetic field solvers for those cases where the embedded circuit 

elements are models for electrically small components. Actually, the hybridization of 

lumped-circuit modeling with an electromagnetic field solver is a natural result due to the fact 

that individual components in a typical modern electronic system exhibit significant disparity in 
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the electrical size of their geometrical features. As microwave circuits become more complex 

with multifunctional capabilities, higher operating frequency, and increased integration scale, any 

successful design must take into account the electromagnetic effects resulting from undesired 

radiations and mutual coupling of electronic devices. This requirement necessitates the 

application of full-wave solvers in the early stage of the design cycle to ensure accurate 

prediction of the electromagnetic responses of the integrated and packaged components and 

systems. Meanwhile, since microwave circuit design is moving toward highly integrated systems, 

more active and/or passive devices are integrated on circuit boards. The interactions between 

these devices and the electromagnetic fields significantly affect the performance of the system. 

Therefore, a hybrid field-circuit solver that combines the capabilities of a full-wave analysis and a 

lumped circuit simulation is of great interest because of its ability to account for the presence of 

lumped components in complicated and mixed-scale electromagnetic devices.  

The hybrid field-circuit solver proposed in this dissertation is based on the hybridization of 

the TDFEM algorithm with a general-purpose circuit simulation technique, resulting in a coupled 

FEM-circuit global system which enables a concurrent solution of the FEM and circuit unknowns. 

In contrast to some other hybrid solvers of its kind (more complete literature review and 

comparison are given in Chapter 4), the proposed algorithm preserves the symmetry of the mutual 

coupling and that of the global system matrix. This is important for a time-domain hybrid solver 

because the symmetry is a general requirement for achieving unconditional stability in a coupled 

time-marching solution. Moreover, the proposed TDFEM-based hybrid solver inherits the 

modeling versatility and capability of the TDFEM, and also preserves the efficiency and 

flexibility of a SPICE-like circuit simulation technique in the analysis of arbitrary circuit 

topology and devices. The hybrid formulation minimizes extra matrix manipulations so that an 

existing TDFEM solver can be easily extended to a hybrid field-circuit solver. 

This TDFEM-based field-circuit solver employs a system-wide global time-step size and 

thus samples and couples the signals of all the subsystems in a strict synchronous manner. Such a 

global time-stepping scheme is a natural choice when all the subsystems in a hybrid system have 
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a similar requirement on their time-step sizes. This, however, is not necessarily the case in many 

realistic applications, where signals in subsystems have quite distinct temporal variations and 

require different signal-sampling rates. Therefore, a more flexible time-stepping scheme that 

allows local, subsystem-wide time-step sizes is of great interest. This dissertation proposes such a 

flexible time-stepping scheme which enables a multirate feature in the hybrid field-circuit 

simulation. Different time-step sizes have been adopted for fast- and slow-varying subsystems, 

which are coupled through a generalized coupling scheme in the time-marching process. Because 

of the ability of allowing different sampling rates for different subsystems, the flexible time- 

stepping scheme can significantly improve the computational efficiency of this TDFEM-based 

hybrid field-circuit solver, especially when the computational cost associated with the slow 

subsystems is much higher than that associated with the fast subsystems. 

The capability of the hybrid field-circuit solver can be further enhanced by incorporating the 

more advanced macromodeling technique into the framework. In the hybrid analysis, lumped 

circuits are described in detail in terms of discrete circuit elements such that a SPICE-like circuit 

solver can be directly applied. However, in some applications, lumped circuit subsystems might 

have been predesigned and characterized compactly in terms of frequency-dependent multiport 

network matrices usually referred to as lumped networks. The hybrid field-circuit analysis 

implements a systematic, efficient algorithm to incorporate multiport lumped networks in terms 

of admittance matrices into the hybrid field-circuit solver. The Laplace-domain admittance 

matrices are cast into the time-domain stepping equations for port voltages and currents to form a 

lumped-network subsystem which is then interfaced with the FEM and circuit subsystems 

through shared ports. While the port voltages of the lumped-network subsystem are determined 

by the FEM and circuit subsystems, its port currents are treated as external current excitations for 

the finite-element and circuit subsystems. All the lumped-network port variables are then 

eliminated from the final expressions to form a global system for only the finite-element and 

circuit unknowns. The proposed algorithm further extends the capability and improves the 

efficiency of the existing field-circuit solver to model more complex and mixed-scale electronic 
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systems. 

 

1.4  Application of Tree-Cotree Splitting Technique 

    The TDFEM formulation adopted in this dissertation models electromagnetic phenomena by 

solving the second-order vector wave equation for electric fields using vector edge basis 

functions, which can be viewed as an extension of the frequency-domain FEM to the time 

domain. As an implicit scheme, the resulting TDFEM system is solved at each time step using 

either a direct solver or an iterative solver. For large-scale electromagnetic problems, 

preconditioned iterative solvers are usually preferred for their efficiency and low memory cost as 

compared to direct solvers. It is well known that such a formulation results in an unconditionally 

stable time-marching scheme. So, ideally, with this unconditional stability the time-step size can 

be chosen based entirely on the maximum frequency in the frequency band of interest instead of 

being constrained by the smallest finite elements required for modeling fine structures. However, 

since the time-step size has a significant effect on the property of the TDFEM system matrix, the 

actual choice of the time-step size is not only limited by the maximum frequency, but also 

constrained by the speed of convergence at each time step when an iterative solver is applied to 

solve the TDFEM system. It is observed that as the time-step size increases, a typical TDFEM 

system matrix becomes more ill-conditioned, and thus the number of iterations needed to solve 

such a system at each time step increases drastically. The situation becomes more severe when 

the geometry of the problem imposes further challenges in the simulation, for example, when 

very small elements are required in the finite element discretization or when the disparity in the 

geometrical size of individual components leads to an extremely nonuniform mesh. In practical 

applications, these situations are quite common and cannot be avoided. As a result, in the 

TDFEM analysis the time-step size usually has to be much smaller than required by the temporal 

sampling rate for achieving certain temporal discretization accuracy. Moreover, when the input 

signal contains relatively slow-varying (low-frequency) components, such a small time-step size 
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will lead to an unacceptably long simulation time during which the solutions can respond to the 

slow-varying signal and finally reach a steady state. 

In this dissertation, a so-called tree-cotree splitting algorithm is applied to the TDFEM to 

alleviate the constraint on the time-step size and to improve the convergence of iterative solutions 

at each time step. A simplified algorithm of finding a spanning tree over a graph is applied to the 

edge set of a three-dimensional finite element mesh, splitting finite element edges into tree and 

cotree edges. Based on this splitting, both pure gradient and curl-conforming basis functions are 

formed to expand the electric field. Through Galerkin’s procedure and Newmark-beta time 

integration, a time-marching system with a modified TDFEM system matrix is constructed. It is 

shown that after special care is taken, the use of the TCS algorithm is compatible with the recent 

advanced features in the TDFEM such as the time-domain WPBC and lumped port interfaces for 

hybrid field-circuit analysis. Compared with the conventional TDFEM, application of the 

tree-cotree splitting algorithm maintains the accuracy of the TDFEM solution but significantly 

reduces the number of iterations per time step for a preconditioned iterative solver to converge 

when the time-step size becomes relatively large. This desirable feature allows us to adopt a 

larger time-step size within the requirement of the temporal sampling rate to achieve faster 

time-marching with marginal additional cost. This is most beneficial when the input signal 

contains slow-varying (low-frequency) components or when a highly nonuniform mesh of 

simulated objects imposes a practical constraint on the time-step size due to the ill-conditioned 

system matrix. In addition, because the null space of the curl operator is now represented by the 

pure gradient basis functions, the formulation is naturally free of late-time linear drift.  

 

1.5  Outline of the Dissertation 

The remaining chapters of this dissertation are organized as follows:  

Chapter 2 reviews details about finite element formulations in the time domain, including 

the conventional single-field formulation and the highly efficient DFDD formulation, along with 

descriptions of boundary conditions that properly truncate the finite element meshes in free space 
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as well as at the waveguide ports.  

Chapter 3 describes an accurate and efficient numerical algorithm for incorporating the 

feed-network modeling into the TDFEM analysis of antenna arrays. A coupled time-marching 

scheme is presented based on the traveling-wave decomposition on the port interfaces that 

separate the feed network and antennas. The proposed scheme works seamlessly with the 

single-field TDFEM/WPBC formulation, and is extended to a dual-field formulation which is 

compatible with the DFDD TDFEM. Discussion of the stability issue is provided. Simulation 

examples are presented to validate the proposed methodology and demonstrate its application.  

Chapter 4 begins with a review of various hybrid field-circuit simulators that are currently 

available in the literature and then highlights the unique features of the one proposed in this work. 

The construction of the FEM and circuit subsystems is then described in detail, followed by the 

coupling scheme to hybridize these two subsystems and a discussion of solution algorithms to 

efficiently solve the resulting global system. The proposed hybrid field-circuit solver is validated 

and its application and performance are demonstrated through numerical examples. Its capability 

and flexibility are further enhanced by a flexible time-stepping scheme described at the end of the 

chapter. 

Chapter 5 presents a systematic and efficient algorithm for incorporating multiport lumped 

networks in terms of admittance matrices into the hybrid field-circuit solver. After a brief 

introduction and literature review, the mathematical representation of a lumped network is 

described. The formulation for incorporating multiport lumped networks into the hybrid 

time-domain finite element solver comes next, followed by a discussion about reducing the 

computational cost of time-stepping equations derived from admittance matrices. Numerical 

examples are presented to validate the proposed methodology and demonstrate its application and 

performance.  

Chapter 6 presents the application of the tree-cotree splitting algorithm to the TDFEM 

analysis of electromagnetic problems to accelerate the time-marching process. It begins with a 

discussion of the problem of slow convergence associated with a TDFEM system when the 
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time-step size is relatively large. The tree-cotree splitting algorithm is then described in detail, 

and based on the splitting of finite element edges into tree and cotree edges, two sets of basis 

functions are formed to expand the electric field and construct the time-marching system. 

Inclusion of the time-domain waveguide port boundary condition and lumped port interfaces is 

also described briefly, and numerical results are presented at the end. 

Conclusions and proposed future work are given in Chapter 7. 
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CHAPTER 2 
FINITE ELEMENT FORMULATION IN THE 

TIME DOMAIN 
 

2.1  Introduction 

    The formulations of the TDFEM presented in this chapter form the foundation for the latter 

chapters. In the existing literature, there are generally two approaches to formulate the FEM in 

the time domain. The first approach is based on modeling the electromagnetic phenomena by 

directly solving two time-dependent first-order Maxwell's equations, i.e., Ampère’s and Faraday’s 

laws [22]. If a traditional leapfog method is adopted through the use of central differences, the 

resulting time-marching algorithm can be viewed as the generalization of the conventional FDTD 

method for unstructured grids. Actually, it has been shown that for rectangular brick elements, the 

elemental matrices associated with this finite element formulation can be reduced to an equivalent 

representation to the conventional FDTD method when those matrices are constructed using 

trapezoidal integration [2]. Also similar to the conventional FDTD method, this TDFEM 

formulation is conditionally stable in the sense that the time-step size is limited by the finest 

spatial discretization in the computational domain.  

    In the second approach, the TDFEM is formulated based on the second-order wave equation 

for the electric field. This approach leads to a fully implicit formulation because numerical 

solution at the current time step is implicitly related to those at previous time steps and a linear 

system of equations needs to be solved at each time step. Although computationally more 

expensive in each time step than the explicit methods, the implicit formulation based on the 

second-order wave equation has gained a lot of popularity. One of its favorable properties is the 

unconditional stability achieved by use of the Newmark-beta time-integration scheme [23]. 

Therefore, the choice of time-step sizes is independent of the finite element discretization. In 

addition, since the frequency-domain FEM is also formulated based on the second-order wave 
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equation, the extension of many well-developed frequency-domain techniques, such as high-order 

basis functions, eigenfunction expansion, absorbing boundary conditions and waveguide port 

boundary conditions, to the time domain becomes straightforward due to the similarities shared 

by these two formulations. For these reasons, the TDFEM formulations in this dissertation are 

based on the second approach. 

    The following sections detail the TDFEM formulations. First, the single-field formulation 

for solving transient electric fields is described in Section 2.2. By applying Galerkin’s method, 

the second-order electric wave equation along with proper boundary conditions is cast into its 

weak-form representation. A finite element solution is then obtained after performing appropriate 

spatial and temporal discretizations. The rest of this section is devoted to boundary conditions in 

order to properly truncate the finite element meshes in the free space as well as at the waveguide 

ports. The DFDD TDFEM formulation [12], [13] is reviewed in Section 2.3 as a highly efficient 

domain-decomposition technique for transient simulation of large antennas and arrays.    

     

2.2  Single-Field TDFEM Formulation 

In the following, a TDFEM formulation for solving the transient electric field will be 

presented. The TDFEM formulation for solving the transient magnetic field can be derived 

similarly. Since the formulation in this section uses only the electric field as the working variable, 

it is referred to here as the single-field formulation in contrast to the dual-field formulation in 

Section 2.3 where both the electric and magnetic fields are solved. 

 Assume the electromagnetic boundary value problem under consideration is within the 

volume V which is bounded by outer boundary S. The electromagnetic field inside volume V is 

satisfied by the following Maxwell’s equations: 

t
∂

∇× = −
∂
BE         (Faraday’s law)   (2.1) 

im

t t
σ∂ ∂

∇× = + = + +
∂ ∂
D DH J E J       (Maxwell-Ampère law) (2.2) 

By invoking the constitutive relations [22] and eliminating the magnetic field H from the above 
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equations, the electric field E inside V satisfies the following second-order differential equation as 

2 im

0 02 2
0

1 r

r t tc t
εµ σ µ

µ
∂ ∂ ∂

∇× ∇× + + = −
∂ ∂∂
E E JE      (2.3) 

where imJ  represents the impressed current excitation in the computational domain. The 

boundary surface S is assumed to be a union of three kinds of surfaces satisfying three different 

types of boundary conditions, respectively, as 

   ˆ 0n× =E   on 1S       (2.4) 

  ˆ ( ) 0n× ∇× =E    on 2S       (2.5) 

1ˆ ( )
r

n P
µ

 
× ∇× + = 
 

E E U    on 3S       (2.6) 

where n̂  is the outward unit vector normal to S. Equation (2.4) is a Dirichlet boundary condition 

to model perfect electric conducting (PEC) surfaces, and (2.5) is a Neumann boundary condition 

to model perfect magnetic conducting (PMC) surfaces. While (2.5) is naturally satisfied in finite 

element formulation, the boundary condition in (2.4) needs to be enforced explicitly following the 

procedure in [1]. The boundary condition in (2.6) is often referred to as a generalized impedance 

boundary condition, where ( )P ⋅  is a known operator of both time and position and U is a known 

vector quantity representing the excitation from the exterior region.  

    To apply Galerkin’s method, we test (2.3) with vector testing function iN  and make use of 

(2.4)-(2.6); we can then obtain the following weak-form representation of the wave equation: 

3 3

2

02 2
0

im

0

1 ( ) ( )

( ) .

r
i i iV r

i i iS S V

dV
tc t

P dS dS dV
t

ε µ σ
µ

µ

 ∂ ∂
∇× ⋅ ∇× + ⋅ + ⋅ ∂∂ 

∂
− ⋅ = − ⋅ − ⋅

∂

∫∫∫

∫∫ ∫∫ ∫∫∫

E EN E N N

JN E N U N
       (2.7) 

 

2.2.1 Spatial Discretization and Basis Functions  

To seek the finite element solution of (2.7), we need to perform spatial discretization, which 

involves two steps. First, the three-dimensional computational domain (volume V ) is partitioned 
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into small tetrahedral elements. Second, the electric field E is expanded in terms of basis 

functions inside each element.  

It is well known that if the scalar (node-based) basis functions are employed to present 

electromagnetic field vectors, spurious solutions will occur, which is due to the lack of 

enforcement of the divergence condition as inherent in the weak-form formulation. Therefore, the 

electric field E is expanded using vector basis functions. For the case of tetrahedral elements, the 

vector basis function associated with the ith edge is given by [1] 

( )1 2 2 1

e e e e e e
i i i i i iL L L L l= ∇ − ∇N        (2.8) 

where 1i  and 2i  denote the two vertices associated with the ith edge and e
il  is the length of 

the ith edge. Furthermore, ( ) 1,2,3,4e
kL k =  are the nodal basis functions associated with the 

four vertices of the tetrahedron. Figure 2.1 shows one of the six lowest-order vector basis 

functions for a tetrahedral element. For the case of triangular elements (patches), the basis 

functions take the same form as in (2.8) while ( )1,2,3e
kL k =  are the area coordinates of the 

element. It can easily be verified that e
iN  automatically satisfies the divergence condition. Thus, 

the solutions obtained by using these vector basis functions are free of spurious solutions. In 

addition, vector basis functions can be used easily to impose boundary conditions at material 

interfaces and conducting surfaces and to model sharp tips and corners. 

    The vector basis functions defined in (2.8) are of the lowest order. To achieve better 

interpolation accuracy, higher order basis functions are introduced and employed. There are two 

types of higher-order vector elements. The first type is interpolatory basis functions [24], which 

are defined on a set of points on the element, such that each basis function vanishes at all the 

points except for one. Interpolatory basis functions of a given order are totally different from 

those of lower orders. The second type is hierarchical basis functions [25], which are adopted in 

this work. In contrast to interpolatory basis functions, the higher-order hierarchical basis 

functions are not defined on a set of points, but rather are formed by adding new functions to the 

lower ones, which permits the use of different orders in one problem; therefore, these functions 
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can be employed for p–adaption, i.e., iterative increase of the element orders in different regions 

of the problem until convergence of the field to a specified accuracy is achieved. Take three 

dimensional tetrahedral elements for examples. Let pV  be the space of all three-dimensional 

vector functions on this element. Any function in pV  can be expressed as the sum of functions 

from the 11 subspaces, i.e., 

( ) ( ) ( )4 6v f e
p p p pV V V V= ⊕ ⊕       (2.9) 

where ( )e
pV  is the space of all one-dimensional vector functions associated with one specific 

edge, called edge functions; ( )f
pV  is the space consisting of face functions with vanishing 

tangential component an all three edges of one specific face; and ( )v
pV  is the space consisting of 

volume functions with vanishing tangential component an all four faces of the tetrahedron. Each 

of the three spaces above can be divided into two subspaces, respectively: one presenting gradient 

(irrotational) functions with zero curl, and one presenting rotational functions with nonzero curl. 

For instance, 

( ) ( ) ( )
1

e e e
p pV G W= ⊕ ,         (2.10) 

and suitable formulas for functions in ( )e
pG and ( )

1
eW  are 

( ) 1
1 2 1 2( ( ) ),       1e p

pG pς ς ς ς −= ∇ − ≥      (2.11) 

( )
1 1 2 2 1

eW ς ς ς ς= ∇ − ∇         (2.12) 

where 1 2,  ς ς  are one-dimensional simplex coordinates. The detailed formulas and discussions 

for edge, face and volume basis functions can be found in [25]. As a consequence of the 

separation of gradient and rotational subspaces, a general higher-order element is characterized by 

a pair of indices (r, g), where r is the order of rotational subspace and g is the order of the 

gradient subspace.  

     Once the basis functions are determined, the electric field can be expanded using 

curl-conforming basis functions. Specifically, within each tetrahedral element, we expand the 
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transient electric field as 

1

( , ) ( ) ( )
en

e e e
j j

i

t e t
=

=∑E r N r        (2.13) 

where en  denotes the number of degrees of freedom associated with each element. The 

superscript of e will be ignored for the sake of simplicity. By substituting (2.13) into (2.7), the 

spatial discretization yields a semidiscrete system, i.e., an ordinary differential equation with 

respect to time t. To illustrate the semidiscrete system, we further assume that the linear operator 

P ( )⋅  is a product of a linear time operator ( )tP ⋅  and a linear position operator ( )P ⋅r , and thus  

( ) ( ( )) ( ( ))e e t e
j j

j

P P P e t=∑ rE N r .      (2.14) 

Therefore, the semidiscrete system can be writen as 

[ ] [ ] [ ] ( )
2 im

0
2 2

0 00

1 { } 1 { } { }{ } { } { }t Ze e bS e M G P P e b
c t c tc t

∂ ∂ ∂ + + + = + ∂ ∂∂
r U .  (2.15) 

The matrix entries in (2.15) are given by 

1 ( ) ( )ij i jV r

S dV
µ

= ∇× ⋅ ∇×∫∫∫ N N        (2.16) 

ij r i jV
M dVε= ⋅∫∫∫ N N         (2.17) 

0ij i jV
G Z dVσ= ⋅∫∫∫ N N        (2.18) 

3

( )ij i jS
P P dS= − ⋅∫∫r rN N           (2.19) 

3
i iS

b dS= − ⋅∫∫U N U         (2.20) 

im im
i iV

b dV= − ⋅∫∫∫ N J         (2.21) 

where 0 0 0Z µ ε=  is the free-space wave impedance. 

 

2.2.2 Temporal Discretization and Newmark-Beta Method  

After spatial discretization, the weak-form representation in (2.7) has been cast into an 
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ordinary differential equation (2.15) with respect to time. Such an equation can be solved 

numerically using various time integration techniques or a finite difference method. For this 

purpose, the time axis is first divided uniformly into a number of small time intervals (steps) and 

the size of each interval, denoted as t∆ , is called the time-step size.  

Generally, choice of t∆  depends on the upper bound of the frequency band of interest (at 

least to satisfy the Nyquist criterion), accuracy requirement of time discretization, and sometimes 

the minimum spatial discretization if the adopted time-marching scheme is not unconditionally 

stable. Furthermore, choice of t∆  affects the properties of the final linear system of equations 

and thus is inevitably related to the convergence of iterative linear solvers. In the context of a 

system of mixed linear and nonlinear equations like that in Chapter 4, choice of t∆  also affects 

the convergence of a Newton-Raphson iteration because of the use of the converged solution at 

the previous time step as an initial guess of the nonlinear solution for the current time step.  

After the division of the time axis, the time variable t can be written as t n t= ∆ , where 

0,1,2,n = "  is an integer called the time index. Given any time-dependent continuous function 

( )u t , the values of ( )u t  evaluated at discrete time points ,t n t= ∆  0,1,2,n = " , yield a discrete 

sequence ( )u n t∆ , denoted here as nu  for the sake of simplicity. Next, the continuous time 

derivatives need to be approximated by a finite difference scheme.  

A simple finite difference scheme (forward, backward, or central difference) may not be a 

good option in this case because of either loss of the unconditional stability or lack of the 

second-order accuracy in time. A much preferred choice is the Newmark-beta method, which was 

first introduced by Newmark [23] to solve structural dynamics problems. Originally with two 

parameters γ  and β , the most useful version of this method is the one with 1 2γ = , and it has 

been shown that when 1 4β ≥ , this method results in an unconditionally stable time-marching 

process while preserving the second-order accuracy with respect to temporal discretization 

[26]-[28]. The resulting finite differencing formula is equivalent to using central differencing for 

the first- and second-order time derivatives and a weighted average for the terms without 
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differentiation at t n t= ∆  as 
1 1{ ( )}
2

n nd u t u u
dt t

+ −−
=

∆
       (2.22) 

2 1 1

2 2
{ ( )} 2

( )

n n nd u t u u u
dt t

+ −− +
=

∆
      (2.23) 

1 1( ) (1 2 )n n nu t u u uβ β β+ −= + − + .     (2.24) 

When 0β = , the formulas above reduce those of the central difference. A typical value for β  

is 1 4 . Substituting (2.22)~(2.24) with 1 4β =  into (2.15) yields 

[ ] { } { } { } [ ] { } { } { }( )
[ ] { } { }( ) ( )

( )

1 1 1 12 2
0

1 1 2 2 0 10
0

2 2 1 1 im 1 im 10 0
0

1 1 1   2
4 2 4

  { } , ,{ } ,{ }
2

1 1 1{ } { } { } { } { }
4 2 4 2

n n n n n n

n n t n n

n n n n n

c t S e e e M e e e

c t G e e c t P P e e e

c tZc t b b b b b

+ − + −

+ − ∆ +

+ − + −

 ∆ + + + − + 
 

∆  + − + ∆  

∆ = ∆ + + + − 
 

r

U U U

� "  (2.25) 

where ( )0 1{ } , ,{ } ,{ }t n nP e e e∆ +� "  denotes a discretized version of ( ){ ( )}tP e t , which will be 

specified later. Therefore, at any time index n, assuming { }ne  and 1{ }ne −  are known, 1{ }ne + can 

be computed by invoking (2.25). This process is called time marching. 

 

2.2.3  Absorbing Boundary Condition 

Numerical simulation of open-region electromagnetic problems using the FEM in both the 

frequency and time domains requires a proper artificial truncation boundary in order to truncate 

the infinite region exterior to the objects. Such a boundary condition should minimize the 

nonphysical reflection and behave as transparently as possible to the scattered or radiated field. 

Various types of truncation boundary conditions for the FEM are available and can be categorized 

roughly into two classes. One class includes the boundary integral equations and eigenfunction 

expansions, which lead to globalized relations between boundary fields. The other class is called 

absorbing boundary conditions (ABCs) including perfectly matched layers, which only relates 

local boundary fields and thus keeps the sparsity of the FEM system matrix. Detailed descriptions 
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of the formulations and implementations of boundary integral equations and perfectly matched 

layers as truncation boundary conditions for the TDFEM are included in [15] and [11], 

respectively.  

The first-order ABC in the form of an impedance boundary condition is widely used because 

of its simplicity. In the frequency domain, the first-order ABC relates the tangential electric and 

magnetic fields on the boundary as 

( ) ( )ˆ ˆ ˆ 0n jk n n× ∇× + × × =E E       (2.26) 

where n̂  is the outward unit vector normal to the truncation boundary. When transformed to the 

time domain via Fourier transform, (2.26) becomes 

( )
0

1ˆ ˆ ˆ 0r

r

Yn n n
c tµ

  ∂
× ∇× + × × =  ∂ 

E E      (2.27) 

where r r rY ε µ=  and rε  and rµ  is the relative permittivity and permeability of the infinite 

medium. For free space, 1r rε µ= = . The first-order ABC can be easily incorporated into the 

TDFEM system. In fact, by comparing (2.27) with (2.6), we can identify that the ABC is simply a 

special case of (2.6) with U = 0, and ( ) ( )0 ˆ ˆ( ) rP Y c n n t= ∂ × × ∂E E . Consequently, in (2.14), 

( ) ( )tP t⋅ = ∂ ⋅ ∂  and ( )0 ˆ ˆ( ) ( )rP Y c n n⋅ = × × ⋅r . Thus, in the fully discrete system (2.25), if we 

denoted the ABC-related matrix as [ ]A ,  

30

ˆ ˆ( ) ( )r
ij ij i jS

YP A n n dS
c

= = × ⋅ ×∫∫r N N      (2.28) 

( )0 1{ } , ,{ } ,{ }t n nP e e e∆ +� " = { } { }( )1 11
2

n ne e
t

+ −−
∆

.    (2.29) 

 

2.2.4  Waveguide Port Boundary Condition  

Based on a multimodal expansion of the fields on the port interface, the waveguide port 

boundary condition (WPBC) was first proposed in [1] in the frequency domain as an accurate and 

efficient antenna feed model. The WPBC is capable of perfectly absorbing both propagating and 
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evanescent modes incident on a waveguide port surface with an arbitrary cross section, and, at the 

same time launching an incident wave into the waveguide. This allows the truncation boundary to 

be placed as close as possible to antennas in order to reduce the size of the computation domain. 

    While successfully applied to the frequency-domain analysis of a variety of microwave 

waveguide devices [29], the WPBC for a homogeneous waveguide port has recently been 

extended into the time domain, leading to a highly stable and accurate time-domain port model 

[10] for simulation of broadband antennas [11]. As shown in Fig. 2.2, on the port surface, pS , 

1,2, ,p N= " , the time-domain WPBC is given in the following unified format similar to that in 

(2.6): 

inc incˆ ( ) ( ) ( )p p pn P× ∇× + =E E U E       (2.30) 

where 

( ) TEM TEM TE TE
0 0

1

TM TM

1

1 1 ( )

1 ( )

p p

p

p p p pm pm pm
m

tpm tpm pm
m

P dS h t dS
c t c t

g t dS
c t

∞

=

∞

=

∂ ∂ = − ⋅ − + ∗ ∂ ∂ 

∂ − + ∗ ∂ 

∑∫∫ ∫∫

∑ ∫∫

S S

S

E e e E e e E E

e e E E
  (2.31) 

and 

( )inc inc inc TEM TEM inc
0 0

1ˆ( )
p

p p p p p pn dS
c t
∂

= × ∇× −
∂∫∫SU E E e e E  

TE TE inc inc

1

TM TM inc inc

1

1                  ( )

1        ( ) .

p

p

pm pm p pm p
m

tpm tpm p pm p
m

h t dS
c t

g t dS
c t

∞

=

∞

=

∂ − + ∗ ∂ 

∂ − + ∗ ∂ 

∑ ∫∫

∑ ∫∫

S

S

e e E E

e e E E
    (2.32) 

In the above, inc
pE  denotes an incident wave onto the antenna domain (from the feed network) 

through the pth port interface and “*” denotes a time convolution. If the incident wave consists 

of only dominant modes, the expression for inc inc( )p pU E  will be greatly simplified. The 

expressions for ( )pmh t  and ( )pmg t  can be found analytically [10] as 

1( ) ( ) ( )pm
pm pm

k
h t J k ct u t

t
=        (2.33) 
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2
1 0( ) ( ) ( ) ( ) ( )pm

pm pm pm pm

k
g t J k ct u t k cJ k ct u t

t
= −     (2.34) 

where pmk  is the cutoff wavenumber of the mth modes at the pth port surface. The terms TEM
0pe , 

TE
pme , and TM

tpme  are, respectively, the TEM, the mth TE, and the transverse component of the mth 

TM modal electric fields at the pth port interface. These modal fields and their related 

propagation constants can be computed using the two-dimensional FEM [1]. Alternatively, for 

regular coaxial, rectangular, and circular waveguides, analytical expressions for modal fields are 

also available in [2].  

    Finally, by substituting (2.30)-(2.32) into (2.6), the time-domain WPBC can readily be 

incorporated into the weak-form representation (2.7), which can then be converted into a fully 

discrete system after spatial and temporal discretization. The derivation of the fully discrete 

TDFEM system with the time-domain WPBC is described in detail in Chapter 3, where the 

time-domain WPBC is used as an interface between the antenna and feed-network domains.  

 

2.3  DFDD TDFEM Formulation 

The single-field TDFEM formulation described in the previous section has been 

demonstrated as a powerful and versatile simulation tool for transient analysis. However, one 

problem that restricts its application to the simulation of large-scale problems such as large and 

complex antennas and antenna arrays is the necessity of solving a matrix equation in every time 

step. Although the involved FEM matrix is time-invariant and thus requires only one-time 

factorization or preconditioning before time marching, the computational cost is still quite 

prohibitive for problems with a large number of unknowns. Much research effort has been 

devoted into this aspect, and available solutions include matrix-lumping techniques [27] and the 

use of orthogonal vector basis functions [30], [31].  

One important recent development in TDFEM is the dual-field domain-decomposition 

(DFDD) TDFEM [12], which is a highly efficient domain-decomposition implementation of the 

TDFEM. This novel domain-decomposition scheme solves the dual-field (i.e., both the electric 
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and magnetic fields) second-order vector wave equations in each subdomain and relates the 

solutions in adjacent subdomains explicitly using equivalent surface currents on the subdomain 

interfaces. Specifically, in each subdomain, the electric field is calculated at integer time indices 

and the magnetic field is calculated at half integer time indices, which enables a leapfrogging 

time-marching scheme to update the equivalent surface currents on the subdomain interfaces. 

Once those currents are known, the electric and magnetic fields inside each subdomain can be 

solved independently using a direct solver with the local prefactored matrix of much smaller size 

than an original global FEM matrix. The accuracy, efficiency, and capability of this method have 

been demonstrated through applications to complex electromagnetic problems, including large 

finite antenna arrays [13]. Such problems are very challenging for the conventional TDFEM, 

which has to solve a linear system involving millions of unknowns. In this section, a few 

important aspects about this algorithm are highlighted. 

The computational domain Ω  is partitioned into a number of nonoverlapping subdomains 

sΩ , s = 1, 2, " , sN , where sN  is the number of subdomains. Inside sΩ , solution of the 

electric wave equation (2.3) for the electric field sE  can be formulated following the procedure 

described in Section 2.2. The only difference is that, at the subdomain interface, denoted as sΓ , a 

boundary condition for sE  needs to be specified. As shown in Fig. 2.3(a), assuming the surface 

electric current density s
SJ  on sΓ  is known and applying Maxwell’s equation, a Neumann-type 

boundary condition for sE  is given as 

0
1ˆ

s
s s S

r

n
t

µ
µ

∂
× ∇× = −

∂
JE .      (2.35) 

Equation (2.35) can easily be included into (2.7) through (2.6) by adding the term 

( )0 ˆ ˆ
s

s
i Sn n t dSµ

Γ
× ⋅ × ∂ ∂∫∫ N J  to the right-hand side of (2.7). Note that sE  is discretized on 

integer time indices, 0,1,2,n = " . Therefore, once ( )ns
S t∂ ∂J  is known, { } 1ns +

E  can be 

computed independently from the other subdomains. 

    Similarly, the solution of the magnetic wave equation for the magnetic field sH  inside sΩ  
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can be formulated. As shown in Fig. 2.3(a), at the subdomain interface sΓ , assuming the surface 

magnetic current density s
SM  is known, a Neumann-type boundary condition for sH  is given 

as 

0
1ˆ

s
s s S

r

n
t

ε
ε

∂
× ∇× = −

∂
MH       (2.36) 

which can be cast into ( )0 ˆ ˆ
s

s
i Sn n t dSε

Γ
× ⋅ × ∂ ∂∫∫ N M  and added in the weak-form 

representation. Unlike the electric field, sH  is discretized on half-integer time indices 

1 2,n + 0,1,2,n = " , and once ( ) 1 2ns
S t

+
∂ ∂M  is known, ( ) 3 2ns +

H  can also be computed.  

We further assume that the subdomain interface sΓ  is shared by sΩ  and its neighbor 

nsΩ , and the electric and magnetic fields in nsΩ  are denoted as nsE  and nsH , respectively. As 

shown in Fig. 2.3(b), the quantity ( )ns
S t∂ ∂J  can now be computed from the tangential 

component of nsH on sΓ  as  

( ) ( ) ( )1 2 1 2
ˆ ˆ

n nns ns
ns

S

n n
t

t

+ −
× − ×

∂ ∂ =
∆

H H
J .     (2.37) 

Dually, as shown in Fig. 2.3(b), ( ) 1 2ns
S t

+
∂ ∂M  is computed from the tangential component of 

nsE  as 

( ) ( ) ( )1
1 2 ˆ ˆ

n nns ns
ns

S

n n
t

t

+
+ × − ×

∂ ∂ =
∆

E E
M .     (2.38) 

As a result, the electric and magnetic fields in sΩ  can be updated in a leapfrogging fashion: at 

any time step n,  ( )ns
S t∂ ∂J  is first computed using (2.37), and { } 1ns +

E  can be updated next. 

Once this is done, ( ) 1 2ns
S t

+
∂ ∂M  is available from the computation of (2.38), which then 

enables the calculation of ( ) 3 2ns +
H . 

Finally, for finite array simulation, an important attribute of this method is that it allows us 

to fully exploit the geometrical redundancy of the array-type structures to significantly speed up 

the simulation and reduce the memory requirement [13]. Geometrically, since all the array 
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elements have identical geometry (as shown in Fig. 2.4(a)), the entire array can be characterized 

by a single array element, named a unit cell. In DFDD TDFEM, each array element is considered 

as an individual subdomain and identical spatial discretizations are applied to all of them. 

Therefore, the FEM matrices for all subdomains are the same except for the array elements on the 

four corners and four edges. Figure 2.4(b) shows the partition of a typical two-dimensional array 

into nine unit regions: a central region, four edge regions, and four corner regions. A 

two-dimensional array can be fully characterized by these nine unit regions. For large arrays, this 

algorithm can lead to a significant reduction in the total memory usage and factorization time. 

This feature has been utilized in Chapter 3 when simulating large antenna arrays.  
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2.4  Figures 
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Figure 2.1: The lowest-order vector basis function associated with the ith edge for a tetrahedral 
element. 

 
 
 
 

V

To Antenna

pS

inc
pE

ref
pE

WPBC

V

To Antenna

pS

inc
pE

ref
pE

WPBC

/Device

V

To Antenna

pS

inc
pE

ref
pE

WPBC

V

To Antenna

pS

inc
pE

ref
pE

WPBC

/Device

 
Figure 2.2: One of the coaxial waveguide ports for antennas or microwave devices. 
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Figure 2.3: The dual-field scheme for subdomain s in DFDD TDFEM. 
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Figure 2.4: A two-dimensional array (a) can be fully characterized by nine unit regions (b). 
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CHAPTER 3 
INCORPORATION OF FEED-NETWORK 

MODELING INTO THE TDFEM ANALYSIS OF 
ANTENNA ARRAYS 

 
In this chapter, an accurate and efficient numerical scheme is presented for incorporating the 

feed-network modeling into the TDFEM analysis of antennas and antenna arrays and thus 

accounting for the impact of the interactions between the radiating elements and the feed network 

on the performance of antenna systems. In the proposed approach, a feed network is considered 

as a linear, passive, multiport electromagnetic device, which is connected to the source and the 

antennas solely through electromagnetic ports associated with the cross section of either an 

electromagnetic waveguide or an aperture, and characterized in terms of its frequency-dependent 

S-matrix over a wide frequency band. The extraction of the S-matrix relies upon the application 

of an electromagnetic field solver that calculates the S-parameters over the desirable frequency 

bandwidth [32]-[34]. A macromodel of the S-matrix is then derived in terms of rational function 

interpolation of the discrete frequency data using the vector-fitting (VECTFIT) algorithm [35]. 

This macromodel, which captures the important characteristics of the original feed network, is 

interfaced with the TDFEM solver through an efficient time-domain convolution scheme. The 

proposed approach works seamlessly with the conventional single-field TDFEM/WPBC and is 

extended to be compatible with the dual-field formulation to utilize the capability of the DFDD 

TDFEM for simulating large, complex structures. This approach not only significantly simplifies 

the simulation of an entire antenna system, but also allows one to fully utilize the power of the 

state-of-the-art TDFEM techniques to deal with large and complex antenna arrays. 

The remainder of this chapter is organized as follows. In Section 3.1, we first present the 

coupling scheme based on the traveling-wave decomposition of the fields on the port interfaces 

that separate the feed-network domain from the antenna domain and the source. Next, we 
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describe the single-field TDFEM/WPBC formulation to incorporate the macromodeling of the 

feed network into the antenna simulation and present a coupled time-marching scheme, which 

combines the modeling of the antenna and the feed-network domains. We then extend the 

proposed scheme to a dual-field formulation in Section 3.2, which is compatible with the 

DFDD-TDFEM. The stability of the coupled time-marching scheme is discussed in Section 3.3. 

The simulation examples in Section 3.4 validate the proposed methodology and demonstrate its 

application to the modeling of one- and two-dimensional antenna arrays fed by various types of 

feed networks. Finally, concluding remarks are given in Section 3.5 

 

3.1  Formulation 

3.1.1 Port Interfaces and Coupling Scheme  

    The feed network is considered as a multiport, linear, passive system, which is connected to 

the source and the antennas solely through a set of port interfaces pS , 0,1,2, ,p N= " , as 

illustrated in Fig. 3.1. These port interfaces separate the feed-network domain from the antenna 

domain and the source.  

At the pth port interface, the total transverse electric field pE  and magnetic field pH  can 

be decomposed into two traveling waves as 

( ) ( )( , ) ( , ) ( , )p p ps s s+ −= +E r E r E r                  (3.1) 

( ) ( )( , ) ( , ) ( , )p p ps s s+ −= +H r H r H r                     (3.2) 

where s jω=  is the complex frequency, and r  denotes the position vector on the port surface. 

Referring to Fig. 3.1, the (+) sign is used to label the waves traveling from the antenna domain (or 

the source) to the feed-network domain through the port interface, while the (–) sign is used to 

label the waves traveling from the feed-network domain to the antenna domain (or the source) 

through the port interface. The (+) and (–) notations will be used throughout this chapter. Next, 

we assume that each port interface is associated with the cross section of a homogeneous, 
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isotropic, and lossless electromagnetic waveguide, whose dominant mode is the transverse 

electromagnetic (TEM) and is independent of frequency. This assumption is valid for feed 

networks made of coaxial lines or shielded striplines; however, the formulation can be extended 

to those whose dominant modes are either TE or TM modes. With the assumption of TEM-mode 

propagation, the traveling-wave decompositions in (3.1) and (3.2) are also applicable to the modal 

coefficients  

( ) ( )( ) ( ) ( )p p pV s V s V s+ −= +                      (3.3) 

( ) ( )( ) ( ) ( )p p pI s I s I s+ −= −                         (3.4) 

where “V” and “I” denote the modal coefficients of the dominant TEM electric and magnetic 

modal fields, respectively, which are also known as the modal voltages and the modal currents. 

The time-domain counterparts of (3.3) and (3.4) are simply given by 

( ) ( )( ) ( ) ( )p p pV t V t V t+ −= +                     (3.5) 

( ) ( )( ) ( ) ( )p p pI t I t I t+ −= − .                           (3.6) 

Based on the decompositions above, the interactions between the feed network and the 

antennas can be simulated in the time domain through the following scheme. First, the feed 

network takes ( ) ( )pV t+  ( )( )or ( )pI t+ , 0,1,2, , ,p N= "  as the incident fields and produces the 

output signals (which can be termed as reflections of the feed network) ( ) ( )pV t−  ( )( )or ( )pI t− , 

0,1,2, , .p N= "  The quantities ( ) ( )pV t+  ( )( )or ( )pI t+  and ( ) ( )pV t−  ( )( )or ( )pI t− , 

0,1,2, , ,p N= "  are related by the S-matrix of the feed network. Then, the reflections of the feed 

network, ( ) ( )pV t−  ( )( )or ( )pI t− , 0,1,2, , ,p N= "  are considered as the excitations for the 

antennas at the port interfaces. When the antenna domain is modeled by the TDFEM, the 

time-domain WPBC applied at the port interfaces can take ( ) ( )pV t−  ( )( )or ( )pI t− , 

0,1,2, , ,p N= "  as the port incident fields and calculate any reflections from the antennas. These 

reflections from the antennas becomes ( ) ( )pV t+ ( )( )or ( )pI t+ , 0,1,2, , ,p N= "  which again 
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become the incident fields for the feed network across the port interfaces. Therefore, the 

interactions of the feed-network domain and the antenna domain are carried out by exchanging 

their incident and reflected modal voltages (currents) through the port interfaces that connect 

them.  

Note that a similar bidirectional decomposition approach has also been adopted in [36] for 

interfacing the FDTD method with embedded circuit networks based on the multiconductor 

transmission-line theory. 

     

3.1.2 The Single-Field TDFEM/WPBC Formulation   

    As shown in Fig. 3.2, the antenna domain denoted by V is modeled by the single-field 

TDFEM with the time-domain WPBC applied on the port interfaces pS , 1,2, ,p N= " . The 

time-domain WPBC, based on a multimodal expansion, is given by 

inc ( )ˆ ( ) ( ) ( )p p pn P −× ∇× + =E E U E        (3.7) 

where ( )pP E  and inc ( )( )p p
−U E  are defined in (2.31) and (2.32), respectively. ( )

p
−E  denotes an 

incident wave onto the antenna domain (from the feed network) through the pth port interface. 

    Making use of the time-domain WPBC on all the port interfaces, we obtain the following 

weak form of the wave equation: 

2

02 2
0

inc ( )

1 1

1 ( ) ( )

1 1( ) ( ) .
p p

r
i i iV r

N N

i p i p p
r rp p

dV
tc t

P dS dS

ε
µ σ

µ

µ µ
−

= =

 ∂ ∂
∇× ⋅ ∇× + ⋅ + ⋅ ∂∂ 

− ⋅ = − ⋅

∫∫∫

∑ ∑∫∫ ∫∫S S

E EN E N N

N E N U E
       (3.8) 

For simplicity in the discussion that follows, in the equation above we have not included terms 

associated with any excitations inside the antenna domain and terms associated with other 

possible boundary conditions such as the ABC. After spatial discretization, (3.8) yields the 

following semi-discrete system: 

[ ]{ } [ ] { } [ ] [ ]( ) { } { }
2

2 2
0 1 1 1 10

1 1 [ ]{ } [ ]{ }
N N

pm pm
pm pm

p m p m

e e
S e M G P Q u R v b

c tc t

∞ ∞

= = = =

∂ ∂
+ + + + + =

∂∂ ∑∑ ∑∑ . (3.9) 
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The expressions for the matrix entries in [ ]S , [ ]M , and [ ]G  are given in (2.16)-(2.18), 

respectively, and those in [ ]P , pmQ   , and pmR    are given by 

TEM TEM TE TE TM TM
0 0

1 1 1

1N

ij ip jp ipm jpm ipm jpm
rp m m

P
cµ

∞ ∞

= = =

 
= Φ ⋅Φ + Φ ⋅Φ + Φ ⋅Φ 

 
∑ ∑ ∑      (3.10) 

TE TEpm
ij ipm jpmQ = Φ ⋅Φ            (3.11) 

TM TMpm
ij ipm jpmR = Φ ⋅Φ          (3.12) 

where 0 0 0η µ ε=  and TEM/TE/TM
ipmΦ  is defined as the projection of the modal field onto the 

basis function iN  over the port surface 

TEM/TE/TM TEM/TE/TM
( )

p
ipm i t pm dSΦ = ⋅∫∫S N e .     (3.13) 

Furthermore, { }pmu  and { }pmv  denote the following convolution vectors: 

{ } { }pm pmu h e= ∗          (3.14) 

{ } { }pm pmv g e= ∗ .        (3.15) 

The inclusion of enough higher-order modes in the WPBC is important for accurate truncation of 

the antenna domain. The number of modes to be included is problem-dependent and the typical 

number used in the simulations of this work is 4~5. As far as the excitation of the structure is 

concerned, in view of our assumption that, for the purposes of this work, only the dominant TEM 

mode is propagating in the feed network, the expressions for inc
pU  and { }b  are greatly 

simplified as 

inc ( ) inc ( ) TEM TEM ( )
0 0

1 d( ) ( ( ) ) 2 [ ( )]
dp p p p p p pV t V t

c t
− − −= = −U E U e e         (3.16) 

TEM ( )
0

1

2 d [ ( )]
d

N

i ip p
r p

b V t
c tµ

−

=

= Φ∑ .        (3.17) 

Next, (3.9) is discretized in the time domain using the Newmark-beta method with 1 4β = , 

which yields 
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[ ] { } { } { } [ ] { } { } { }( )
[ ] [ ]( ) { } { }( )

1 1 1 12 2
0

1 10

1 1 1 2
4 2 4

2

n n n n n n

n n

c t S e e e M e e e

c t G P e e

+ − + −

+ −

 ∆ + + + − + 
 
∆

+ + −

 

{ } { } { }

{ } { } { }

( ){ }

1 1

1 1

1 1

1 1

2
( ) ( ) TEM0

0
1

1 1 1
4 2 4

1 1 1
4 2 4

( 1) ( 1) .

N n n npm
pm pm pm

p m

N n n npm
pm pm pm

p m

N

p p p
r p

Q u u u

R v v v

c t V n V n
cµ

∞ + −

= =

∞ + −

= =

− −

=

  + + +    

  + + +    

∆
= + − − Φ

∑∑

∑∑

∑

    (3.18) 

In the equation above, ( )
pV − , 1,2, ,p N= " , are provided by the feed network and assumed to be 

known for time index ( 1n + ) and ( 1n − ); therefore, we can solve for { } 1ne +  in a time-marching 

fashion. At the pth port interface, whenever the unknown vector { }e  is solved for, the total 

modal voltage pV  can be calculated by 

TEM
0p i ip

i

V e= Φ∑         (3.19) 

and the reflected modal voltage ( )
pV +  from the antennas at that time index can be extracted by 

invoking (3.5), yielding 

( ) ( ) .p p pV V V+ −= −            (3.20) 

 

3.1.3  Feed-Network Macromodel and Time Convolution 

With the feed network considered as a linear, passive, multiport device, we are able to 

explore the relations between modal voltages and currents at the port interfaces and thus represent 

the feed network by various types of network parameter matrices, such as impedance matrix, 

admittance matrix, or S-matrix. As described before, a feed-network model should take the port 

reflections from the antennas as its incident fields and provide proper reflections (outputs) as the 

port excitations for the antennas. In this context, we choose to characterize the feed network by its 

broadband S-matrix, which directly relates the incident and reflected modal voltages at the port 
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interfaces over a wide frequency band as 

( ) ( )
0 0 0 000 01 0
( ) ( )

10 11 11 1 1 1

( ) ( )
0 1

( ) ( )( ) ( ) ( )
( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( )

N

N

N N NNN N N N

V s Z V s ZS s S s S s
S s S s S sV s Z V s Z

S s S s S sV s Z V s Z

− +

− +

− +

            =               

"
"

# # % ## #
"

  (3.21) 

where pZ , 0, ,p N= " , is the port impedance of the pth port. Such a broadband S-matrix can be 

efficiently computed, either by a fast circuit solver such as HSPICE [37] or Agilent Advanced 

Design System (ADS) [38] for those cases for which a circuit diagram of the feed network is 

available, or by a broadband electromagnetic field solver when the physical layout of the feed 

network is available. In both cases, the calculated S-parameters are in terms of a set of values 

calculated at a set of discrete frequencies spanning the bandwidth of interest. In this form the data 

is not easily interfaced with the numerical scheme used for the integration of (3.18). A preferable 

and computationally efficient alternative to the discrete data is a rational function interpolation 

over the bandwidth of interest, since it lends itself to a recursive scheme for the expedient 

calculation of the convolution operations in (3.18). The VECTFIT technique for the rational 

function interpolation of network functions is well known for its robustness, accuracy and 

efficiency. Thus, we choose the VECTFIT scheme for the rational function interpolation of the 

discrete data [35].  

    Using VECTFIT each entry ( )ijS s , , 0,1, ,i j N= " , of the S-matrix can be approximated as 

,

1

( ) ( )
kN

ij k
ij ij ij

kk

c
S s S s d

s a=

≈ = +
−∑� .       (3.22) 

In the above expression, ka , 1,2, , kk N= " , is the set of common poles used for all the entries in 

the S-matrix, while ,ij kc  denotes the residue of ( )ijS s�  associated with the pole ka . The 

variables ka  and ,ij kc  are either real or in the form of complex conjugate pairs, and ijd  is an 

optional real constant. This rational function approximation of the S-matrix is referred to as the 

macromodel of the feed network.  
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    By invoking the rational approximations in (3.22), the matrix representation in (3.21) can be 

easily transformed into the time domain as 

( ) ( )
0 0 0 000 01 0
( ) ( )

1 1 1 110 11 1

( ) ( )
0 1

( ) ( )( ) ( ) ( )
( ) ( )( ) ( ) ( )

( ) ( ) ( )( ) ( )

N

N

N N NNN N N N

V t Z V t ZS t S t S t
V t Z V t ZS t S t S t

S t S t S tV t Z V t Z

− +

− +

− +

    
    
    = ∗    
    
        

� � �"
� � �"

# ## # % #
� � �"

   (3.23) 

where “*” denotes a time convolution. It is well known that the elements of the time-domain 

S-matrix are in terms of exponential functions. Therefore, the convolutions in the discrete form of 

(3.23) can be recursively evaluated with a computationally efficient algorithm of O( maxT ) 

complexity, where maxT  is the number of time steps in the transient simulation. This recursive 

convolution process, in a compact matrix form, can be described in terms of the following 

updating equations: 

    { } { } { }1 ( )
V 1 V 2

nn n+ += ⋅ + ⋅ ⋅T E T E B V                  (3.24) 

{ } { } { }1 1( ) ( )
V

n nn+ +− += ⋅ + ⋅V C T D V .                  (3.25) 

In the equations above, { }( ) n+V = [ ( )
0 0( )V n Z+ , ( )

1 1( )V n Z+ ," , ( ) ( )N NV n Z+ ]T and { } 1( ) n+−V = 

[ ( )
0 0( 1)V n Z− + , ( )

1 1( 1)V n Z− + ," , ( ) ( 1)N NV n Z− + ]T, and 0,1,n = max,T" , is the time index. The 

vector { } 1
V

n+T  is an intermediate time-dependent vector whose entries can be computed 

recursively using (3.24). The matrices 1E , 2E , B , C  and D  are independent of time, and 

their entries are only dependent on the coefficients of the rational function representations of the 

entries of the S-matrix shown in (3.22) and the time step t∆ . The derivations of the expressions 

for the elements of the vectors and matrices in (3.24) and (3.25) are given in the Appendix A.  

If Port 0 is assumed connected to the matched voltage source, as illustrated in Fig. 3.1, ( )
0V +  

is then specified at all time indices. Based on Thévenin’s theorem, we can simply model this 

source as a single voltage generator with a single series resistor of value 0Z , the port impedance 

of Port 0.    
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3.1.4 Coupled Time-Marching Scheme  

    The coupled time-marching scheme which combines the TDFEM time-marching process of 

the antenna domain and the time-convolution process in the feed network domain are summarized 

here.    

Before the time marching starts, the macromodel of the feed network is precalculated and 

stored in terms of its pole-residue form of the rational approximation of its S-matrix. This is 

called preprocessing and is illustrated in Fig. 3.3(a). 

During the time marching, at time index n: 

Step 1:  Antenna domain: Compute 1 2( ),  ( ),  , ( )NV n V n V n"  from { }ne   

       using (3.19). 

Step 2:  Antenna domain: Calculate ( ) ( ) ( )
1 2( ),  ( ),  ,  ( )NV n V n V n+ + +"  from 

       ( ) ( ) ( )
1 2( ),  ( ),  ,  ( )NV n V n V n− − −"  and 1 2( ),  ( ),  , ( )NV n V n V n"   

        using (3.20). 

Step 3:  Feed network domain: Update ( ) 1{ }n− +V  based on ( ){ }n+V  ( ( )
0 ( )V n+  

        from the source) using (3.24) and (3.25). 

Step 4:  Antenna domain: Update 1{ }ne +  using (3.18).  

The coupled time-marching scheme described above is illustrated in Fig. 3.3(b). 

 

3.2  Extension to the Dual-Field Formulation  

The DFDD TDFEM is a highly efficient domain-decomposition implementation of the 

TDFEM based on the dual-field second-order vector wave equations [12]-[13]. In each 

subdomain, the electric field is calculated at integer time indices and the magnetic field is 

calculated at half integer time indices, which enables a leapfrog time-marching scheme to update 

the equivalent surface currents on the subdomain interfaces. Once those currents are known, the 

electric and magnetic fields inside each subdomain can be updated independently. Since the 
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DFDD TDFEM is a desired method to model large and complex antenna arrays, it is necessary to 

extend the proposed coupled time-marching scheme to make it compatible with the dual-field 

formulation.  

To solve the electric field equations in each subdomain, the feed network and the antennas 

interact with each other in the same fashion as described in the previous sections. The only 

difference is that the exchange of incident and reflected modal voltages is now between the feed 

network and the specific antenna subdomain to which the port interface belongs. To solve the 

magnetic field equations with time-domain magnetic-field WPBC in each subdomain, we need to 

establish a dual scheme for exchanging the incident and reflected modal currents. Fortunately, the 

S-matrix in (3.23) also relates the incident and reflected modal currents at the port interfaces as 

( ) ( )
0 0 0 000 01 0

( ) ( )
1 1 1 110 11 1

( ) ( )
0 1

( ) ( )( ) ( ) ( )
( ) ( )( ) ( ) ( )

( ) ( ) ( )( ) ( )

N

N

N N NNN N N N

Z I t Z I tS t S t S t
Z I t Z I tS t S t S t

S t S t S tZ I t Z I t

− +

− +

− +

    
    
    = ∗    
    
        

� � �"
� � �"

# ## # % #
� � �"

.  (3.26) 

Dual to (3.24) and (3.25), the following recursive convolution process exists for (3.26), but on 

half integer time indices: 

    { } { } { }
13 3

( ) 22 2I 1 I 2
nn n ++ + += ⋅ + ⋅ ⋅T E T E B I                (3.27) 

{ } { } { }
3 11

( ) ( )2 22I
n nn+ ++− += ⋅ + ⋅I C T D I .                 (3.28) 

The vector { }
3
2I

n+T  is another intermediate time-dependent vector, dual to { } 1
V

n+T . Again, if 

Port 0 is assumed to connect to the source, ( )
0I +  is known at all half integer time indices. To find 

( )
0I +  we can invoke Norton’s theorem (dual to Thévenin’s theorem) and model the source part as 

a single equivalent current generator with the value (+)
0 RV  in parallel with a single resistor 

whose value R is equal to 0Z .  

    Based on the description above, a dual coupled time-marching scheme to solve for the 

magnetic field can be easily established. The scheme is very similar to steps 1 to 4 in the previous 

section, but for modal currents which are all in half integer time indices.  
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    The above extension to the dual-field formulation involves two time convolutions, one for 

updating modal voltages and the other for updating modal currents. This treatment indicates that 

any computational cost associated with time convolution is doubled, compared to the single-field 

formulation, which is not desired, especially when the array size gets larger and the feed-network 

model becomes more complex. However, for the dominant TEM mode, the second convolution 

for updating modal currents can be avoided when we utilize the relation between the incident 

modal voltage and the incident modal current for antennas at each port interface. More 

specifically, instead of computing ( )d [ ( )]
d pI t

t
−  at time index ( 1 2n + ) by a central difference 

formula involving ( ) ( 3 2)pI n− +  and ( ) ( 1 2)pI n− + , the relation ( ) ( )( ) ( )p p pV t Z I t− −=  can be 

utilized so that 

( )( ) ( ) ( )

( 1/2)

d 1[ ( )] ( 1) ( )
d p p p

pt n t

I t V n V n
t Z t

− − −

= + ∆

= + −
∆

.         (3.29) 

Therefore, once ( )
pV −  at integer time indices is known, ( )d [ ( )]

d pI t
t

−  at half integer time indices 

can be directly computed, thus avoiding the extra time convolution. 

 

3.3  Discussion on Stability  

It is well known that an implicit TDFEM system employing the Newmark-beta scheme with 

1 4β ≥  is unconditionally stable [26]-[28]. It has also been shown that the introduction of the 

WPBC does not affect the overall stability [10], but the DFDD TDFEM is conditionally stable 

with the stability condition depending on the spatial discretization immediately next to the 

subdomain interfaces [12]. Since the proposed approach combines the single-/dual-field TDFEM 

time-marching process with a time convolution involving the feed-network macromodel, it is 

important to investigate whether the incorporation of the feed-network model introduces any 

instability into the overall TDFEM system. The development of a strict proof of the stability of 

such a hybrid scheme is not straightforward. Rather, we limit ourselves to providing the following 
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guidelines for ensuring its stability of the proposed hybrid scheme.  

First, the frequency range of validity of the macromodel for the feed network should be 

larger than the frequency bandwidth for the antenna simulation. This provides better accuracy 

when the macromodel is converted into the time domain and, thus, stricter control of the 

numerical errors in time convolution. Based on numerical experiments, it is found that the upper 

bound of the frequency range of the macromodel should be four to five times that of the 

frequency bandwidth pertinent to the antenna simulation. Second, although the VECTFIT rational 

function fitting process assures that all the poles of a macromodel are strictly stable, i.e., on the 

left half of the complex plane, the passivity of the macromodel cannot always be guaranteed. 

Passivity, which dictates that a system is incapable of generating energy, is a critical factor for a 

stable time-domain simulation, since a stable but non-passive system may become unstable when 

interacting with other stable systems in the transient simulation. Provided that the discrete data 

for the S-parameters are not erroneous (erroneous data may result, for example, from errors in the 

numerical technique used for their calculation or, in the case of measured data, from measurement 

errors), violations of passivity tend to be rather minor. Often, passivity violation may be induced 

by the rational function fitting process itself. For example, this may occur when an unnecessarily 

large number of poles are prescribed by the user for the fitting. Fortunately, passivity violations 

can be precisely identified from the model parameters via the model Hamiltonian matrix, and 

small violations can be corrected without deteriorating the accuracy of the macromodel either via 

a perturbation of the Hamiltonian matrix [39] or by enforcing passivity through a quadratic 

programming algorithm [40].  

When the above two issues are properly addressed, the combined modeling of the antennas 

and the feed network does not exhibit any instability in the coupled single-/dual-field time- 

marching scheme. 
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3.4  Numerical Results 

This section presents several numerical examples using the proposed hybrid schemes to 

calculate radiation from one- and two-dimensional antenna arrays fed by various feed networks. 

The purpose of these examples is to validate the proposed algorithm and demonstrate its accuracy, 

efficiency, and stability. For the finite element modeling of the arrays, the open space is 

terminated using the first-order ABC for efficiency. All the examples in this section are calculated 

on a single SGI Altix 350 machine that uses Intel Itanium II 1.5 GHz processors.   

 

3.4.1  Feed Network 

The feed networks used in the subsequent simulations are described as follows. As shown in 

Fig. 3.4, a generic feed network consists of power dividers and phase shifters. Power dividers 

receive power from the source, and split the power into several paths. They also interact with any 

reflections from antenna elements and allow the signals to travel back and forth between antennas 

and the feed network. Figures 3.5(a)-(c) illustrate three different types of eight-way, equal-split 

power dividers. In these figures, Port 0 is assumed to connect to the source, while all the other 

ports are assumed to connect to antenna elements. The dividers in Figs. 3.5(a) and (b) are 

assembled from segments of lossless transmission lines of 4λ  electrical length at the operating 

frequency. The one in Fig. 3.5(a), referred to as the single-stage divider, contains only one 

lossless 1-to-8 junction so that the power from the source (left) is equally split into eight paths in 

one stage. In contrast, the divider in Fig. 3.5(b) is called the multistage divider. It consists of 

several lossless T-junctions that are arranged in multiple stages. In these two types, the 

transmission lines of the ith stage, 1,  2,i = " , share the same characteristic impedance iZ . Fig. 

3.5(c) shows a typical eight-way Wilkinson divider, which is well known for its perfect isolations 

between the output ports at a designated frequency. The parameters of the Wilkinson divider, such 

as the impedances and the electrical lengths of transmission lines and the resistor values, can be 

found in [41].  
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Phase shifters are also an important part of a feed network, since they control the phase shifts 

of excitations for individual antenna elements in order to obtain desired radiation patterns. In 

time-domain simulations, phase shifters are considered as time-delay units, which are modeled as 

transmission lines of properly selected lengths to provide the appropriate delay. The combination 

of the phase shifters with the above three different types of power dividers results in three 

different feeding schemes for antenna arrays, denoted, respectively, as single-stage feeding, 

multistage feeding and Wilkinson-divider feeding.  

As mentioned in the previous section, stable poles and passivity of a feed-network 

macromodel are essential for a stable time-marching process. Figure 3.6 shows the pole 

distribution of the macromodels for two Wilkinson-divider feed networks. One is of 30 poles for 

the broadside case, and the other is of 50 poles for the case where the mainbeam is steered to 45°. 

It is clear that all the poles from the VECTFIT process are real or in conjugated pairs and all have 

a negative real part (on the left-hand side of the complex plane) and thus are stable poles. 

Furthermore, the passivity of the marcomodels can be verified via the model parameters of the 

model Hamiltonian matrix and any violation of passivity should be removed. The passivity 

condition requires that the eigenvalues ( )iλ ω  of the real part of the Y-matrix are nonnegative, or 

equivalently, that all the singular values ( )iσ ω  of the S-matrix are bounded by one at all 

frequencies. Therefore, just to illustrate the satisfaction of the passivity condition, Figs. 3.7 and 

3.8 plot the singular values ( )iσ ω  of the S-matrix and the eigenvalues ( )iλ ω  of the real part of 

the Y-matrix calculated from the macromodels for the above two cases, respectively, with 200 

frequency samples from dc up to 20 GHz.  

 

3.4.2  Monopole Array 

For the purposes of validating the proposed hybrid scheme we consider, first, an 8 1×  

monopole array radiating over an infinite ground plane. The monopole is formed by extending the 

central conductor of the coaxial cable 10 cm above the ground plane. The coaxial cable has an 
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inner radius of 1 cm and an outer radius of 2.3 cm. The unit cell and the front and top views of the 

array configuration are shown in Fig. 3.9. We apply both the single-field and the dual-field 

formulations of the proposed approach to analyze this antenna array fed by the Wilkinson-divider 

feed network. The dual-field formulation is compatible with the DFDD TDFEM when the 

antenna domain is decomposed into 30 subdomains, sketched in Fig. 3.9(c). The total number of 

unknowns for the entire problem is about 80,000. We compare the results obtained using the 

single-field and dual-field formulations in the proposed hybrid scheme with the case when each 

antenna is fed individually without any feed network (denoted as “individual feeding”). At 750 

MHz, the Wilkinson divider is designed to have perfect isolations between all eight output ports. 

Since there is no crosstalk between the antenna elements through the feed network, the Wilkinson 

divider feeding scheme behaves just like the individual feeding scheme at this frequency. The 

normalized radiation patterns in the xy-plane cut are computed at 750 MHz and shown in Fig. 

3.10. It is clear that both the single-field and dual-field formulations accurately capture the 

behavior of the Wilkinson divider and give results identical to those of the individual feeding case. 

Figure 3.11 shows that the single-field and dual-field formulations result in the same time-domain 

profiles for the modal voltages recorded at Ports 1 and 4.  

 

3.4.3  ×8 1  Vivaldi Array 

The proposed hybrid scheme is applied to the modeling of large arrays. Since the DFDD 

TDFEM is most efficient for the simulation of large antenna arrays, it is the method used in the 

simulations in this and the next sections. An important attribute of the method is that it allows us 

to fully exploit the geometrical redundancy of the array-type structures to speed up the simulation 

and reduce the memory requirement. 

The next example is an 8 1×  linear array of Vivaldi antennas, which are considered as ultra 

wide-band (UWB) antennas, fed by the above three feed networks. The dimensions and 

parameters of a single Vivaldi antenna are given in Fig. 3.12(a), while the array configuration is 

shown in Fig. 3.12(b). This design of the Vivaldi antenna is based on a conducting patch printed 
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on one side of the substrate, which stands vertically above an infinite ground plane. A gradually 

flared notch cut in the middle of the conducting patch provides smooth impedance transition to 

free space, while a hollow circle cut on the conducting patch serves as a wide-band open circuit. 

The shielded stripline input at the bottom is modeled as a TEM port. The spacing between array 

elements is 40 mm in the x-direction, which corresponds to one half of a wavelength at 3.75 GHz. 

Again, the computational domain of the antenna array is partitioned into 30 subdomains. Each 

subdomain contains about 20,000 unknowns, with the total number of unknowns for the entire 

problem being approximately 600,000. Table 3.1 lists the computational information when 

incorporating the above three feed networks into this antenna simulation. Clearly, the extra 

computational cost brought by the incorporation of the feed-network modeling into the time 

marching of TDFEM is very marginal. 

The calculated E-plane radiation patterns at 3.75 GHz for the broadside case and the case of 

the E-plane scan angle o45sθ =  are shown in Figs. 3.13–3.15, when the array is fed by the three 

different types of feed networks described previously. It is clear that, for the Wilkinson-divider 

feeding (designed at 3.75 GHz), the computed radiation patterns are identical to those with the 

individual feeding. However, for the single-stage and multistage feeding cases (shown in Figs. 

3.14 and 3.15, respectively), although the maximum radiation direction remains almost 

unchanged, the beamwidth, the location of nulls and side-lobes, and the level of side-lobes are all 

different, due to multiple interactions between the feed network and the antenna array. These 

multiple interactions come from the properties of the single- and multistage power dividers. The 

poor isolation between their output ports allows crosstalk between antenna elements through the 

feed network, and the reflections from the antennas are bounced back and forth between the 

junctions of the divider and antennas, resulting in a series of secondary radiations. This 

phenomenon is clearly seen in the time domain, as depicted in Fig. 3.16 in the plots of the time 

profile of the magnitude of the modal voltage at the leftmost port. In the cases of the single- and 

multistage feeding, it takes a much longer time for the time-domain solutions to decay to a 

negligible level, compared to the case of the individual feeding. This is particularly true for the 
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multistage feeding, since there are more junctions in this type of feed network, resulting in more 

complicated and longer multiple reflections. In contrast, the time-domain magnitude of the modal 

voltage in the case of the Wilkinson-divider feeding is at the same level as that in the case of the 

individual feeding, since in both cases the reflections from the antennas are immediately absorbed 

and dissipated.  

The proposed approach also facilitates the calculation of the power dissipated in the feed 

network. The time-dependent modal voltages in (3.23) are recorded at each time step and can be 

converted back into the frequency domain. If we assume that Port 0 is connected to the source, 

the total power delivered to the feed network, denoted as A FP + , is 

( ) ( )2 2( ) ( )
0 0 0 0(2 ) (2 )A FP V Z V Z+ −

+ = − .      (3.30) 

The total power delivered to the antennas, denoted as AP , is 

( ) ( )2 2( ) ( )

1 12 2

N N
p p

A
p pp p

V V
P

Z Z

− +

= =

= −∑ ∑ .        (3.31) 

The power dissipated in the feed network, denoted as FP , is then 

F A F AP P P+= − .          (3.32) 

In contrast to the other two lossless feed networks we considered, the Wilkinson divider feed 

network is lossy because of the imbedded resistors shown in Fig. 3.5(c). By using (3.30)–(3.32), 

the power dissipated in the Wilkinson divider feed network in the broadside radiation case is 

calculated and shown in Fig. 3.17.    

 

3.4.4  ×4 4  and ×8 8  Vivaldi Arrays 

    Two two-dimensional Vivaldi arrays fed by multistage feed networks are analyzed using the 

proposed method. The sizes of the arrays are 4 4×  and 8 8× , respectively, with the same unit 

cell as in the previous example. Their array configurations and the associated feed networks are 

shown in Figs. 3.18 and 3.19, respectively. Their corporate feed networks are built by following 
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the same approach as for the multistage feed network in Fig. 3.5(b) and using 4 and 6 stages, 

respectively. The computed radiation patterns are shown in Figs. 3.20–3.25, all compared with the 

case of the individual feeding. For the simulation of the 4 4×  array, approximately 800,000 

unknowns are involved, and for that of the 8 8×  array, the total number of unknowns exceeds 

2.3 million. The computational information is given in Tables 3.2 and 3.3, which again show that 

the incorporation of the feed-network modeling only requires a small increase in both the memory 

requirement and solution time. 

 

3.5  Summary 

This chapter presented an accurate and efficient algorithm for incorporating the 

feed-network modeling into the time-domain finite element analysis of antenna-arrays. The feed 

network and the antennas are separated by a set of port interfaces. The antennas are simulated by 

the TDFEM combined with the time-domain WPBC, while the feed network is modeled as a 

linear, passive, multiport electromagnetic device, whose frequency-domain scattering matrix is 

represented in terms of a rational function macromodel. The feed-network macromodel is then 

incorporated into the transient analysis through a computationally efficient, recursive convolution 

scheme. Antennas and the feed network interact with each other through a coupled time-marching 

scheme by exchanging their incident and reflected modal voltages and/or currents through the 

port interfaces. The proposed approach is extended to a domain decomposition formulation to 

enable the simulation of large and complex antenna arrays. No instability is introduced in this 

coupled analysis provided that the frequency range of validity of the feed-network macromodel is 

properly selected and its passivity over the frequency bandwidth of interest is enforced. Finally, 

the validity, efficiency, and capability of the proposed method were demonstrated through its 

application to the modeling of several linear and planar antenna arrays fed by various feed 

networks. The proposed approach allows a full utilization of the recently developed techniques 

for the TDFEM simulations of antennas, including the time-domain WPBC and the dual-field 

domain-decomposition scheme. By efficiently hybridizing the antenna simulation and the feed 
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network macromodel, the proposed approach significantly extends the current antenna modeling 

capability to the system level, making it possible to account for the important interactions 

between the antenna elements and the feed network without significantly complicating the 

simulation of the entire antenna system. This method has the potential for wide application in the 

synthesis and optimization of large antenna array systems with complicated feed structures.  
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3.6  Figures and Tables 

 
Figure 3.1: Port interfaces and the separation of the feed network, the antennas, and the source. 

 

 

 

S p

WPBC

( ) ( , )p t+E r

( ) ( , )p t−E r

V
TDFEM

To Antenna
S p

WPBC

( ) ( , )p t+E r

( ) ( , )p t−E r

V
TDFEM

To Antenna

 

 

Figure 3.2: The TDFEM/WPBC modeling of the antenna domain. 
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Figure 3.3: Algorithm flowchart. (a) Pre-processing of the feed network. (b) Coupled 
time-marching scheme. 

 

 

 

 



 50

 

 

 

 

 

 

Power

Divider

Phase

Shifters

Radiators 
Figure 3.4: A generic feed network. 

 
 
 
 
 



 51

Z0

Z =8Z1 0

Port 0

Port 1

Port 2

Port 8

Stage 1

Transmission Line

 
(a) 

Port 0

Port 1

Port 2

Port 3

Port 4

Port 5

Port 6

Port 7

Port 8

Z =2Z1 0

Stage 1

Z =2Z2 1

Stage 2

Z =2Z3 2

Stage 3

Z0

 
(b) 

Figure 3.5: Three types of power dividers. (a) Single-stage divider. (b) Multistage divider. (c) 
Wilkinson divider [41]. 
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Figure 3.5: Continued. 
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(a) 

 
(b) 

 
Figure 3.6: Pole distribution of the macromodels for two Wilkinson-divider feed networks. (a) 
The broadside case (30 poles). (b) The case where the mainbeam is steered to 45° (50 poles). 
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(a) 

 

(b) 
Figure 3.7: (a) The singular values σi(ω) of the S-matrix and (b) the eigenvalues λi(ω) of the real 
part of the Y-matrix calculated from the macromodel for the broadside case.  
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(a) 

 

(b) 
 

Figure 3.8: (a) The singular values σi(ω) of the S-matrix and (b) the eigenvalues λi(ω) of the real 
part of the Y-matrix calculated from the macromodel for the mainbeam-steered case.  
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Figure 3.9: (a) Unit cell, (b) front view, and (c) top view of the 8 1×  monopole array. 
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(b)  

Figure 3.10: Radiation patterns (xy-plane cut) for the 8 1×  monopole array. (a) Broadside. (b) 
Mainbeam steered to 45°. 
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(b) 

Figure 3.11: Amplitude of the time-domain modal voltage for the electrical field at (a) Port 1 and 
(b) Port 4 for the broadside case ( t∆ = 0.01 ns). 
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Figure 3.12: (a) Geometry of a single Vivaldi antenna. Dimensions: w = 40 mm, d = 55 mm, R = 
5 mm, h = 1.5 mm. The relative permittivity of the stub is 3.0. Stripline width τs = 2 mm. (b) An 
8 1×  linear array configuration. 
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(b) 

Figure 3.13: E-plane radiation patterns using the Wilkinson-divider feed network compared to 
those of the individual feeding case. (a) Broadside. (b) Main-beam steered to o45 . 
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(b) 

Figure 3.14: E-plane radiation patterns using the single-stage feed network compared to those of 
the individual feeding case. (a) Broadside. (b) Main-beam steered to 45°. 
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(b) 

Figure 3.15:  E-plane radiation patterns using the multistage feed network compared to those of 
the individual feeding case. (a) Broadside. (b) Main-beam steered to 45°. 
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(b) 

Figure 3.16: Magnitude of the time-domain modal voltages at the leftmost port ( t∆ = 0.8 ps) 
using different feeding schemes compared to those of the individual feeding case. (a) Single-stage 
feeding. (b) Multistage feeding. (c) Wilkinson-divider feeding. 
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(c) 

Figure 3.16: Continued. 
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Figure 3.17: Total power delivered to the feed network (dotted line), power delivered to antennas 
(dashed line), and power dissipated in the feed network (solid line). All the quantities are 
normalized to the power available from source, i.e., (V0

(+))2/(2Z0). 
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Figure 3.18: (a) The 4 4×  planar array configuration of Vivaldi antennas. (b) The multistage 
feed network for the 4 4×  array. 
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Figure 3.19: (a) The 8 8×  planar array configuration of Vivaldi antennas. (b) The multistage 
feed network for the 8 8×  array. 
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(b) 

Figure 3.20: Radiation patterns of the 4 4×  Vivaldi array with different feeding schemes when 
o0sθ =  and o0sφ = . (a) E-plane. (b) H-plane. 
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(b) 

Figure 3.21: Radiation patterns of the 4 4×  Vivaldi array with different feeding schemes when 
o45sθ =  and o0sφ = . (a) E-plane. (b) H-plane. 
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(b) 

Figure 3.22: Radiation patterns of the 4 4×  Vivaldi array with different feeding schemes when 
o45sθ =  and o90sφ = . (a) E-plane. (b) H-plane. 
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(b) 

Figure 3.23: Radiation patterns of the 8 8×  Vivaldi array with different feeding schemes when 
o0sθ =  and o0sφ = . (a) E-plane. (b) H-plane. 
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(b) 

Figure 3.24: Radiation patterns of the 8 8×  Vivaldi array with different feeding schemes when 
o45sθ =  and o0sφ = . (a) E-plane. (b) H-plane. 
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Figure 3.25: Radiation patterns of the 8 8×  Vivaldi array with different feeding schemes when 
o45sθ =  and o90sφ = . (a) E-plane. (b) H-plane. 
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Table 3.1: Computational information for the simulation of the 8 1×  Vivaldi array 
with different feeding schemes 

Feed-network  
Type 

Peak Memory  
(MB) 

Average solution time  
per time step (second) 

Individual feeding 
(no feed network) 

1034 2.944 

Single-stage feeding 1042 3.021 

Multistage feeding 1042 3.013 

Wilkinson-divider feeding 1042 2.997 

 

 

Table 3.2: Computational information for the simulation of the 4 4×  Vivaldi array  
with different feeding schemes 

Feed-network 
Type 

Peak Memory 
 (MB) 

Average solution time  
per time step (second) 

Individual feeding 
(no feed network) 

1043 3.184 

Multistage feeding 1071 3.910 

 

 

Table 3.3: Computational information for the simulation of the 8 8×  Vivaldi array  
with different feeding schemes 

Feed-network 
Type 

Peak Memory  
(MB) 

Average solution time  
per time step (second) 

Individual feeding 
(no feed network) 

1227 11.765 

Multistage feeding 1313 14.517 
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CHAPTER 4 
A HYBRID FIELD-CIRCUIT SIMULATOR 

BASED ON THE EXTENDED TDFEM 
 

4.1  Introduction 

    Hybrid field-circuit solvers that combine a full-wave analysis and a lumped circuit 

simulation become indispensible for accurate characterization of complicated and mixed-scale 

electromagnetic devices. Consequently, circuit modeling has been incorporated into different 

types of time-domain full-wave simulation techniques resulting in various hybrid field-circuit 

simulators in the literature [42]-[57].  

Considerable effort is focused on the extension of the FDTD capability to incorporate the 

treatment of lumped circuit elements [42]-[50]. In the context of FDTD, lumped circuit elements 

are treated by either assigning each of them into an edge of the FDTD grid [42], [43] or by using 

an algorithm based on the equivalent-source concept [44]-[46]. These techniques have been 

widely employed for the analysis of high-speed interconnects [47], crosstalk and package effects 

[48], as well as active microwave circuits such as amplifiers and mixers [49], [50]. 

Circuit simulations have also been hybridized with time-domain integral-equation (TDIE) 

solvers [51], [52]. The resulting hybrid simulators rely on the coupled TDIE-based full-wave and 

SPICE-like circuit simulations to track transient interactions between distributed (electromagnetic) 

and lumped (circuit) subsystems. To improve computational efficiency, the involved TDIE 

simulations are usually accelerated by fast algorithms such as the plane wave time-domain 

(PWTD) method [51] and the parallel time-domain adaptive integral method (AIM) [52]. These 

simulators have been applied to the analysis of various active and nonlinear antennas and 

microwave circuits, including power amplifiers and power-combining arrays. 

    Similar to the FDTD, early studies on the incorporation of lumped circuit elements into the 

TDFEM are focused on a simple approach of directly stamping their voltage-current relationships 
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into the primary finite element matrices [53]. This technique, though straightforward, is limited to 

the cases that involve only linear and passive elements such as resistors, capacitors, and 

inductors, and thus it lacks the flexibility to include more extensive circuit networks or isolated 

lumped elements with more complex behavior, such as nonlinearities. Later, an approach similar 

to the FDTD equivalent-source method was introduced into the TDFEM framework [54]-[56]. In 

this approach, the circuits which are associated with certain FEM edges are treated as a separate 

application and the coupling between the FEM system and the circuits is modeled as an 

equivalent-current generator with an internal capacitive admittance at the lumped circuit port, 

which is then solved together with the linear/nonlinear state equations of the circuits, using either 

a direct call of SPICE [54] or a proper finite-difference scheme [55], [56]. This technique has 

been first formulated for the coupled first-order Maxwell’s equations [54], [55] and then adapted 

to the second-order wave equations [56]. It has been successfully applied to various examples 

including active antennas [54], microwave amplifiers and oscillators [55], [56]. However, since 

this approach does not preserve the symmetry for the mutual coupling between the TDFEM and 

the circuit equations, it may have limited stability because the symmetry is a general requirement 

for achieving unconditional stability in a time-marching solution. In addition, this approach 

requires quite a few matrix manipulations to form the equivalent current source and the internal 

capacitive admittance matrix. Furthermore, it adopts a different time-discretization technique and 

thus a different solution scheme for the FEM unknowns associated with lumped circuits from 

those for the rest of the FEM unknowns. These manipulations and special treatments make it 

difficult to adapt an existing TDFEM code to a hybrid field-circuit solver. Recently, a 

circuit-oriented FEM technique has also been proposed for field-circuit coupled simulation in 

both frequency and time domains [57]. In this technique, an equivalent electrical network for the 

FEM system is formed and directly loaded into a SPICE circuit simulator together with any 

lumped circuit components superposed to the FEM edges. 

    In this chapter, a symmetric hybrid field-circuit solver based on an extended TDFEM 

algorithm is proposed, which was inspired by a TDIE-based field-circuit simulator [51]-[52]. The 
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computational domain consists of distributive passive elements and active/passive lumped 

circuits. The FEM subsystem is formed by modeling the distributive passive elements by the 

standard TDFEM using the Newmark-beta scheme [1], while the lumped circuits are analyzed by 

a SPICE-like transient circuit solver based on the modified nodal analysis to form a circuit 

subsystem [58]. The coupling from the FEM subsystem to the circuit subsystem is realized by 

introducing an independent voltage source at each lumped port (FEM edge) whose value is 

determined by the TDFEM solution. On the other hand, the port currents of the circuit are 

computed by the circuit subsystem and become impressed current excitations along the associated 

FEM edges, which enable the circuit-to-FEM coupling. This hybridization of the TDFEM solver 

with the circuit solver results in a coupled FEM-circuit global system. Submatrices that represent 

mutual coupling of the FEM and circuit subsystems have been formulated into the global system. 

The symmetry of the mutual coupling and, thus, of the global system matrix is preserved. The 

resulting global FEM-circuit system is then solved at each time step by a solution algorithm 

adapted from the standard (quasi-) Newton algorithm.  

A coupling technique similar to that in this work has been used to obtain a symmetric global 

system matrix where the TDFEM is hybridized with the transmission-line modeling of thin wires 

and thin slots [9], [59]-[60]. In those cases, the semi-discretized governing equations of 

subsystems are first hybridized and then discretized in time together to form the global system 

matrix. In this work, such a hybridization before time discretization is not available because the 

circuit analysis directly leads to a fully discretized circuit subsystem. The global system matrix is 

therefore directly assembled from the fully discretized FEM and circuit subsystems. This scheme 

minimizes extra matrix manipulations so that an existing TDFEM solver can be easily extended 

to a hybrid field-circuit solver. The proposed solver significantly extends the capability of the 

existing TDFEM solver to modeling more complex nonlinear and active systems. 

The coupling technique above is strictly synchronous and so is referred to as a global time- 

stepping scheme, in the sense that it requires a common time-step size for both FEM and circuit 

subsystems. This seems a natural and straightforward way to hybridized the two subsystems. In 
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contrast, a more generalized time-stepping scheme allows the signals in the different subsystems 

to be tracked and sampled at different time-step sizes and thus provides the freedom to choose 

subsystem-specific time-step sizes. It is referred to as a local or flexible time-stepping scheme 

later in this chapter. Compared to the global time-stepping scheme, this generalized time-stepping 

scheme improves the computational efficiency of the existing TDFEM-based hybrid field-circuit 

solver especially when the computational cost associated with the slow subsystems with a larger 

time-step size is much higher than that associated with the fast subsystems with a smaller 

time-step size.  

In the following, Section 4.2 describes in detail the construction of the FEM and circuit 

subsystems as well as the coupling scheme and hybridization of these two subsystems, followed 

by a discussion of the solution schemes to efficiently solve the resulting global system of the 

mixed linear and nonlinear equations. The numerical examples are then presented in Section 4.3 

to validate the proposed methodology and demonstrate its application and performance. The 

hybrid field-circuit simulation with a generalized flexible time-stepping scheme is described and 

validated in Section 4.4, followed by a brief summary in Section 4.5. 

 

4.2  Formulation 

4.2.1 Construction of the FEM Subsystem 

    The computational domain consists of both distributive passive elements and active/passive 

lumped circuit. The distributive passive part is modeled by the standard TDFEM described in 

Chapter 2, which leads to the FEM subsystem. However, because of the presence of lumped 

circuit elements in the distributive part, there will be an additional term in the right-hand side of 

(2.3) as  

( )
2

im CKT
0 02 2

0

1 r

r t tc t
ε µ σ µ

µ
∂ ∂ ∂

∇× ∇× + + = − +
∂ ∂∂

E EE J J      (4.1) 

where CKTJ  denotes the impressed current excitation at the lumped ports (FEM edges) 
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introduced by the associated lumped circuits. Following the procedure described in Chapter 2, the 

finite element discretization of (4.1) in the computational domain using hirachchcal vector basis 

function and the first-order ABC yields the following semidiscrete system: 

[ ] [ ] [ ] [ ]( )
2 FEM CKT

0
2 2

0 00

1 { } 1 { } { } { }{ } Ze e b bS e M G A
c t c t tc t

 ∂ ∂ ∂ ∂
+ + + = + ∂ ∂ ∂∂  

    (4.2) 

where the expressions for the matrix entries in [ ]S , [ ]M , [ ]G  and [ ]A  are given in 

(2.16)-(2.18) and (2.28), respectively, and  

FEM/CKT im/CKT .i iV
b dV= − ⋅∫∫∫ N J        (4.3) 

    Next, discretization of (4.2) in the time domain using the Newmark-beta scheme yields the 

following the updating equation: 

[ ] [ ] [ ]
CKT FEM

2
0 1 1 2 2 0 0

1 1

{ } { }{ } { } { }n n n
n n

b bE e E e E e c t Z
t t− −

− −

    ∂ ∂
= + + ∆ +     ∂ ∂    

     (4.4) 

where time index max1,  2,  ...,  n T=  and 

[ ] [ ] [ ] [ ] [ ]( )
2 2
0 0

0 4 2
c t c tE S M G A∆ ∆

= + + +       (4.5) 

[ ] [ ] [ ]
2 2
0

1 2
2

c tE S M∆
= − +          (4.6) 

[ ] [ ] [ ] [ ] [ ]( )
2 2
0 0

2 .
4 2

c t c tE S M G A∆ ∆
= − − + +      (4.7) 

The size of the FEM solution vector { }e  is denoted as FEMN . 

    The explicit expression of CKT
1

{ }
n

b t
−

 ∂ ∂   will be derived in Section 4.2.3 where the 

circuit-to-FEM coupling is described. For simplicity, in the remainder of this chapter, we ignore 

the sources inside the FEM domain by setting FEM{ } 0b = .  

 

4.2.2 Stamping Technique  

Common lumped passive circuit elements such as resistors, capacitors, and inductors can be 

included into the TDFEM scheme by simply adding their individual values to the proper locations 
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of the primary FEM matrices. This is referred to as the stamping technique in this dissertation. In 

the following, a brief derivation of this technique will be included.  

The voltage kV  along an edge k whose direction is denoted as k̂l  can be computed as the 

negative of the line integral of the electric field vector E along that edge. Considering the 

expansion of the electric field in terms of the tangentially continuous basis functions kN  of the 

zeroth order, the following expression for kV  can be obtained: 

ˆ ˆ
k k

k k k k kl l
V l dl e l dl = − ⋅ = − ⋅ 

 ∫ ∫E N .      (4.8) 

If there is a lumped element or a lumped circuit port associated with edge k, the current flow kI  

in the lumped element (or the circuit port) is along edge k but with an opposite direction to k̂l  

(shown in Fig. 4.1(a)). As an result, ( )CKT ˆ
k kI lδ= −J  and  

CKT CKT ˆ
k

k k k k kV l
b dV I l dV = − ⋅ = ⋅ 

 ∫∫∫ ∫N J N .     (4.9) 

The voltage-current relation for a resistor with a value R is 

1
k kI R V−= .        (4.10) 

Substituting (4.10) into (4.9) and then into (4.2), it is found that the insertion of a lumped resistor 

R at edge k can be implemented by stamping the matrix [ ]G  in (4.2) as 

2
1

0
ˆ

k
kk kk k kl

G G Z R l dl−  → + ⋅ 
 ∫ N .     (4.11) 

Using the fact that the voltage-current relation for a capacitor with a value C is 

k
k

dVI C
dt

=         (4.12) 

the insertion of a lumped capacitor C at edge k can be implemented by stamping the matrix [ ]M  

in (4.2) as 

2

0 0
ˆ .

k
kk kk k kl

M M Z c C l dl → + ⋅ 
 ∫ N      (4.13) 
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Similarly, the voltage-current relations for an inductor with a value L  

1
k kI L V dt−= ∫         (4.14) 

can also be stamped into [ ]S  in (4.2) as 

21
0

0

ˆ
k

kk kk k kl

Z LS S l dl
c

−
 → + ⋅ 
 ∫ N .     (4.15) 

Note that the time integral dt⋅∫  in (4.10) cancels with the time derivative {}
t

∂ ⋅
∂

 in (4.2). 

From the above, it is evident that in the case of the zeroth order edge basis function, 

stamping of lumped element values only affects the diagonal entries of the corresponding primary 

FEM matrices. The formulation can easily be extended to the case when higher order basis 

functions [1], [24], and [25] are employed in field expansion. Because of this, there is more than 

one basis function contributing to the expansion of the electric field and thus the voltage along 

edge k can be expressed as  

1

ˆ ˆ
p p

k k

P

k k k k kl l
p

V l dl e l dl
=

 = − ⋅ = − ⋅ 
 ∑∫ ∫E N      (4.16) 

if P is the number of basis functions associated with edge k. As a result, the diagonal blocks of the 

corresponding primary FEM matrices will be affected as, for q, p = 1, 2, …, P 

1
0

ˆ ˆ
q p

k k
pq pq k k k kl l

G G Z R l dl l dl−   → + ⋅ ⋅  
  ∫ ∫N N     (4.17a) 

0 0
ˆ ˆ

q p
k k

pq pq k k k kl l
M M Z c C l dl l dl  → + ⋅ ⋅  

  ∫ ∫N N      (4.17b) 

1
0

0

ˆ ˆ
q p

k k
pq pq k k k kl l

Z LS S l dl l dl
c

−
  → + ⋅ ⋅  
  ∫ ∫N N .       (4.17c) 

Similarly, the formulation above can also be extended to the case when there are multiple 

(more than one) edges 1 2
ˆ ˆ ˆ ˆ( , , , , ,  )k Kl l l l" " associated with one lumped port (path l̂ ). Again, 

there is more than one basis function contributing to the voltage along path l̂  which can be 

expressed as the summation of voltages along all the edges 1 2
ˆ ˆ ˆ ˆ( , , , , ,  )k Kl l l l" "  on path l̂ , 
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1 1 1

ˆ ˆ ˆ
k

p p
k k

PK K

l k k k kl l l
k k p

V ldl l dl e l dl
= = =

    = − ⋅ = − ⋅ = − ⋅         
∑ ∑ ∑∫ ∫ ∫E E N   (4.18) 

where kP  is the number of basis functions associated with edge k̂l . The corresponding block 

(with a size of 
1

K

k
k

P
=
∑ ) of the primary FEM matrices will be affected as, for 'kq  = 1, 2, …, 'kP , 

kp  = 1, 2, …, kP , and k = 1, 2, …, K, 

' ' ''

1
0 '

ˆ ˆ
k k k k q pk kk k

p q p q k k k kl l
G G Z R l dl l dl−   → + ⋅ ⋅  

  ∫ ∫N N    (4.19a) 

' ' ''
0 0 '

ˆ ˆ
k k k k q pk kk k

p q p q k k k kl l
M M Z c C l dl l dl  → + ⋅ ⋅  

  ∫ ∫N N     (4.19b) 

' ' ''

1
0

'
0

ˆ ˆ
k k k k q pk kk k

p q p q k k k kl l

Z LS S l dl l dl
c

−
  → + ⋅ ⋅  
  ∫ ∫N N .      (4.19c) 

Obviously, the stamping technique is only desired for the simplest cases. Not only is it able 

to handle limited types of linear circuit elements, but also each element in the circuit netlist has to 

be assigned to one FEM edge, so the technique lacks the capability and flexibility to process more 

complicated circuit networks. However, this straightforward technique is well-known for its 

simplicity and validity and thus can be used as a simple validation to the more advanced hybrid 

field-circuit solver developed in this work. In addition, the stamping technique can also be used 

as a supplement to the proposed hybrid field-circuit solver whenever a circuit subsystem 

described in Section 4.2.3 cannot or does not need to be formed. 

 

4.2.3 Construction of the Circuit Subsystem 

    The circuit simulation in this work is carried out based on SPICE3 [61]. The resulting circuit 

solver performs a linear and nonlinear large-signal transient analysis on an arbitrary number of 

independent multiport circuit networks. Using the modified nodal analysis, governing circuit 

equations are formulated based on the circuit topologies and by applying Kirchoff’s current law at 

all the nodes (except for the reference node) and Kirchoff’s voltage law to independent loops. 

This analysis yields the system of equations in the time domain 



 82

[ ] ( )CKT CKT,nl CKT CKT{ } { }n n n nY V V+ =I I        (4.20) 

at each time step t n t= ∆ , max1,  2,  ...,  n T= . The time-independent admittance matrix [ ]Y  

consists of contributions from linear and time-invariant circuit elements and the companion 

models of linear capacitors and inductors that are formulated using the trapezoidal integration 

rule. The vector of circuit unknowns CKT{ }nV  contains both node voltages and branch currents 

that flow through the internal supplied voltage sources, if any. Accordingly, the overall dimension 

of the system in (4.20), denoted as CKTN , is equal to the number of nonreference nodes plus the 

number of independent voltage sources in the circuit netlist. The excitation vector CKT
nI  holds 

the values of both the supplied sources and those derived from the companion models. The vector 

( )CKT,nl CKT{ }n nVI  represents all the contributions from the branch equations of nonlinear elements. 

Therefore, the number of nonlinear equations in (4.20) is proportional to the number of nonlinear 

circuit elements. The resulting system of equations can be solved at each time step using the 

multidimensional Newton-Raphson method [62].  

    Note that although some advanced commercial circuit simulators incorporate dynamic 

time-stepping control algorithms to improve the flexibility, speed, and accuracy of the solution, in 

this work the circuit equation system is solved by marching on in time using a constant but small 

time-step size (same as that in the time-domain FEM solver) throughout the entire simulation, 

which is common in almost all kinds of hybrid solvers. The time-step size is determined by the 

highest frequency of the operation frequency band in order to capture the fastest-changing signal 

components. 

     

4.2.4 Coupling Scheme and Global System of Equations  

    The global system of equations is formed by coupling the FEM and circuit subsystems that 

are represented by (4.4) and (4.20), respectively. Geometrically, a circuit subsystem contains one 

or multiple lumped ports that reside on individual FEM edges, and thus are coupled with the FEM 
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subsystem through the group of FEM unknowns associated with those edges. Methodologically, 

this mutual coupling is modeled by introducing equivalent impressed (supplied) sources to each 

subsystem, elaborated as follows. 

    As illustrated in Fig. 4.1(b), the FEM-to-circuit coupling is modeled by introducing external 

supplied voltage sources into the circuit subsystem at the lumped ports. The values of these 

external voltage sources are solely determined by the FEM unknowns associated with the edges 

where the lumped ports reside. By introducing these external voltage sources, (4.20) is expanded 

and becomes 

[ ] [ ]
[ ]

( )
[ ]

CKT CKT,nl CKT CKT

CP

{ } { }
{ }{ }

n n n n
T

nn

Y B V V
C eB I

           + =       
−            

I I
0 0

.    (4.21) 

Here, vector CP{ }nI  includes currents in the external voltage sources, whose dimension is equal 

to the number of lumped ports, denoted as CPN . Matrix [ ]B  has a size of CKT CPN N×  and 

contains only 1’s, –1’s, and 0’s to select the circuit nodes that are connected to the external 

voltage sources. Matrix [ ]C  has a size of CP FEMN N×  and is formulated to compute the values 

of the external voltage sources from the FEM solution vector { }ne . The nonzero entries of [ ]C  

can be written as 

( )
( )

ˆ
i k

ki i i kl
C l dl= ⋅∫ N          (4.22) 

where k is the index of external voltage sources and i is the index of the FEM unknown on the 

associated edge whose direction is denoted as ( )î kl .  

    Similarly, the circuit-to-FEM coupling is modeled by introducing impressed current sources 

into the FEM subsystem at the FEM edges that reside at the lumped ports of the circuit 

subsystem. The existences of these impressed current sources are represented in (4.4) as 

CKT
1

{ }
n

b t
−

 ∂ ∂  . By observing the facts that the values of these current sources are equal to 

CP
1{ }nI −−  and their directions are opposite to the direction of the associated edges (shown in Fig. 
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4.1(c)), the explicit expression for CKT
1

{ }
n

b t
−

 ∂ ∂   can be derived. More specifically, the ith 

entry in CKT
1

{ }
n

b t
−

 ∂ ∂  , FEM1,2,...,i N= , is 

{ }
( )

CKT
CP

( ) , 1
1

{ } ˆ( )
i k

i
i i k k nl

n
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If a central-difference formula is applied to approximate the time derivative, (4.23) can be written 

as 

[ ]
CKT

T CP CP
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{ } 1 { } { }
2 n n

n

b C I I
t t

−

 ∂  = − −   ∂ ∆ 
.     (4.24) 

    Finally, substituting (4.24) into (4.4) and combining with (4.21) yields the following coupled 

system of equations:  

( )n n=F x b           (4.25) 

where { }TCKT CP{ } { } { }n n n ne V I=x  and 
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  (4.27) 

Note that to derive (4.25), all the quantities at time step n have been moved to the left-hand side 

and solved simultaneously, and (4.21) has been scaled with a constant 0 0( ) 2c tZς = ∆ . These 

simple manipulations lead to the desired symmetry in the resulting global matrix system of 

equations (4.25). Also, note that the third lines of (4.26) and (4.27) actually explicitly enforce the 

equality between the voltages over the lumped circuit ports and the voltages cross the 

corresponding FEM edges.  
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4.2.5 Solution Algorithm  

    The solution of the system of equations involving nonlinearity usually requires special care. 

Equation (4.25) can be treated as a global nonlinear system of equations of size 

FEM CKT CPN N N+ + , which can be solved for the global solution vector nx  at time t n t= ∆ , 

max1,2,...,n T= , simply by using the standard multidimensional Newton-Raphson algorithm [62]. 

This involves the solution of the following linearized system, at the kth Newton iteration of the 

nth time step: 
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    (4.28) 

where the Jacobian matrix [ ] CKT
, 1

CKT,nl CKT,nl CKT
, { }

{ }
n k

n nn k V
J V

−

= ∂ ∂I  is computed via analytical 

formulas. However, since (4.25) is a system of mixed linear and nonlinear equations and the 

linear equations significantly outnumber the nonlinear equations, applying the standard 

Newton-Raphson algorithm to such a large matrix system in (4.25) is not an optimal solution in 

terms of efficiency. Furthermore, some entries of the matrix in (4.28) change for every Newton 

step of each time step, and thus it is very difficult to perform prefactorization of the system matrix 

when a direct solver is applied to solve (4.28), or to generate a satisfactory preconditioner when 

an iterative solver is applied. Therefore, in order to solve (4.25) in a more efficient way, we adapt 

the solution algorithm that was used in a hybrid field-circuit solver based on the time-domain 

integral equation [51], and modify this algorithm to further reduce its computational cost.  

    First, the linear and nonlinear circuit unknowns are separated as CKT{ }nV = 

{ }TCKT,l T CKT,nl T{ }   { }n nV V , where CKT,nl{ }nV  is the nodal voltage unknowns that are involved in 

the expressions of CKT,nl
nI . Therefore, CKT,nl

nI  can be expressed as CKT,nl CKT,nl({ })n nVI . We denote 

the size of CKT,nl{ }nV  as CKT,nlN . The Newton-Raphson method is then applied to a much 
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smaller nonlinear system of equations CKT,nl({ })nV =f 0  whose dimension is equal to CKT,nlN . 

Here, CKT,nl({ })nV =f 0  is actually a reduced equivalent system of (4.25), where only CKT,nl{ }nV  

is kept while other unknowns are eliminated. The matrix-reduction process (elimination of 

unknowns) is not done explicitly. Instead, we solve a linear matrix equation and extract the 

nonlinear part of the solution vector to construct CKT,nl({ })nVf . The solution algorithm is stated as 

follows.  

    At t n t= ∆ , max1,2,...,n T= : 

    1. Update the equivalent sources of linear and nonlinear capacitors and inductors and  

      compute nb  in (4.27). 

    2. Enter the Newton iteration, for k = 1, 2, … 

      2.1) Solve the following system with a natural initial guess CKT,nl CKT,nl
,0 1{ } { }n nV V −= : 

[ ] [ ]

[ ]
( )

T
, 10

CKT CKT,nl CKT,nl
, 1 , 1

T CP
, 1

{ }

[ ] [ ] { } { }

[ ] { }

n k

n k n n n k

n k

eE C
Y B V V

C B I

ς
ς ς ς

ς ς

−

− −

−

     
     

= −     
     
     

00
0 b I

0 0

�
�
�

   (4.29) 

      2.2) Extract CKT,nl
, 1{ }n kV −
�  from CKT

, 1{ }n kV −
� , and compute CKT,nl CKT,nl

, 1 , 1 , 1{ } { }n k n k n kV V− − −= −f � . 

        If , 1norm( ) TOLn k− <f , then { }TT CKT T CP T
, 1 , 1 , 1{ }   { }   { }n n k n k n ke V I− − −=x � �� , and exit the 

        Newton iteration.  

        Otherwise, continue to iterate. 

      2.3) Compute CKT,nl
,{ }n kV  for the next Newton iteration by solving 

         [ ] CKT,nl
, , 1,

{ }n k n kn k
J Vδ −⋅ = −f f , and thus CKT,nl CKT,nl CKT,nl

, , 1 ,{ } { } { }n k n k n kV V Vδ−= + . 

The Jacobian matrix [ ] CKT,nl
, 1

CKT,nl
, { }

{ }
n k

nn k V
J V

−

= ∂ ∂f f  of size CKT,nlN  can be computed either 

analytically or numerically via the forward-difference formula, but either way it requires solving 

(4.29) with CKT,nlN  different right-hand sides. The derivation and proof of validity of this 

solution procedure have been included in Appendix B. The obvious advantage of this algorithm is 
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that the system matrix in (4.29) is now time-independent and thus can be preassembled and 

prefactorized before time marching starts. Furthermore, the Newton-Raphson method is applied 

to an equivalent system of much smaller size than that of (4.29), and can achieve faster 

convergence. The drawback is that the computational cost for computing the Jacobian matrix is 

relatively high. However, this problem can be alleviated if the quasi-Newton methods, such as 

Broyden’s method, are used to provide inexpensive approximations to the Jacobian matrix [62]. 

Therefore, we modify Step 2.3 by replacing Newton’s updating formulas with the following 

process.  

      2.3) If not converged, update CKT,nl
,{ }n kV  through the following steps:  

     a) Solve CKT,nl
,{ }n kVδ  from CKT,nl

, , 1, 1
{ }n k n kn k

J Vδ −−
  ⋅ = − 

f
f� . 

     b) Calculate CKT,nl CKT,nl CKT,nl
, , 1 ,{ } { } { }n k n k n kV V Vδ−= + . 

     c) Compute ,n kf  by solving (23), and , , 1k n k n kδ −= −f f f . 

     d) Update the approximated Jacobian matrix as 
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{ } { }
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   = +   

⋅

f

f f
f �

� � .   (4.30) 

The above updating process only requires solving (4.29) once to update the approximated 

Jacobian matrix J  
f�  and converges superlinearly, which is found to be almost as fast as the 

Newton’s method that converges quadratically when t∆  is relatively small, but with a much 

smaller computational cost. An efficient implementation of the above updating scheme involves 

QR decomposition, which is available from [62]. The robustness of the algorithm can be greatly 

improved when it is combined with a line search technique. 

    The initial guess 
,0n

J  
f�  at time step n can be computed using the finite difference 

approximation, but the converged Jacobian matrix from the previous time step 
1n

J
−

  
f�  is usually 

a very good choice. For n = 1, we can even simply use an identity matrix. Therefore, we can 



 88

minimize the number of times required to solve (4.29). 

 

4.3  Numerical Results 

In this section, the proposed hybrid field-circuit solver is applied to several numerical 

examples to validate the algorithm and demonstrate its accuracy and applications. In the 

following examples, all conductors are assumed perfect and all dielectrics are assumed linear, 

isotropic, nondispersive, lossless and of relative permittivity ( )ε r . Extensions to more general 

lossy, anisotropic and dispersive dielectric materials are possible [2], and the hybrid scheme 

described in this chapter would remain valid and efficient. The electromagnetic structure resides 

in free space with permittivity 0ε  and the outer boundary is truncated by the first-order ABC. 

The permeability of the structure and the surrounding free space is 0µ .  

It is further assumed that this field’s spectrum is band-limited, i.e., essentially vanishes for 

frequencies maxf f>  and that the field is zero for 0t ≤ . For the numerical examples with the dc 

sources for the circuit subsystem, the simulation always starts with zero initial conditions 

assumed for both the FEM and circuit unknowns. The dc sources are then turned on gradually in 

order not to violate the causality and assure the accuracy. One possible way to turn on dc sources 

is to multiply the final dc value dcV  with a three-derivative smooth window function defined as 

3 4 5
d 0 0 0 0

0

0                                              0
( , ) 10( ) 15( ) 6( )     0

1                                                

t
f t t t t t t t t t

t t
τ

 ≤


= − + < <
 ≥

    (4.31) 

where 0t  is the time delay. The transient analysis is performed until the system reaches its 

steady state. Another way to handle the dc bias sources is described in Section 4.4.3. As an 

implicit time-marching scheme is employed, the time-step size for the global system only 

depends on the highest frequency of the operation frequency band. For the examples with 

nonlinear circuit elements involved, a smaller time step may be necessary for better convergence 
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of the nonlinear solver which uses the converged solutions of the previous time step as an initial 

guess for the current time step. 

 

4.3.1  A Terminated Coaxial Cable 

To validate the proposed hybrid technique, we first consider an air-filled coaxial cable 

terminated with a lumped circuit, which was previously studied in [34]. The cable is 1 m long 

with the inner and outer conductors having radii of 4 mm and 8 mm, respectively. The cable is 

driven by a Norton equivalent source, which can be represented by a parallel combination of a 

driving current source with a 5 Ω  resistor. The termination at the far end is a lumped circuit that 

consists of a 100 pF capacitor in series with the parallel combination of a 10 nH inductor and a 

5 Ω  resistor.  

As mentioned in Section 4.2.2, in order to stamp the values of lumped circuit elements into 

the FEM primary matrices using the well-known stamping technique, each of these elements 

needs to be properly assigned to an FEM edge. The two end surfaces of the cable are the ones 

used for the assignment of the lumped elements. Considering the load end first, two cascaded 

edges connecting the inner and outer conductors are selected. The capacitor is assigned along one 

of these edges. The parallel combination of the resistor and the inductor is assigned at the other 

edge. A PMC boundary condition is enforced along all the remaining edges on the load-end 

cross-section surface. Similarly, on the cross-sectional surface associated with the driving end of 

the coaxial cable, a PMC condition is assigned along all edges except for one that connects the 

two conductors, along which the 5 Ω  resistor is assigned. This edge is also chosen as the 

excitation port at which the driving current source will be connected, and the voltage measured at 

this port is used to compute the input impedance of the terminated cable. 

In contrast, the simulator proposed in this chapter treats the circuit elements together as a 

lumped circuit. Two lumped ports are defined and each of them is assigned to one FEM edge that 

connects the inner and outer conductors at the driver and the load end of the coaxial cable, 

respectively. Naturally, the circuit nodes on the outer conductor are treated as the ground nodes in 
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the circuit analysis. Note that in this example, the nonlinear terms in (4.25)-(4.27) vanish, and 

hence (4.25) can be efficiently solved by a standard linear sparse solver.  

Figures 4.2(a) and (b) show the time profile of the transient voltage across the driving and 

load ends, respectively, computed by the proposed hybrid field-circuit solver and compared to 

those computed by the stamping technique. The information has also been transformed to the 

frequency domain. Figure 4.3 illustrates the real and imaginary parts of the computed input 

impedance as a function of frequency. The spectrum of the voltage across the load end 

(normalized to the spectrum the input current source function) is also plotted in Fig. 4.4. From the 

above figures, it is clear that excellent agreement is achieved between the proposed hybrid 

field-circuit solver and the stamping technique. Figure 4.5 records the magnitude of the port 

voltages up to 80,000 time steps to demonstrate the numerical stability of the proposed algorithm. 

 

4.3.2  Microwave Amplifier 

    Next, a more practical example of a nonlinear metal-epitaxial-semiconductor field-effect- 

transistor (MESFET) amplifier circuit is considered in order to further verify the accuracy and 

demonstrate the application of the proposed simulator. This circuit was previously analyzed by 

FDTD-based [48], FETD-based [55], and PWTD and AIM accelerated TDIE-based [51]-[52] 

hybrid field-circuit solvers. Figures 4.6(a) and (b) show the top and front views of the amplifier 

circuit. Microstrip lines are mounted on a finite dielectric substrate which is backed by an equally 

sized ground plane. The substrate is 0.7874 mm thick, of size 17.526× 16.256 mm, and of relative 

permittivity 2.33. On the substrate resides the microwave matching network that is connected to a 

packaged active device (GaAs MESFET) at the center. The large-signal circuit model of the 

MESFET, illustrated in Fig. 4.6(c), consists of one nonlinear capacitor and one nonlinear current 

source, whose values are both voltage-controlled: 
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ggs

g g
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g

V
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
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    (4.32) 
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and 

2 3
ds gs d 0 1 gs 2 gs 3 gs d( , ) ( ) tanh( )I V V A AV A V A V Vα= + + +     (4.33) 

where 0A = 0.5034, 1A = 0.2595, 2 0.0542,A = − 3 0.0305A = −  and α = 1.0. The input and 

output ports are both terminated with lumped 50 Ω resistors in series with the dc supplied sources 

GGV  (Port 1) and DDV  (Port 2). The transient expressions for the dc supplied sources are 

GG d0.81 ( ,1 ns)V f t= −  and DD d18.96 ( ,1 ns)V f t=   in order to provide a dc-bias condition for 

this amplifier with GS 0.81 VV = − and DS 6.4 V.V =  To capture the coupling between the 

electromagnetic fields and the lumped circuits, four lumped ports are defined at Port 1 (input), 

Port 2 (output), device gate terminal (G-S) and device drain terminal (D-S), respectively.   

    To calculate the S-parameters of the microwave amplifier, a small-signal analysis is 

performed. Once the system reaches its steady state, a unit amplitude modulated Gaussian pulse 

SV  centered at 6 GHz is added on top of the dc signal as an ac excitation while the active device 

still operates in the linear region. The ac responses are calculated by subtracting the steady-state 

(dc-only) responses from the simulated transient responses and then used to compute the 

S-parameters. The equivalent circuit for small-signal operation is illustrated in Fig. 4.7; the 

method to extract the S-parameters, particularly 11S  and 21S , from the ac responses is to 

compute the input impedance in ( )Z f  at Port 1 and the ac output voltage Port 2V�  and use the 

following formulas [63]: 

in 1
11

in 1
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Z f RS
Z f R

−
=

+
        (4.34a) 

( )
( )
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21
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S

F V
S

F V
=

�
        (4.34b) 

where ( )F ⋅  denotes a Fourier transform and in ( )Z f  can be computed as 
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= =
� �
� � .      (4.35) 

The time profiles of the voltages at Port 1 (input) and Port 2 (output) are shown in Fig. 4.8. The 

calculated 11S  and 21S  are shown in Fig. 4.9 and the agreement with the results computed by 

other numerical algorithms [48], [52], and [55] and HP ADS [38] is seen to be good.    

    The nonlinear phenomena of the microwave amplifier can be analyzed by a large-signal 

analysis. While the dc setup is the same as in the previous case, the input AC signal now contains 

a single-tone excitation of 6 GHz at an input power level of 5.95 dBm. The resulting transient 

voltage waveforms at Terminals G-S and D-S are plotted in Fig. 4.10. The power delivered to the 

load can be calculated from the AC voltage across the resistor loaded at Port 2 by  

( )2
L Port 2 2( ) ( )P f V f R= � .      (4.36) 

Nonlinear phenomena cause the output power to appear at the harmonic frequencies of 6 GHz, 

and the output power increases as the input power level increases, which is evident in Fig. 4.11, 

where the output power spectrum for the first, second, and third harmonic frequencies with three 

different input power levels ( 4.02− dBm, 5.95 dBm, and 14.00 dBm) is shown. The result agrees 

well with the results reported in [55]. Note that the values between harmonics are actually the 

numerical noises from the Fourier transform which can be further lowered by using longer time 

responses or proper windowing techniques. 

 

4.3.3  Shielded Amplifier 

It would be interesting to know how the packaging structure affects circuit performance 

when the circuit is placed in a shielding structure. Obviously, such an analysis is beyond the 

capability of circuit simulators such as HP ADS but can be accomplished by the method 

described in this chapter by including the circuit as well as the shielding structure in the hybrid 

TDFEM analysis. In this section, the effect of shielding structures on the performance of the same 

MESFET amplifier described in Section 4.3.2 is analyzed. Physically, the shielding structure 
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forms a partially filled cavity [48]. Due to the natural resonance, the energy will be inevitably 

coupled back to the circuit. As a nonlinear amplifier circuit, this feedback makes the stability 

circles drift and may result in oscillation or instability. In order to avoid oscillation, dimensions of 

the packaging structure are chosen such that the resonant frequency is raised far above the 

frequency range of interest. For this purpose, the shielding structure is a perfectly conducting box 

with dimensions 17.53× 16.26× 4.72 mm, chosen carefully so that the first resonant frequency is 

11.79 GHz, which is higher than 9.0 GHz, the maximum frequency of interest. This ensures 

stability of the amplifier circuit and avoids any possible oscillations due to the interactions 

between the shielding structure and the amplifier in the transient simulation.  

The side and front views of the amplifier with the shielding structure are shown in Fig. 4.12. 

On each of the input and output sides, there is a rectangular hole with its dimensions denoted by 

w and h. We explore two cases of hole dimensions: 9.27× 2.36 mm (Shield 1) and 5.08× 1.22 mm 

(Shield 2). The computed S-parameters are presented in Fig. 4.13, compared with those of the 

previous unshielded case. It is observed that the shields with different hole sizes have quite 

similar effects on the S-parameters. Specifically, the frequency of the matching dip in 11S  

remains unchanged but the value of 11S  is decreased by 0.89 dB, while there is a 0.69 dB 

increase in 21S  around 6.0 GHz, which agrees with the conclusion in [48].  

 

4.4  A Flexible Time-Stepping Scheme 

4.4.1  Global Time Stepping v.s. Local Time Stepping 

Like many other hybrid field-circuit solvers based on implicit full-wave methods [51], [52], 

[54], and [55], the TDFEM-based field-circuit solver in Section 4.2 employs a system-wide 

global time-step size and thus samples and couples the signals of all the subsystems in a strictly 

synchronous manner. Such a global time-stepping scheme is a natural choice when all the 

subsystems in a hybrid system have a similar requirement on their time-step sizes. This, however, 
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is not necessarily the case in many realistic applications, where signals in subsystems have quite 

distinct temporal variations and require different signal-sampling rates. For such applications, 

numerical simulations may also require the time-step sizes of subsystems to satisfy different 

stability conditions. For example, when nonlinear circuit devices are present, the time-step size of 

a circuit subsystem has to be limited to facilitate the convergence of the nonlinear solutions. As 

another example, when simulating transient responses to a step change in voltage and/or current 

excitations, numerical oscillations can unfortunately be triggered if the trapezoidal integration 

rule is applied to the circuit subsystem. To overcome such a problem, we not only need to switch 

to the backward Euler rule, but also have to further reduce the time-step size in order to maintain 

the level of temporal accuracy [64]. Actually, under many circumstances the global time-stepping 

scheme compromises the overall computational efficiency because it simply forces the coupled 

transient simulation to march on in time at a time step limited by the subsystem that has the 

strictest restriction on the time-step size. Moreover, the global time-stepping scheme eliminates 

the possibility of incorporating into the circuit subsystems any nonuniform time-stepping 

techniques that are available in modern circuit simulation to ensure the maximum efficiency 

within a certain accuracy threshold, simply because the FEM subsystem requires a uniform time 

step. Therefore, a more flexible time-stepping scheme that allows local, subsystem-wide 

time-step sizes is of great interest in order to alleviate the limitation of the original global 

time-stepping scheme and further improve the flexibility and efficiency of the current field-circuit 

solver.  

Indeed, the idea of utilizing local time-step sizes for different subsystems and then 

asynchronously coupling them in time, sometimes referred as multirate simulation, has been 

adopted widely in many areas. In modern circuit simulation, various advanced multirate features 

have already been available in the FastSPICE simulators from most commercial 

electronic-design-automation (EDA) software vendors (e.g., [65]). In the transient analysis of 

power transmission lines and interconnecting systems, use of dual or multiple time steps was 

proposed [66] and later evolved to a more advanced latency-exploitation technique [67]. In the 
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community of full-wave simulations, various local time-stepping schemes have also been 

developed but mainly for fully explicit methods such as FDTD [68], finite volume time-domain 

(FVTD) [69], and more recently, discontinuous Galerkin time-domain (DGTD) [70] methods. For 

a hybrid field-circuit analysis, an asynchronous electromagnetic-circuit simulator based on the 

TDIE method was developed recently [71]. A related approach in an FDTD-based hybrid 

electromagnetic/SPICE simulator was described briefly in [72] for modeling the on-chip 

switching noise generation and coupling. 

This section generalizes the strict synchronous coupling mechanism between the FEM and 

circuit subsystems described in Section 4.2.4 and presents a flexible time-stepping scheme for the 

TDFEM-based hybrid field-circuit solver. The hybrid global system consists of an FEM 

subsystem and several independent circuit subsystems that are connected only to the FEM 

subsystem. Instead of assigning a single time-step size for every subsystem, the proposed scheme 

adopts local, subsystem-wide time-step sizes for different subsystems and thus allows them to be 

updated and tracked at different sampling rates. Subsystems can then be identified as fast (with a 

smaller time-step size) or slow (with a larger time-step size). After the time-marching process 

starts, at certain time points when only fast subsystems need to be updated (referred as 

asynchronous time points), signals coupling from slow to fast subsystems are extrapolated based 

on their most recently available values. At other time points when all the subsystems are 

synchronized (referred as synchronous time points), subsystems are solved together in a global 

fashion similar to that in the original global time-stepping scheme. Because of the flexibility of 

allowing subsystems of different sampling rates to be coupled in time, the proposed time-stepping 

scheme could significantly improve the computational efficiency of the existing TDFEM-based 

hybrid field-circuit solver, especially when the computational cost associated with the slow 

subsystems is much larger than that associated with the fast subsystems. The efficiency of the 

hybrid field-circuit simulation with the proposed scheme could be further enhanced when the 

TCS technique is applied to the TDFEM part to reduce the iteration count per time step for a 

preconditioned iterative solution when the time-step size for the FEM subsystem becomes 
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relatively large. Moreover, the proposed scheme paves the way for future development to 

incorporate into the circuit subsystems a variable or nonuniform time-stepping technique that is 

even more flexible. 

 

4.4.2  A Generalized Coupling Scheme 

    For the FEM subsystem, the time axis is discretized uniformly into discrete time points with 

a subsystem-wide time-step size denoted as FEMt∆ . This leads to the following time-marching 

system for the FEM unknown vector FEM{ }m te
∆

 at time FEMm t∆ : 

FEM FEM FEM

FEM

FEM FEM FEM
0 1 2( 1) ( 2)

FEM 2 CKT
0 0 ( 1)

( ) { } ( ) { } ( ) { }

                                      ( ) { }

m t m t m t

m t

E t e E t e E t e

c t Z b t

∆ − ∆ − ∆

− ∆

     ∆ = ∆ + ∆     
 + ∆ ∂ ∂ 

  (4.37) 

where m = 1, 2, " , is the time index for the FEM subsystem. Matrices FEM
0[ ( )]E t∆ , 

FEM
1[ ( )]E t∆ , and FEM

2[ ( )]E t∆  are all functions of FEMt∆  as defined in (4.5)-(4.7), respectively.  

    For the lumped circuits, the time-step size is denoted as CKTt∆  in deriving the companion 

models for circuit elements [61], which yields the following circuit subsystem for the circuit 

unknown vector CKT
CKT{ }n tV
∆

 at time CKTn t∆ : 

( )CKT CKT CKT CKT
CKT CKT CKT,nl CKT CKT( ) { } { }n t n t n t n tY t V V

∆ ∆ ∆ ∆
 ∆ + =  I I          (4.38) 

where n = 1, 2, " , is the time index for the circuit subsystem. The admittance matrix 

CKT( )Y t ∆   is a function of CKTt∆ . 

Note that generally there can be more than one circuit subsystem in a global field-circuit 

system as long as they are independent to each other and connected only to the FEM subsystem 

through different lumped ports. They can possibly have all different time-step sizes, denoted as 

CKT1 CKT2,  ,t t∆ ∆ " , etc. For simplicity, in the remainder of this section, it is assumed that there is 

only one circuit subsystem connected to the FEM subsystem, while generalization to the case of 
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multiple circuit subsystems is straightforward. Since the two (FEM and circuit) subsystems are 

marching on in time with possibly different time-step sizes, such a coupled system is sometimes 

referred as a dual-speed system [73].        

Next, we describe the coupling schemes of the FEM and circuit subsystems that are 

represented by (4.37) and (4.38), respectively, at asynchronous and synchronous time points.  

For a dual-speed system, at an asynchronous time point, we only update the fast subsystem. 

As illustrated in Fig. 4.14, if we assume that the circuit subsystem is the fast subsystem and 

FEM CKTt K t∆ = ∆ , then for some n, at time CKTt n t= ∆ , only the circuit subsystem needs to be 

updated, and for this purpose, the signals coupling from the FEM to the circuit subsystem need to 

be taken into consideration. The FEM-to-circuit coupling is modeled by introducing external 

supplied voltage sources into the circuit subsystem at these lumped ports, whose values, denoted as 

CKT
FEM CKT{ }n tV →
∆

, should be solely determined by the FEM unknowns associated with the edges where 

the lumped ports reside. Therefore, (4.38) is expanded and becomes 

[ ]
[ ]

( )CKT CKTCKT CKT

CKT CKT

CKT CKT CKTCKT,nl CKT

CP FEM CKT

( ) { } { }

{ } { }
n t n tn t n t

T
n t n t

Y t B V V

I VB

∆ ∆∆ ∆
→

∆ ∆

      ∆          + =                 

II

00
.   (4.39) 

Here, CKT
CP{ }n tI
∆

 denotes currents in these external voltage sources, and Boolean matrix [B] selects 

the circuit nodes connected to the external voltage sources. Assuming that this asynchronous time 

point, CKTt n t= ∆ , is between FEM( 1)m t− ∆  and FEMm t∆ , then obviously, CKT
FEM CKT{ }n tV →
∆

 cannot 

be obtained directly from any available FEM solutions, and some kind of extrapolation formula 

must be applied in order to conduct slow-to-fast conversion. For such an extrapolation-based 

conversion, there is usually an accuracy-stability tradeoff in the choice of the order of 

extrapolation. It has been studied that although overall simulation accuracy can be improved by 

using higher-order extrapolation formulas, this can also result in numerical instability [73]. In this 

work the quadratic extrapolation formula is adopted for the optimal balance between accuracy 

and stability. As a result, CKT
FEM CKT{ }n tV →
∆

 can be extrapolated from the three most recent FEM 
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solutions, i.e., FEM( 1){ } m te
− ∆

, FEM( 2){ } m te
− ∆

, and FEM( 3){ } m te
− ∆

. In the other case when the FEM 

subsystem is the fast subsystem and needs to be updated at asynchronous time points, the 

coupling from the circuit subsystems represented as CKT{ }b t ∂ ∂   in (4.37) can be extrapolated 

in a similar fashion. 

   At a synchronous time point, the FEM and circuit subsystems with different time-step sizes 

are synchronized and thus updated together in a global fashion. Assuming such a synchronous 

time is CKT FEMt n t m t= ∆ = ∆ , then the FEM-to-circuit coupling, CKT
FEM CKT{ }n tV →
∆

, can be computed 

directly as 

CKT FEM FEM
FEM CKT FEM CKT{ }  { } [ ]{ }n t m t m tV V C e→ →
∆ ∆ ∆

= = −       (4.40) 

where matrix [C] is formulated to compute the values of the external voltage sources from the 

FEM solutions. On the other hand, the circuit-to-FEM coupling, represented as 

FEM

CKT
( 1)

{ }
m t

b t
− ∆

 ∂ ∂   in (4.37), is derived by introducing impressed current sources at the FEM 

edges that reside at the lumped ports of the circuit. If a central-difference formula is used, it can be 

approximated as 

[ ] [ ]
CKT CKT

FEM FEM

CP CPCKT CP
T T ( 2 )

CKT
( 1) ( 1)

{ } { }{ } { }
2

n t n K t

m t m t

I Ib IC C
t t K t

∆ − ∆

− ∆ − ∆

 −   ∂ ∂  = − ≈ −   ∂ ∂ ∆      
.   (4.41) 

Substituting (4.41) into (4.37) and combining with (4.39) yields the coupled global system at a 

synchronized time t  

( )t t t=F x b             (4.42) 

where { }FEM CKT CKT

TCKT CP{ } { } { }t m t n t n te V I
∆ ∆ ∆

=x  and 

[ ]
( )

FEM

CKT CKT CKT

CKT

FEM T
0

CKT CKT CKT,nl CKT

CPT

( ) [ ] { }

( ) ( ) [ ] { } { }

{ }[ ]

m t

t t n t n t n t

n t

E t C e

Y t B V V

IC B

ς

ς ς ς

ς ς

∆

∆ ∆ ∆

∆

  ∆             = ∆ +                

0 0

F x 0 I

00

  (4.43) 
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 
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0

b I 0
00

0
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  (4.44) 

The coupling scheme described above is illustrated in Fig. 4.14. Because the slow 

subsystem is now updated less frequently than in a strict global time-stepping scheme, the 

proposed scheme could significantly improve the overall computational efficiency of the 

dual-speed system, especially when the computational cost associated with the slow subsystem is 

much larger than that associated with the fast subsystem. Also, note that, as a special case when 

FEM CKTt t t∆ = ∆ = ∆ , (4.42)-(4.44) reduce to the global system (4.25)-(4.27) with the original 

global time-stepping scheme. 

 

4.4.3  Validations and Applications 

    The TDFEM-based hybrid field-circuit solver with the proposed time-stepping scheme is 

applied to several numerical examples to verify the algorithm and demonstrate its performance 

and applications. In the hybrid field-circuit systems of the following examples, the FEM 

subsystem is dominant in size. For the numerical example containing nonlinear circuit devices, 

there are generally two approaches to handling the dc bias sources [9]. A straightforward 

approach adopted in Section 4.3 is that with zero initial conditions assumed for both the FEM and 

circuit unknowns, the dc sources are turned on smoothly, and only after the entire system reaches 

its bias state is the transient analysis performed. The other approach, which is believed to be more 

efficient, is to localize the dc signal to the specific circuit subsystem only. A dc component is 

added to the signal coupling from the FEM subsystem to the circuit subsystem. The same dc 

component is subtracted from signals coupling back from the circuit subsystem to the FEM 

subsystem. This approach is adopted in this section. 
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We first revisit the example of the terminated coaxial cable that was previously studied in 

Section 4.3.1. The hybrid field-circuit system in Fig. 4.15 consists of an air-filled coaxial 

transmission line driven and terminated by lumped circuits. The time-step size of the FEM 

subsystem is denoted as FEMt∆ . The driving circuit at one end is labeled as circuit subsystem 1 

(“Circuit 1” in Fig. 4.15) whose time-step size is denoted as CKT1t∆ . The termination at the other 

end is called circuit subsystem 2 (“Circuit 2” in Fig. 4.15) whose time-step size is denoted as 

CKT2t∆ . Table 4.1 records three test cases with different choices of time-step sizes for subsystems. 

Note that the first two cases (denoted as 1:1 and 2:2) actually correspond to the original global 

time-stepping scheme, while the 2:1 case corresponds to the proposed local time-stepping scheme 

in this work. Since the 1:1 case uses the smallest global time-step size, it can be used as a 

reference. Figure 4.16 compares the time profiles of the transient voltages at the load end for the 

three test cases. Good agreement is achieved. A further examination reveals that the 2:1 case has 

better accuracy than the 2:2 case, although they have almost the same computational cost due to 

the same value of FEMt∆  and the fact that the FEM subsystem is dominant in the hybrid system. 

The real and imaginary parts of the input impedance of the 1:1 and 2:1 cases are plotted in Fig. 

4.17. It is clear that excellent agreement is achieved between the two results. Figure 4.18 records, 

for the 2:1 case, the magnitude of the voltages at the driving and load ends up to 1800 ns to 

demonstrate the numerical stability of the proposed algorithm. 

Next, a three-port microstrip power divider is considered. A similar structure has been 

simulated by a full-wave-based circuit simulation method in a signal integrity analysis of 

high-speed interconnects [74]. The dimension and components of the system are shown in Fig. 

4.19. The circuit is excited by a symmetric pulse excitation inV  (dashed line in Fig. 4.20) of 0.1 

ns rise/fall time and a width of 0.5 ns. In order to conquer the problem of numerical oscillations 

triggered by the rapid change in the voltage excitation, the backward Euler rule is adopted to form 

circuit companion models, and CKTt∆  is further reduced in order to maintain the level of 
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temporal accuracy. With the proposed time-stepping scheme, these numerical considerations do 

not affect the choice of the time-step size for the FEM subsystem. Figure 4.20 illustrates that 

FEMt∆  can be four times larger than that with the global time-stepping scheme, which reduces 

the computational cost to 1/4.  

The last example is a chip-to-package interconnecting structure which was previously 

studied in [47] and later replicated in [71]. The hybrid field-circuit system again consists of one 

FEM subsystem and two circuit subsystems, and their connections are illustrated in Fig. 4.21(a). 

The FEM subsystem is formed by the TDFEM modeling of a microstrip of width 168 µm and 

length 2.016 mm on a 144 µm thick alumina substrate and of the characteristic impedance of 49 

Ω as shown in Fig. 4.21(c). The FEM subsystem is connected to circuit subsystem 1 shown in Fig. 

4.21(b) as its driver through lumped port 1 and to circuit subsystem 2 (not shown in Fig. 4.21) as 

its load through lumped port 2. Circuit subsystem 1 consists of a biased 

bipolar-junction-transistor (BJT) with a bias voltage source DC 5 VV =  and a bias resistor R = 49 

Ω as well as a lumped bond-wire model with an effective inductance L = 0.7 nH and effective 

capacitance C = 16.1 fF. Circuit subsystem 2 is a shunt 49 Ω resistor matched to the microstrip 

line. In series with a source resistor RS = 500 Ω, the signal voltage source SV  is a symmetric 

trapezoidal “fast pulse” [47] with rise and fall times of 12 ps, width of 62 ps, and voltage of 5 V. 

Tables 4.2 and 4.3 illustrate various test cases with different choices of time-step sizes for 

subsystems (∆tCKT2 = ∆tFEM for all cases). Again, results from the simulation with the global 

time-stepping scheme with the smallest global time-step size (the 1:1 case) are used as a 

reference.  

With respect to the accuracy of the simulation, Figs. 4.22(a) and 4.22(b) illustrate the 

simulated transient voltages at port 1 and port 2 over a time interval of 250 ps. It is shown that the 

results from the simulation of the proposed time-stepping scheme are practically the same as 

those from the reference case, and are in a reasonable agreement with those from the SPICE-only 

and hybrid FDTD/SPICE simulations [47]. The reference solution is also used to compute the 
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norm-2 temporal errors of the transient voltages at port 1 for various test cases, and the results are 

recorded in Table 4.2. It is shown that the accuracy of a local time-stepping scheme with a smaller 

CKT1t∆  is always better than that of a global time-stepping scheme with the same FEMt∆  and 

CKT1t∆ , mainly because the local time-stepping schemes adopt the higher sampling rates in 

circuit subsystem 1.  

With respect to the efficiency of the hybrid field-circuit simulation, the computational cost 

is related to the average Newton steps for a nonlinear solution to converge. Table 4.3 records the 

average Newton steps per time step for various test cases. Under the global time-stepping scheme, 

it is obvious that the average number of Newton steps increases as the global time-step size 

increases. However, for cases with the local time-stepping scheme, the number of Newton steps 

almost remains constant as FEMt∆  increases since CKT1t∆  is fixed, which makes these 

simulations more efficient. Note that a similar conclusion was also reached in [71]. The total 

computational cost is also related to the average iteration steps to solve a linearized problem at 

each Newton step at the synchronous time point. Such a linearized problem involves the FEM 

subsystem and thus the average iteration counts increase significantly as FEMt∆  increases, which 

makes using a larger FEMt∆  not very useful. The problem will be revisited in Chapter 6. 

 

4.5  Summary 

A hybrid field-circuit simulator that hybridizes the TDFEM algorithm and a circuit solver 

based on the modified nodal analysis is presented to perform the mixed full-wave and circuit 

simulation for electromagnetic devices that include both distributive portion and lumped circuits. 

In the proposed methodology, the distributive and passive portion of a device is modeled by the 

TDFEM, while the modified nodal analysis is used to construct and evaluate the circuit equations 

in a manner consistent with the TDFEM framework. The fully discretized FEM and circuit 

subsystems are coupled together and mutual-coupling matrices are introduced to capture their 
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interactions. The resulting global system for both the FEM and circuit unknowns is solved 

simultaneously. An efficient and easy-to-implement solution algorithm has been developed in 

order to solve this global system which is typically a mixture of linear and nonlinear equations. In 

addition to the strict synchronous coupling mechanism, this chapter also presents a flexible 

time-stepping scheme which provides the flexibility to employ local, subsystem-wide time-step 

sizes for the FEM and circuit subsystems in order to alleviate the limitation of a strict global 

time-stepping scheme. It has been shown that such a flexible time-stepping scheme improves the 

computational efficiency of the existing TDFEM-based hybrid field-circuit solver, especially 

when the computational cost associated with the slow subsystems is higher than that associated 

with the fast subsystems.  

The proposed hybrid field-circuit simulator provides a powerful and accurate CAD tool for 

the design of modern high-frequency devices that exhibit significant disparity in the electrical 

size of their geometrical features. While preserving the accuracy of the broadband 

characterization provided by the TDFEM, this simulator extends its capability so that lumped 

circuits can be handled efficiently. 
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4.6  Figures and Tables 
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Figure 4.1: Coupling between the FEM and circuit subsystems. (a) Definitions of lumped port 
voltages and currents. (b) FEM-to-circuit coupling. (c) Circuit-to-FEM coupling. 
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Figure 4.2: Transient voltages across (a) the driving end and (b) the load end. 
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Figure 4.3: Input impedance of a terminated coaxial cable. Circle: This work. Dashed line: The 
stamping technique. 

100 200 300 400 500

−4

−2

0

2

4

6

Frequency (MHz)

N
or

m
al

iz
ed

 S
pe

ct
ru

m
 o

f V
lo

ad
 (

f)

Real Part

Imaginary Part

 
 
Figure 4.4: Normalized spectrum of voltages at the load end. Symbols: this work. Dashed line: 
the stamping technique. 
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Figure 4.5: Magnitude of transient voltages at (a) the driving end and (b) the load end up to 
80,000 steps ( 20 ps)t∆ = . 
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Figure 4.6: MESFET microwave amplifier. (a) Top view. (b) Front view. (c) Large-signal circuit 
model for the MESFET. 
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Figure 4.6: Continued. 
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Figure 4.7: AC equivalent network for S-parameter extraction.  
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Figure 4.8: Time profiles of the voltages at Port 1(input) and Port 2 (output). 
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Figure 4.9: Magnitudes of 11S  and 21S  of the MESFET microwave amplifier. 
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Figure 4.10: Transient voltages at the input and output terminals of the MESFET. 
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Figure 4.11: Power delivered to the load resistor using a single-tone 6 GHz excitation. 



 112

 
 

Port1

Port 2

G D

S S

x

y
z

Shield

Hh

Hw

4.7244

Unit: mm

 

Figure 4.12: Shielded MESFET microwave amplifier. 
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Figure 4.13: Magnitudes of S11 and S21 of the MESFET amplifier without and with shielding 
structures. (Shield 1: w = 9.27 mm, h = 2.36 mm. Shield 2: w = 5.08 mm, h = 1.22 mm.) 
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Figure 4.14: A dual-speed system at the asynchronous and synchronous steps. 
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Figure 4.15: Connection of the FEM and circuit subsystems in the hybrid field-circuit system. 
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 Figure 4.16: The transient voltages at the load end for the three test cases. 

 
Figure 4.17: Comparison of the input impedances. Square: the 1:1 case (global time stepping). 
Dashed line: the 2:1 case (local time stepping). 
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(a) 

 
(b) 

Figure 4.18: Magnitude of the transient voltages up to 1800 ns for the 2:1 case. (a) Voltage across 
the driving end. (b) Voltage across the load end.  
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Figure 4.19: Three-port microstrip power-divider circuit. The dimensions of the circuit in the x-, 
y-, and z-directions are 20 mm× 20 mm× 0.5 mm and the width of the microstrip is 0.8 mm. Rin = 
10 Ω, R1 = R2 = 64 Ω, and C = 5 pF. 
 

 
Figure 4.20: The input voltage Vin and the output voltage VPort 3 recorded at Port 3. Case 1:1: ∆tFEM 
= ∆tCKT = 0.5 ps. Case 4:1: ∆tFEM = 4∆tCKT = 2 ps. 
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Figure 4.21: A chip-to-package interconnecting structure. (a) Connection of the subsystems. (b) 
Circuit subsystem 1: the BJT-based driver with a bias resistor R = 49 Ω and source resistor RS = 
500 Ω. (c) The FEM subsystem. 
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(a) 

 

(b) 

 

Figure 4.22: Comparison of transient voltages. (a) At Port 1. (b) At Port 2. 
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Table 4.1: Three test cases with different choices of time-step sizes for subsystems 

Choices of time-step 
sizes 

FEM CKT1t t∆ = ∆   CKT2t∆  

1:1 20 ps 20 ps 

2:2 40 ps 40 ps 

2:1 40 ps 20 ps 
 
 

Table 4.2: Relative norm-2 error of Port 1V  

 
Global Time Stepping 

CKT1 FEMt t∆ = ∆  

Local Time Stepping 

CKT1 0.25 ps (fixed)t∆ =  

FEM 0.25 pst∆ =  reference (case 1:1) reference (case 1:1) 

FEM 0.50 pst∆ =  0.15e-3 (case 2:2)  0.095e-3 (case 2:1) 

FEM 0.75 pst∆ =  0.76e-3 (case 3:3) 0.22e-3 (case 3:1) 

FEM 1.00 pst∆ =  4.30e-3 (case 4:4) 0.94e-3 (case 3:1) 

 
 

Table 4.3: Average number of Newton steps per time step 

 
Global Time Stepping 

CKT1 FEMt t∆ = ∆  

Local Time Stepping 

CKT1 0.25 ps (fixed)t∆ =  

FEM 0.25 pst∆ =  2.5 (case 1:1) 2.5 (case 1:1) 

FEM 0.50 pst∆ =  3.6 (case 2:2) 2.6 (case 2:1) 

FEM 0.75 pst∆ =  4.9 (case 3:3) 2.6 (case 3:1) 

FEM 1.00 pst∆ =  6.3 (case 4:4) 2.7 (case 3:1) 
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CHAPTER 5 
INCORPORATION OF MULTIPORT  

LUMPED NETWORKS INTO THE HYBRID 
FIELD-CIRCUIT ANALYSIS 

 

5.1  Introduction 

In the hybrid field-circuit solver described in the previous chapter, lumped circuit 

subsystems are described in detail in terms of discrete circuit elements. However, in some 

applications, lumped circuits might have been predesigned and characterized compactly in terms 

of frequency-dependent multiport network matrices. Such a compact network-matrix 

representation can be obtained either by measurement or simulations [75]. Even for some 

distributive subsystems that involve small geometrical features or strong field variations and are 

analyzed independently with a numerical method, multiport network-matrix representations can 

also be obtained by applying a model-order-reduction technique [32]-[34]. These 

pre-characterized network-matrix representations of subsystems are usually referred to as lumped 

networks in the literature [76]-[82]. Therefore, an accurate and efficient approach to incorporating 

multiport lumped networks into current simulation tools not only significantly extends the 

modeling capabilities of such tools but also improves their simulation efficiency especially when 

analyzing mixed-scale electronic systems. 

In the past few years, considerable effort has been made to incorporate lumped networks 

into the FDTD scheme, yielding what are often referred to as lumped-network FDTD methods 

[76]-[82]. With the assumption that each entry of the admittance or impedance matrix of a 

lumped network is in a form of rational functions of the complex frequency s, the so-called 

lumped-network FDTD methods usually involve the following two-step procedure. First, network 

matrices in the Laplace domain are preprocessed and cast into proper time-stepping equations. 
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This is achieved either by a bilinear transform from the Laplace domain to the Z-domain and then 

to the discrete time domain [76], [77], or by utilizing the fact that the division by the state 

variable s in the Laplace domain is an integration of time [78], [79]. For simple one-port series or 

parallel RLC circuits, the piecewise linearly recursive convolution has been used to obtain the 

time-stepping formulas efficiently [80]. Second, the time-stepping equations obtained in the first 

step are solved together with the discretized Maxwell-Ampére’s equation, which leads to a 

time-marching scheme that preserves both the second-order accuracy and the explicit nature of 

the conventional FDTD method. Originally proposed for one-port networks, lumped-network 

FDTD methods have been extended to handle general multiport networks and applied to both 

passive and active devices [81], [82]. In addition to the admittance and impedance matrices, other 

types of network matrices such as scattering matrices have also been utilized in the 

lumped-network FDTD methods by first converting them into admittance matrices [83]. Other 

than the FDTD, multiport network matrices have also been incorporated into some other 

simulation techniques. For example, so-called macro-elements in the form of generalized 

impedance matrices have been included into an efficient frequency-domain FEM analysis of 

waveguide components [84]. More recently, multiport admittance matrices (macromodels) have 

been used in conjunction with a transient field-circuit solver based on the TDIE method to 

perform system-level electromagnetic compatibility and interference analysis [85]. However, to 

the authors’ knowledge, such an algorithm that incorporates the multiport lumped networks into 

transient analysis based on the TDFEM has neither been reported in literature nor been available 

in FEM-based commercial simulators.  

In this chapter, we present an accurate and efficient algorithm to incorporate multiport 

lumped networks into the hybrid field-circuit analysis. Due to the presence of lumped networks in 

the computational domain, a lumped-network subsystem (in addition to the FEM and circuit 

subsystems) is formulated by casting its admittance matrix into the time-stepping equations 

whose computations can then be accelerated through recursive formulas. The lumped-network 

subsystem is then interfaced with the FEM subsystem through the FEM edges and the circuit 
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subsystem through circuit nodes. The port voltages of the lumped-network subsystem are 

explicitly set to be the same as those computed from the FEM (or circuit) subsystem. The port 

currents of the lumped-network subsystem are used as impressed current excitations along the 

associated FEM edges (or through the related circuit nodes). Finally, all the port variables of the 

lumped-network subsystem are eliminated to form a global system for only the FEM and circuit 

unknowns. The proposed algorithm extends the capability of the existing hybrid field-circuit 

solver and provides a systematic and efficient scheme for incorporating lumped networks of 

arbitrary number of ports into the hybrid analysis, while preserving the symmetry of the global 

system matrix when the lumped network’s admittance matrix is symmetric. 

    The rest of the chapter is organized as follows. Section 5.2 describes the formulation for 

incorporating multiport lumped networks into the hybrid solver, followed by a discussion for 

reducing the computational cost of time-stepping equations derived from admittance matrices. 

Numerical examples are presented in Section 5.3 to validate the proposed methodology and 

demonstrate its application and performance. Conclusions are then given in Section 5.4. 

 

5.2   Formulation 

5.2.1 Mathematical Representation 

    The mathematical representation of a lumped network is presented in this section. First, it is 

assumed that a lumped network having LNN  ports is represented in an LN LNN N×  admittance 

matrix (other types of network matrix representation can always be converted to an admittance 

matrix). The admittance matrix LN[ ( )]sY  relates the port current vector LN{ ( )}I s  to the port 

voltage vector LN{ ( )}V s  in the Laplace domain as LN{ ( )}I s =  LN LN[ ( )]{ ( )}s V sY , or more 

explicitly as 

LN

LN LN LN LN

1

( ) ( ) ( ),      1,2, , .
N

i ij j
j

I s Y s V s i N
=

= =∑ "        (5.1) 
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When transformed into the time domain and discretized in time as ,t n t= ∆  

max0,  1,  2,  ,  ,n T= "  the multiplication in (5.1) becomes discrete convolution  

LN LN LN1
LN LN LN LN LN LN LN
, , , ,0 , , ,

1 1 0 1

N N n N

i n ij n j n ij j n ij n m j m
j j m j

I Y V Y V Y V
−

−
= = = =

= ∗ = +∑ ∑ ∑∑ .    (5.2) 

In a compact form, (5.2) can be written in matrix form as 

LN LN LN LN
0 1{ } [ ]{ } { }n n nI Y V R −= +         (5.3) 

where 
1

LN LN LN
1

0

{ } [ ]{ }
n

n n m m
m

R Y V
−

− −
=

=∑  contains the contributions from all the previous time steps. Next, 

the lumped network is assumed to connect to both FEM and circuit subsystems (Fig. 5.1). 

Specifically, among its total LNN  ports, the first LN, EN  ports are connected to the FEM 

subsystem, while the remaining LN, C LN LN, E( )N N N= −  ports are connected to the circuit 

subsystem. Accordingly, the vectors can be partitioned as { }TLN LN, E T LN, C T{ } { }  { } ,n n nV V V=  

{ }TLN LN, E T LN, C T{ } { }  { } ,n n nI I I= { }TLN LN, E T LN, C T
1 1 1{ } { }  { } ,n n nR R R− − −= and LN

0[ ]Y  can also be 

partitioned as  

EE EC
0 0LN

0 CE CC
0 0

[ ]
Y Y

Y
Y Y

        =
        

.       (5.4) 

As a result, (5.3) can be split into two time-stepping equations for LN, E{ }nI  and LN, C{ }nI , 

respectively, 

LN, E EE LN, E EC LN, C LN, E
0 0 1{ } { } { } { }n n n nI Y V Y V R −   = + +        (5.5) 

LN, C CC LN, C CE LN, E LN, C
0 0 1{ } { } { } { }n n n nI Y V Y V R −   = + +    .    (5.6) 

    Numerical schemes to couple the lumped-network subsystem described in (5.5) and (5.6) to 

the FEM and circuit subsystems are described in Sections 5.2.2 and 5.2.3, respectively. The 

global system of equations is then presented in Section 5.2.4, followed by a brief discussion about 
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the evaluation of LN
1{ }nR − .  

 

5.2.2 Coupling to the FEM Subsystem 

    Consider a computational domain consisting of distributive passive elements, lumped 

discrete circuit, and multiport lumped networks. The finite element discretization [1, 2] of the 

distributive part using hierarchical vector basis function iN  [25] and an absorbing boundary 

condition yields the following semidiscrete system: 

[ ] [ ] [ ] [ ]( )
2 LN

0
2 2

0 00

1 { } 1 { } { }{ } Ze e bS e M G A
c t c tc t

∂ ∂ ∂
+ + + =

∂ ∂∂
    (5.7) 

where 0 0 0Z µ ε= , 0 0 01c µ ε=  and the expressions for matrices [ ]S , [ ]M , [ ]G , and 

[ ]A  can be found in Chapter 2. The elements of vector LN{ }b  are given by 

LN LN
i iV

b dV= − ⋅∫∫∫ N J           (5.8) 

in which LNJ  denotes the current density supplied by the lumped network. The size of the FEM 

solution vector { }e  is denoted as FEMN . Here, it is assumed that there is no internal source in 

the distributive part for the sake of simplicity. Otherwise, there will be an additional term in the 

right-hand side of (5.7) similar to (5.8) except that LNJ  is replaced with the current density of 

the internal source.  

    The term LN{ }b t∂ ∂  presents the coupling from the lumped-network subsystem to the FEM 

subsystem through external lumped current sources LNJ  at the FEM edges where the ports of 

the lumped network reside. The values of these lumped current sources are equal to LN, E{ }I  and 

their directions are opposite to the direction of the associated edges. We can then obtain the 

explicit expression for LN{ }b t∂ ∂  as 

LN TME LN, E{ } { }b C I
t t

∂ ∂ =  ∂ ∂
       (5.9) 
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where MEC    has a size of LN, E FEMN N×  whose nonzero entries are given by 

( )

ME
( )

ˆ
i k

ki i i kl
C l dl= ⋅∫ N .       (5.10) 

Here, k is the port index of the lumped network and i is the index of the FEM unknown on the 

associated edge whose direction is denoted as ( )î kl . If we apply a central-difference formula to 

approximate the time derivative, (5.9) becomes  

LN TME LN, E LN, E
2

1

{ } 1 { } { }
2 n n

n

b C I I
t t −

−

 ∂    = −     ∂ ∆ 
.       (5.11) 

The discretization of the left-hand side of (5.7) in the time domain using the Newmark-beta 

method with 1 4β =  yields the updating equation 

[ ] [ ] [ ]
LN

2
0 1 1 2 2 0 0

1

{ }{ } { } { }n n n
n

bE e E e E e c t Z
t− −

−

 ∂
= + + ∆  ∂ 

    (5.12) 

where [ ]0E , [ ]1E , and [ ]2E  are defined in (4.5)-(4.7), respectively. 

    Another set of equations comes from the enforcement of the voltage continuity across the 

lumped network ports and the associated FEM edges, which can be expressed as  

LN, E ME{ } { }n nV C e = −  .       (5.13) 

Substituting (5.5), (5.11), and (5.13) into (5.12), we can eliminate LN, E{ }nV  to obtain the 

modified FEM subsystem for { }ne  as 

[ ] [ ]

TME EC LN, C
0 0

TME LN, E LN, E
1 1 2 2 1 2

{ } { }

                  { } { } { } { }

n n

n n n n

E e C Y V

E e E e C R I

ς

ς− − − −

     =     

   + + + −   

�
    (5.14) 

where 0 0( ) 2c tZς = ∆  and 0E  
�  is the modified FEM system matrix with 

[ ] TME EE ME
0 0 0E E C Y Cς        = +       
� .      (5.15) 
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5.2.3 Coupling to the Circuit Subsystem 

    The lumped discrete circuit elements are analyzed using the modified nodal analysis, which 

yields the circuit subsystem (4.20). The overall dimension of the circuit subsystem in (4.20) is 

denoted as CKTN . The coupling from the lumped-network subsystem described in Section 5.2.1 

to the circuit subsystem can be realized naturally by introducing external current flows at the 

circuit nodes that are connected to the ports of the lumped network [74]. The values of those 

current flows are equal to the corresponding port currents (entries of LN, C{ }nI ) of the lumped 

network. If we introduce a permutation matrix CMB    of size CKT LN, CN N×  that permutes 

each entry of LN, C{ }nI  to its corresponding branch current equations and reinforce the Kirchoff’s 

current law, (4.20) can be modified as  

( )CM LN, C CKT CKT CKT,nl CKT CKT{ } { } { }n n n n nB I Y V V   + + =    I I .    (5.16) 

Again, the enforcement of the voltage continuity across the lumped network ports and the 

associated current nodes yields the following relation:  

LN, C CM CKT{ } { }
T

n nV B V =   .      (5.17) 

Substituting (5.6) and (5.17) into (5.16), we can eliminate LN, C{ }nV  to obtain the modified circuit 

subsystem as  

( )CKT CKT CKT,nl CKT CM CE LN, E CKT CM LN, C
0 1{ } { } { } { }n n n n n nY V V B Y V B R −       + = − + −       I I�  (5.18) 

where CKTY  
�  is the modified circuit system matrix with 

CKT CKT CM CC CM
0

T
Y Y B Y B         = +         
� .     (5.19) 

 

5.2.4 Global System of Equations 

    Following the coupling scheme elaborated in Section 4.2.4, the coupling of the modified 

FEM and circuit subsystems in (5.14) and (5.18), respectively, yields the following global system 

of equations for the FEM and circuit unknowns: 



 127

( )n n=F x b           (5.20) 

where { }TCKT CP{ } { } { }n n n ne V I=x  and 

[ ]

[ ]
( )

TEMC
0

CME CKT CKT CKT,nl CKT

CPT

{ }

( ) [ ] { } { }

{ }[ ]

n

n n n n

n

E P C e

P Y B V V

IC B

ς ς

ς ς ς ς

ς ς

    −              = − +                  

0

F x I

00

�

�   (5.21) 

   
[ ]

TME LN, E LN, E
1 311

CKT CKT CM LN, C
1 1

CP
1

{ } { }{ }

{ } { }

{ }

n nn

n n n n

n

C R ReE
V B R

I

ς

ς ς

− −−

− −

−

    −         
       = + + −        

            
 

0 0 0
b I 0 0 0

0 0 0 0 0

    

[ ]TEMC
2 2

CKT
2

CP
2

{ }

       { }

{ }

n

n

n

E P C e

V

I

ς ς −

−

−

    −         +  
   
    

0 0 0
0 0 0

�

         (5.22) 

where  

CME CM CE ME
0P B Y C       =                 (5.23) 

   
TEMC ME EC CM

0
T

P C Y B       =               (5.24) 

[ ]
TME EE ME

2 2 0E E C Y Cς        = +       
� .       (5.25) 

The definitions of matrices [ ]C  and [ ]B  can be found in Section 4.2.4. To derive (5.20), we 

have applied (5.5) at time step 2n −  and again invoked the relations in (5.13) and (5.17) to 

completely eliminate the port variables of the lumped-network subsystem (such as 

LN, E
2{ },nI −

LN, E{ },nV and LN, C{ })nV  from the final expressions. Compared to the global system in 

(4.25), the overall dimension of the global system here remains the same. More importantly, the 

symmetry of the system matrix has been preserved as long as the admittance matrix of the lumped 

network itself is symmetric. However, incorporation of the multiport lumped network not only 

affects the diagonal blocks in the system matrix, such as 0E  
�  and CKTY  

� , but also introduces 
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CMEPς  −    and EMCPς  −    as the off-diagonal blocks that relate { }ne  to CKT{ }nV  and vice 

versa. These off-diagonal blocks that do not exist in (4.25) represent the additional interactions 

between the FEM and circuit subsystems through the lumped networks that are connected to both 

of the subsystems. 

    The system of mixed linear and nonlinear equations given in (21) can be solved efficiently 

by applying the solution algorithm designed in Section 4.2.5. However, the overall solution 

efficiency can still be limited by the evaluation of the third term of nb  largely due to the 

time-consuming evaluation of the convolution. However, if LN ( )ijY s  in (5.1) is given in the form 

of rational functions as 

 ,LN

,

( ) ij p
ij ij ij

ij pp

c
Y s d se

s a
= + +

+∑        (5.26) 

then the computational cost of  nb  can be greatly reduced by using a recursive convolution 

algorithm. By invoking (5.26), after some mathematical derivations, it can be shown that the ith 

entry of LN
1{ }nR − , denoted as LN

1{ }n iR − , can be computed as 

LN LN

LN
1 ,

1 1

{ } [ 1] [ 1]
N N

n i ij p ij
j p j

R Q n T n−
= =

= − + −∑∑ ∑      (5.27) 

where both , [ 1]ij pQ n −  and [ 1]ijT n −  can be updated recursively as 

( ), LN
, , , , 1[ 1] [ 2]ij pa t

ij p ij p ij p j nQ n e Q n c tV− ∆
−− = − + ∆    (5.28) 

   LN
, 1

4[ 1] [ 2]ij ij ij j nT n T n e V
t −− = − − −

∆
.        (5.29) 

For a general case where LN ( )ijY s  is given in the expressions other than (5.26), or, even more 

generally, when only the values of LN ( )ijY s  at discrete frequency points are available (from either 

simulation or measurement), various rational-fitting techniques can be applied to find the rational 

function interpolation of the discrete data over the frequency band of interest. For instance, the 

Cauchy method has been used to obtain the rational approximation of measured admittance 
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results and then incorporated into the FDTD solver [86]. In this work, we adopt the so-called 

VECTFIT technique [35] which is well known for its robustness, accuracy, and efficiency. 

 

5.3  Numerical Results  

    To validate the accuracy and stability of the proposed formulation, we first consider the 

following numerical example that involves the FEM, circuit, and lumped-network subsystems. As 

illustrated in Fig. 5.2, a two-port lumped network (denoted as LN[ ( )]sY ) is connected to the 

FEM subsystem (denoted as “FEM”) and a termination circuit (denoted as “Circuit 2”) through 

each of its ports. The lumped network is a three-pole T-type low-pass LC filter that is specified in 

the inset of Fig. 5.2 and the entries of LN[ ( )]sY  are given as 

1 2 1 2 1 2
11

1 ( ) ( , ) ( , )( ) ,L L f L L f L LY s
s s p s p

∗

∗

+
= + +

+ +
 

                     2 1
12 22

1

1( ) ( ) ,L LY s Y s
L s

= −  

                      1 2
21 11

2

1( ) ( )L LY s Y s
L s

= − , 

    1 2 2 1 2 1
22

1 ( ) ( , ) ( , )( ) L L f L L f L LY s
s s p s p

∗

∗

+
= + +

+ +
              (5.30) 

where ( )1 2 2 1 2( )p j L L C L L= +  and 1 2 1( , ) 0.5f L L L=  1 20.5 ( ).L L− +  The termination 

circuit is a 5 nH shunt inductor. The FEM subsystem is formed by the time-domain FEM 

modeling of an air-filled 1 m long coaxial cable with the inner and outer perfect conductors 

having a radius of 4 mm and 8 mm, respectively. It is driven at the other end by an excitation 

circuit (denoted as “Circuit 1”) represented by a driving voltage source in series with a 5 Ω 

resistor, which, together with the termination circuit, forms the circuit subsystem. The example is 

designed in such a way that there are abundant reflections, fast variations, and resonance peaks in 
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the time and frequency domains. Therefore, the mutual coupling between the lumped-network 

subsystem and the other two subsystems can be fully tested. Figure 5.3 shows the time profile of 

the transient voltage at Ports 1 and 2 computed by the proposed technique and compared to the 

reference results by the method in Chapter 4 where discrete circuit elements (instead of the 

admittance matrix) of the lumped network are modeled directly. The normalized spectra of the 

port voltages are plotted in Fig. 5.4. From both plots, it is clear that excellent agreement is 

achieved between these two techniques and the proposed algorithm captures the fast-varying 

signals and resonance peaks. Figure 5.5 records the magnitude of the port voltages up to 75,000 

time steps to demonstrate the numerical stability of the proposed algorithm. 

    Next, to demonstrate the proposed method’s capability of modeling problems integrated with 

active devices, we simulate a microwave field-effect transistor (FET) amplifier circuit. The circuit 

consists of a generic JS8851-AS FET mounted over a microstrip gap whose common-source 

configuration and dimensions are illustrated in Fig. 5.6(a). The dielectric constant of the substrate 

is 2.17. Figure 5.6(b) shows a small-signal extrinsic equivalent circuit model of the FET, where 

its embedded intrinsic part given in [81] can be characterized by the following admittance matrix 

LN,in[ ( )]sY : 

( )

gs
gd gd

gsLN,in

m
gd gd ds

gs ds

1
[ ( )]

1
1

i

i

sC
sC sC

sC R
s

G sC s C C
sC R R

 
+ − + =  

 − + +
+  

Y     (5.31) 

where gs = 0.69 pF,C gd = 0.06 pF,C ds = 0.26 pF,C = 1.42 ,iR Ω ds = 197 ,R Ω and m = 65 mS.G  

This amplifier circuit can then be simulated using the proposed algorithm in the following scheme 

where the admittance matrix LN,in[ ( )]sY  in (5.31) is directly cast into a two-port 

lumped-network subsystem and other circuit elements in the extrinsic FET circuit model in Fig. 

5.6(b) are incorporated into the circuit subsystem. This is referred to later as the “intrinsic 

scheme.”  

Alternatively, by utilizing (5.31) and other circuit elements in Fig. 5.6(b), we can obtain an 
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admittance matrix LN,ex[ ( )]sY  for the entire extrinsic FET circuit model (defined at Ports G and 

D in Fig. 5.6(b)) and then cast it into a two-port lumped-network subsystem. This is referred to 

later as the “extrinsic scheme.” To analytically derive a mathematical expression for LN,ex[ ( )]sY  

and then cast each entry into the form of (5.26) is possible but difficult and time-consuming. 

However, by observing the fact that it is much easier to obtain the frequency response of 

LN,ex[ ( )]sY  sampled over an arbitrary frequency band, a more effective way is to invoke the 

VECTFIT technique and obtain the poles and residues numerically based on the frequency 

samples of LN,ex[ ( )]sY . Note that since rational-fitting techniques [35] can easily be applied to 

simulated or measured results [86], our algorithm is very flexible in the sense that we do not 

resort to specified circuit diagrams or analytical formulas for the lumped network as long as the 

frequency samples of its network matrix are available. To illustrate the procedure, we first 

simulate the extrinsic FET circuit model and obtain 500 frequency samples of LN,ex[ ( )]sY  from 

500 kHz to 50 GHz. These frequency samples are then used in the VECTFIT to obtain a four-pole 

lumped-network subsystem. Figures 5.7 and 5.8 show that the fitted admittance values agree very 

well with the original frequency samples in both magnitude and phase. The overall absolute 

fitting error is about five orders of magnitude less than the original values. This fourth-order 

lumped-network subsystem is then hybridized with the other two subsystems using the proposed 

algorithm in the time-domain simulation. The computed results of the magnitude of 11S  and 

21S  using both intrinsic and extrinsic schemes are shown in Figs. 5.9 and 5.10, respectively. The 

results agree well with those computed by the FDTD [82] and the deviation from those of HP 

ADS is due to the lack of the full-wave capability of ADS.  

 

5.4  Summary  

    This chapter presented an accurate and efficient approach for incorporating multiport 
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lumped networks into the time-domain FEM-based hybrid field-circuit simulator to extend its 

capability of modeling hybrid circuits. A multiport lumped network is characterized by its 

admittance matrix in the Laplace domain and then cast into the time-stepping equations to form a 

lumped-network subsystem that relates the port currents and voltages in the discrete time domain. 

This lumped-network subsystem is then coupled to the FEM and circuit subsystems through their 

shared lumped ports, respectively. The port voltages of the lumped-network subsystem are set to 

be equivalent to those computed from the FEM or circuit subsystem. The port currents of the 

lumped-network subsystem are used as impressed current excitations for the FEM or circuit 

subsystem. After all the port variables of the lumped-network subsystem are eliminated, the 

modified FEM and circuit subsystems are individually formed and then coupled together to form 

a final global system for only the FEM and circuit unknowns. It has been shown that this global 

system of equations preserves symmetry as long as the admittance matrix of the lumped network 

is symmetric. To accelerate the computation of the required discrete convolution, rational-fitting 

techniques and recursive convolution algorithms have been applied. The validity and performance 

of the proposed algorithm have been demonstrated by applying it to the modeling of both passive 

and active microwave hybrid circuits.  

    With this development, the capability of the hybrid field-circuit solver has been extended 

significantly to the level that it is now capable of modeling transient broadband responses of 

electromagnetic systems involving nonlinear circuits and lumped networks, and such a capability 

is currently not available in any FEM-based commercial software. 
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5.5 Figures  
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Figure 5.1: Connections of a lumped-network subsystem to FEM and circuit subsystems. Note 
that the superscript “LN” for “V”s and “I”s is omitted for simplicity. 
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Figure 5.2: Setup of the numerical example that hybridizes a lumped-network subsystem to FEM 
and circuit subsystems. L1 = 10 nH, L2 = 5 nH, C2 = 100 pF. 
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(a) 

 

 

(b) 
 

Figure 5.3: Transient voltages at the ports of the lumped network. (a) Port 1. (b) Port 2. 
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(a) 

 

 
(b) 

 
Figure 5.4: Normalized spectra of voltages at the ports of the lumped network. (a) Port 1. (b) Port 
2. 
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Figure 5.5: Magnitude of transient voltages at the ports of the lumped network up to 75,000 
steps ( 20 ps).t∆ =  
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Figure 5.6: Microwave FET amplifier. (a) Common-source circuit configuration. (b) Small-signal 
extrinsic equivalent circuit model of the FET. w = 0.79 mm, h = 0.254 mm, d = 0.5 mm, Rg = 1.39 
Ω, Lg = 0.37 nH, Rd = 1.30 Ω, Ld = 0.23 nH, Rs = 0.76 Ω and Ls = 0.02 nH. Left: intrinsic scheme. 
Right: extrinsic scheme. 
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Figure 5.7: Magnitudes of the original and fitted admittance values and the fitting error. 
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Figure 5.8: Phases of the original and fitted values of LN,ex[ ( )]sY  (defined at Ports G and D in 
Fig. 5.6(b)). 
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Figure 5.9: Magnitude of 11S  of the microwave FET amplifier circuit. 

 

 

Figure 5.10: Magnitude of 21S  of the microwave FET amplifier circuit. 
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CHAPTER 6 
APPLICATION OF THE TREE-COTREE 

SPLITTING TECHNIQUE TO THE TDFEM 
ANALYSIS 

 

6.1  Constraint on the Time-Step Size of the TDFEM 

    The TDFEM formulation in this dissertation leads to the following time-updating equation 

for the FEM unknowns at the nth time step, { }ne : 

[ ] [ ] [ ] ( )0
0 1 1 2 2 2{ } { } { } { } { }

2n n n n n
c tE e E e E e b b− − −
∆

= + + −      (6.1) 

where max1,  2,  ...,  n T=  is called the time index, t∆  denotes the time-step size, and 0[ ]E , 

1[ ]E , and 2[ ]E  are defined in (4.5)-(4.7), respectively. 

The time-marching system in (6.1) is implicit and unconditionally stable in the sense that the 

choice of t∆  is independent of the finite element mesh and solely based on the maximum 

frequency of interest. This seems particularly attractive for problems involving small finite 

elements, which would otherwise require a reduced time step to satisfy the Courant condition 

associated with an explicit time-marching scheme. However, a practical choice of t∆  in (6.1) is 

often found to be largely constrained by the properties of the finite element mesh, instead of the 

stability consideration. This is because the application of the Newmark-beta time integration 

method to the wave equation can result in an ill-conditioned system matrix 0[ ]E  due to the 

combination of the mass and stiffness matrices. As t∆  becomes larger, the system matrix 

becomes more ill-conditioned due to an increased weighting of the stiffness matrix; therefore, 

when an iterative solver is used to solve such a linear system in (6.1), the number of iterations 

required to obtain a specified residual will generally increase. Observing the similarity between 

the formulations of the frequency-domain FEM [1], [2] and the TDFEM, the constraint on the 
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time-step size in the TDFEM is analogous to the low-frequency “breakdown” in the 

frequency-domain FEM; namely, if the operating frequency becomes very low, iterative solutions 

of the frequency-domain FEM system of equations may converge very slowly or even fail to 

converge. This is due to the fact that the null space of the curl operator is spanned by pure 

gradient bases and the dimension of the null space is equal to the unconstrained nodes in the finite 

element mesh. The constraint on the time-step size significantly limits the performance of the 

TDFEM in the cases when a large t∆  is needed, for example, in low-frequency applications or 

when 0[ ]E  is ill-conditioned due to an extremely nonuniform mesh. 

    Moreover, the conventional TDFEM encounters the problem of low-frequency or late-time 

drift [2], due to the fact that the second-order wave equation in (6.1) supports a nontrival 

pure-gradient solution ( )at b ϕ− + ∇  when 0σ =  and  imp 0=J , where ϕ  denotes a scalar 

potential and a and b are constant in time [2]. Once this nonphysical static mode is excited, the 

solution of the TDFEM suffers a late-time linear growth. Various approaches have been proposed 

to suppress this phenomenon and stabilize the wave equation [87-89]. Although these methods 

can eliminate the late-time drift in the solution, they do not reduce the iteration count in an 

iterative solution when large time steps are used. 

Recently, a tree-cotree splitting (TCS) algorithm has been introduced to remedy the 

low-frequency problem in the frequency-domain FEM [90-94] by adopting pure gradient and 

curl-conforming basis functions for approximating the electrostatic and magnetic-induced 

components of the electric field, respectively. This algorithm was developed originally for 

solving eddy-current problems [90] and was then applied successfully to the frequency-domain 

FEM analysis for waveguide structures [91, 92] and more recently, to a fast broadband analysis of 

high-speed circuits and interconnects [93, 94]. The TCS algorithm was also adopted to form a 

divergence-free constraint in order to suppress the late-time linear drift [87], a problem associated 

with the conventional TDFEM [2]. In this approach the TCS-based constraint equations were 

applied to the right-hand-side vector of the TDFEM system of equations while the TDFEM 

system matrix remained unchanged since the basis functions to form the system matrix were still 
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conventional vector bases.  

In this chapter, we apply the TCS algorithm to the TDFEM to alleviate the constraint on the 

time-step size and to improve the convergence of iterative solutions at each time step. Compared 

with the conventional TDFEM, application of the TCS algorithm maintains the accuracy of the 

TDFEM solution but significantly reduces the number of iterations per time step for a 

preconditioned iterative solver to converge when the time-step size becomes relatively large. In 

addition, because the null space of the curl operator is now represented by the pure gradient basis 

functions, the formulation is also free of late-time linear drift or instability. 

     

6.2  Methodology 

6.2.1 The TCS Algorithm  

    From Gauss’s law for the magnetic flux density and Faraday’s law [22], it can easily be 

derived that the electric field ( , )tE r  can be decomposed into two components as 

( , ) ( , ) ( , )t t t
t

φ ∂
= −∇ −

∂
E r r A r        (6.2) 

where φ  is the electric scalar potential and A is the magnetic vector potential. When nodal basis 

functions jN  and edge basis functions jN  are adopted to expand φ  and A, respectively, 

(6.2) can then be written as 

( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )g g r r
j j j j j j j jt t N a t e t e t

t
φ ∂   = −∇ − = +   ∂∑ ∑ ∑ ∑E r r N r N r N r    (6.3) 

where ( ) ( )g
j jN= ∇N r r  is a pure-gradient function and ( )r

jN r  denotes the conventional edge 

basis function. The superscript “r” indicates the rotational-like property of edge basis functions 

and thus is used to distinguish them from pure-gradient functions carrying a superscript g. This 

notation will be used throughout this chapter. Equation (6.3) suggests employing two different 

basis functions, ( )g
jN r  and ( )r

jN r , to approximate the electric- and magnetic-induced 

components of ( , )tE r , respectively. In other words, the original edge basis space can be 

decomposed into the irrotational and rotational-like subspaces. Mathematically, any sufficiently 
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smooth vector field can be decomposed into an irrotational (curl-free) vector field and a 

solenoidal (divergence-free) vector field, a fact known as the Helmholtz decomposition. Since 

curl-conforming basis functions are not purely solenoidal, (6.3) actually represents an inexact 

Helmholtz decomposition for the edge-element approximation.  

    Next, we apply the TCS algorithm to the TDFEM that employs both pure-gradient and edge 

basis functions to expand an electric field. Similar to its application in the frequency-domain 

FEM, the very first step is to find a rooted spanning tree of a given finite element mesh which is 

also a connected graph. Starting from a root or a reference node, a spanning tree connects all 

other nodes in the finite element mesh through a selected group of edges called tree edges. The 

remaining edges are called cotree edges. When there are perfectly electrically conducting (PEC) 

boundaries or structures, all the PEC nodes are treated as a single node and chosen as the root. 

This case requires special care because any paths connecting two PEC nodes are considered as 

cycles and are forbidden when constructing a spanning tree. For a mesh with no PEC boundaries 

or structures, any node in the mesh can be chosen as a root. To maximize the performance of the 

TCS algorithm, the root should be chosen on the outermost boundary and those on the corners 

should be avoided [93, 94]. Finding a spanning tree on a given finite element mesh is actually a 

minimum spanning tree (MST) problem (when all links (edges) are equally weighted), which has 

been well studied in graph theory [95]. In this case the spanning tree is not unique. Through 

various numerical experiments, it is found that choosing different spanning trees would not affect 

the performance of the algorithm. 

    In this work we adopt a simplified MST algorithm [93, 94] which is summarized briefly as 

follows. 

 

Initialization:  

rootlist: contains all the nodes treated as root (for example, all PEC nodes). 

 

Iterative Process: 
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While rootlist is not empty 

    Extract the first node in rootlist into v. 

    For all the neighboring nodes of v, denoted as Nv[i],  i = 1, 2, " . 

    If the following conditions 1~4 are all satisfied simultaneously, then Link{v, Nv[i]} is 

identified as a tree edge and add Nv[i] to the rootlist. 

 

Conditions: 

1. Nv[i] is not a PEC node; 

2. Nv[i] is not already in the tree; 

3. Link{v, Nv[i]} does not connect a port node to a node that does not belong to the same port; 

4. Link{v, Nv[i]} is not associated with a lumped port interface. 

 

    Conditions 3 and 4 are included to facilitate the inclusion of the time-domain WPBC and 

lumped port interface, which will be discussed in the following subsections. Figure 6.1 illustrates 

a sample spanning tree on a triangular mesh. 

    After a spanning tree is constructed, the original edge set has been split into two groups: tree 

and cotree edges. The next step is to remove all the edge basis functions associated with tree 

edges, which can be implemented easily in any existing FEM code by excluding their 

contributions to the system matrix. After that, pure-gradient basis functions defined on all the 

nodes except for the root are added. As a result, the electric field is expanded using the modified 

set of basis functions as 

free nodes cotree edges

g g r r g r g r
j j j j j j

j j j

e e e ∪ ∪

∈ ∈

= + =∑ ∑ ∑E N N N        (6.4) 

where g r
je ∪  and g r

j
∪N  are unified notations for convenience. Because in a spanning tree the 

number of tree edges is always equal to the number of nodes excluding the root, the total number 

of basis functions and hence the dimension of the TDFEM system matrix remain unchanged, 

which ensures the same level of accuracy of the TDFEM solution. With the original edge bases 

replaced by the modified set in (6.4), we arrive at the modified TDFEM time-marching system 
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{ } { } { } { } { }
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2{ } { } { } { } { }
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n n n n n

e e e b bc tE E E
e e e b b
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− − −
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� � �    (6.5) 

where the expressions of the modified matrices can be derived easily. For example,  
2 2
0 0 0

0 0

4 2 2
0

2 2

[ ] [ ] ([ ] [ ]) [ ] ([ ] [ ])
[ ]

[ ] ([ ] [ ]) [ ] ([ ] [ ])

c t c t c trr rr rr rr rg rg rg

c t c tgr gr gr gg gg gg

S M G A M G A
E

M G A M G A

∆ ∆ ∆

∆ ∆

 + + + + +
 =
 + + + + 

�   (6.6) 

where the superscripts g and r indicate that the testing or basis functions belong to either the pure 

gradient subspace or the rotational-like subspace. 

 

6.2.2 Inclusion of the Time-Domain WPBC 

    Constructed based on multimodal expansion and modal orthogonality, the time-domain 

WPBC described in Section 2.2.4 provides a rigorous truncation boundary at a waveguide port. It 

has been shown that the time-domain WPBC can be written as a third-kind boundary condition in 

(2.30). One of the key points of implementing the time-domain WPBC in the TCS-enabled 

TDFEM is to evaluate the projection of modal fields onto each basis function over the port 

surface, or mathematically as 

TEM/TE/TM TEM/TE/TM
( )

p

g r
ipm i t pm dS∪Φ = ⋅∫∫S N e      (6.7) 

where TEM
0pe , TE

pme , and TM
tpme  are the TEM, the mth TE, and the transverse component of the mth 

TM modal electric fields at the port interface, respectively. The term g r
i
∪N  denotes either a 

pure-gradient basis function on a non-root node or an edge basis function along a cotree edge, 

which has already been discussed in the preceding subsection. On the other hand, TEM
0pe , TE

pme , 

and TM
tpme  are often computed numerically based on a two-dimensional finite element analysis on 

the waveguide port. Attention is needed to ensure the consistency of the TCS on the port mesh as 

well as on the mesh for the entire structure, since the former is a direct result of the latter. For 

example, if a tree edge connects a node on a port surface to a node that is not on the same port 

surface, there are no complications for the three-dimensional TDFEM analysis. However, on the 
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port mesh there will be floating nodes that are not connected by any tree edges on the port surface, 

which will create complications for the two-dimensional modal calculation. For this reason, the 

constraint in Condition 3 needs to be included to avoid this situation. 

    Once a proper port mesh with a consistent TCS is constructed, the TE modes TE
pme  and the 

corresponding cutoff frequencies can be calculated through the following sparse linear 

eigensystem: 

2[ ]{ } [ ]{ }g r g r
t c tA e k B e∪ ∪=        (6.8) 

where 

1 ( ) ( )g r g r
ij t i t jV r

A dV
µ

∪ ∪= ∇ × ⋅ ∇ ×∫∫∫ N N      (6.9) 

  g r g r
ij r i jV

B dVε ∪ ∪= ⋅∫∫∫ N N .       (6.10) 

Note that when either g r
i
∪N or g r

j
∪N  is a pure gradient basis, the corresponding entry ijA  is 

zero. Figure 6.2 shows the field distribution of the computed TE10 mode of a rectangular 

waveguide port with and without applying the TCS algorithm.  

    The formulation above can also be modified into an t ze−e  formulation [1, 2] to compute 

the TM modal fields TM
tpme . However, for a homogeneous port, a simpler approach to calculate 

TM
tpme  is to solve for the modal magnetic field TM

pmh  first through a linear eigensystem similar to 

(6.9) with the Dirichlet boundary condition on the waveguide walls replaced by the Neumann 

boundary condition. It is important to point out that in the preceding subsection the spanning tree 

is built for the electric field formulation only and the corresponding TCS cannot be used in the 

magnetic field construction. Alternative approaches include building another tree based on 

boundary conditions for the magnetic field or simply calculating it without using the TCS. Once 

TM
pmh  is obtained , TM

tpme  is simply given by TMˆ pmn×h . Finally, to calculate the TEM mode TEM
0pe , 

a static FEM analysis for calculating the electrostatic potential φ  is performed which is then 



 147

used in TEM
0p tφ= −∇e . Since we do not use the TCS technique in this case, all the TCS-related 

information and the treatment of tree edges should be ignored. 

 

6.2.3 Inclusion of Lumped Port Interfaces 

A lumped port interface is defined as a path in a finite element mesh that connects two nodes 

where a lumped component is applied. Through this path, a lumped voltage can be defined and 

calculated from the TDFEM solution and a lumped current can be applied as excitation. As 

shown in Fig. 6.3, a typical lumped port interface contains one or multiple FEM edges.  

Lumped port interfaces are critical in the formulation of the TDFEM-based hybrid 

field-circuit solver in Chapter 4 which includes simple stamping of V-I relations and more 

advanced features such as hybridization with a SPICE-like circuit simulator as well as 

incorporation of multiport lumped networks in Chapter 5.  

The compatibility of the TCS technique with the lumped port interface is especially 

important for the flexible time-stepping scheme presented in Section 4.4. This time-stepping 

scheme removes the requirement of using a global time-step size, and provides the freedom to 

choose different time-step sizes for FEM and circuit subsystems. For the sake of overall 

computational efficiency, it would be desired that the time-step size FEMt∆  for the FEM 

subsystem (usually of a much larger size than that of the circuit subsystem) be chosen as large as 

possible as long as the accuracy requirement for temporal sampling is satisfied. However, the 

constraint on FEMt∆  described in Section 6.1 not only significantly limits the performance of the 

TDFEM, but also makes the freedom of choosing FEMt∆  not very useful. Introduction of the 

TCS technique could help alleviate this limitation. 

    The lumped voltage along a lumped port interface (path l) can be expressed as 

ˆ ˆ ˆ ˆg r g r r r g g
l k k k k k kl l l l

k l k l k l

V ldl e ldl e ldl e ldl∪ ∪

∈ ∈ ∈

= − ⋅ = − ⋅ = − ⋅ − ⋅∑ ∑ ∑∫ ∫ ∫ ∫E N N N     (6.11) 

where r
ke  and g

ke  denote the FEM unknown coefficients associated with the cotree edges and 
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non-PEC nodes on the lumped path l, respectively. The first term of (6.11) can be calculated 

easily since r
kN  is a conventional edge basis function with a nonzero value only along edge k 

and thus the line integration is only calculated along that edge as 

Edge 
ˆ ˆr r

k kl k
ldl ldl⋅ = ⋅∫ ∫N N .         (6.12) 

The second term contains the contribution from the pure-gradient basis function g
kN . If k  

denotes a node in the middle of path l and thus shared by two adjacent edges ( )l g−  and ( )l g+ ,  

the line integral in the second term becomes 

Edge ( ) Edge ( )
ˆ ˆ ˆ 0g g g

k k kl l g l g
ldl ldl ldl

+ −
⋅ = ⋅ + ⋅ =∫ ∫ ∫N N N     (6.13) 

and thus has no contribution. Only the nodes at the two ends of path l have a nontrivial 

contribution to (6.11) as long as they are not PEC nodes. Similarly, expressions for a lumped 

current excitation along a lumped port interface can be derived, as well as the stamping formulas 

and expressions for the coupling matrix entries in the hybrid field-circuit solver. 

    For practical purposes, we impose Condition 4 in Section 6.2.1 to prevent any edges 

associated with lumped port interfaces from being selected as tree edges. Therefore, when 

implementing the TCS algorithm, if the path connects two PEC nodes, there is no modification 

related to lumped port interfaces. If any of the nodes at the two ends of the path are not on the 

PEC boundary, only their contributions need to be included and all the interior nodes can simply 

be ignored. 

 

6.2.4 Diagonal Scaling 

    It is reported that when the TCS algorithm is applied to the frequency-domain FEM, the 

condition number of the resulting FEM system matrix decreases at low frequencies but increases 

at high frequencies [93]. However, after a diagonal scaling technique is applied, the TCS-enabled 

FEM system becomes better conditioned in both low and high frequency regions [94]. By 

observing that the resolution of high frequencies in the frequency-domain FEM corresponds to a 
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small time step in the TDFEM, we can also apply the diagonal scaling technique to the 

TCS-enabled TDFEM system to improve its performance.   

    If we define two diagonal matrices 1 2
0[ ] [ ] [ ]L R

ii ii iiD D E −= = , (6.5) can be scaled as 

( )
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         (6.14) 

where 1{ } [ ] { }.g r R g re D e∪ − ∪=�  After diagonal scaling, the system matrix 0[ ][ ][ ]L RD E D�  

remains symmetric while all diagonal entries become unity. Note that the above diagonal scaling 

technique is actually a simple preconditioner. In practical implementations there are many 

advanced preconditioners, such as the incomplete LU (ILU) [1], which may internally perform 

this diagonal scaling. 

 

6.3  Numerical Results  

    In this section, several numerical examples are simulated using the TCS-enabled TDFEM to 

verify the implementation of the proposed formulation and demonstrate its performance and 

applications. All the computations were performed on a single SGI Altix 350 computer that uses 

Intel Itanium II 1.5 GHz processors. By using the PETSc library [96], the flexible GMRES solver 

with the ILU preconditioner known as ILUT [97] is adopted to solve the TDFEM system of 

equations with or without the TCS algorithm applied. The restart number used in the GMRES 

solver is set to be 30 and the reverse Cuthill-McKee (RCM) reordering technique [98] is adopted 

to reduce the bandwidth of the TDFEM system matrix. Reordering techniques are often critically 

important to the success of iterative solution techniques, particularly for geometry that is long in 

one direction and narrow in the other directions.   

 

6.3.1 Performance Tests 

    We first consider an air-filled, 1 m long, coaxial cable with the inner and outer PEC 
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conductors having a radius of 4 and 8 mm, respectively. The cable is driven through a lumped 

port interface at the driving end by a current source in parallel with a 5 Ω resistor, and terminated 

by a lumped port interface at the load end with a 10 nH shunt inductor. The excitation function is 

a Gaussian pulse with a frequency bandwidth from DC to 200 MHz. This structure is simulated 

by the TDFEM with and without the TCS algorithm using various time-step sizes. Figure 6.4 

shows the time profile of transient voltages recorded at the driven and load ports computed by the 

TCS-enabled TDFEM and compared to those obtained by the conventional TDFEM. The real and 

imaginary parts of the input impedance are plotted in Fig. 6.5. It is clear that excellent agreement 

is achieved between the two results, which indicates that application of the TCS algorithm in the 

TDFEM maintains accuracy.  

    Comparisons of computational performance between the two techniques as t∆  increases 

over a wide range are given in Figs. 6.6-6.9. For the following computations, the excitation 

Gaussian pulse contains frequency components from DC up to 16.75 kHz, and the drop tolerance 

[97] for the ILUT preconditioner is set to 10-6. First, the coaxial cable is discretized into 13,100 

tetrahedrons and terminated with a 5 Ω lumped resistor, and t∆  increases over a range of five 

orders of magnitude from 50 ps to 5,000 ns. Figure 6.6 records the average number of iterations 

per time step when the relative convergence tolerance is set to 10-6 and the number of ILUT 

fill-ins allowed in a row equals 25 and 40, respectively (labeled in Figs. 6.6 and 6.7 as the 

numbers in the parenthesis). Note that increasing the fill-in provides a better, albeit more 

expensive, preconditioner due to an increased memory requirement as well as a larger number of 

floating-point operations per iteration. In Fig. 6.6, it is shown that to a limited extent a better 

preconditioner helps to reduce the iteration count. However, without applying the TCS algorithm, 

the number of iterations still increases significantly with increasing t∆ . For example, even if a 

better preconditioner is applied, as t∆  approaches 200 ns the number of iterations per time step 

for this case exceeds 1,000 (not shown in Fig. 6.6), which makes the standard simulation of 

limited practical utility. However, by applying the TCS algorithm, the number of iterations per 

time step remains small, and this is accomplished without further augmenting the memory 
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requirements for the preconditioner. 

    It is evident in Fig. 6.6 that as t∆  increases over such a wide range, the average number of 

iterations per time step required by the TCS algorithm remains nearly constant, independent of 

which preconditioner is applied. The significant reduction in the iteration count that is obtained 

by applying the TCS algorithm also leads to a significant speedup in the overall computation 

time. Figure 6.7 records the total solution time versus t∆  for the two techniques when the 

excitation pulse contains frequency components up to 16.75 kHz. In this simulation, the required 

total time to reach the steady state is 500 µs. When the time-step size is chosen as 50 ps, 107 time 

steps are then needed to complete the time marching. As the time-step size increases, the number 

of required time steps correspondingly decreases. At 5,000 ns, we need only 100 time steps to 

complete the time marching. However, without TCS the iteration count per time step increases 

significantly with an increased time-step size, and consequently, this increase in the iteration 

count per time step quickly offsets the effect of a decreased number of required time steps. That is 

why the total solution time for the traditional TDFEM formulation initially decreases, but 

eventually increases rapidly as t∆  increases. With the TCS applied, since the iteration counts 

almost remain a constant, the total solution time decreases linearly as t∆  increases even up to 

5,000 ns. As a result, the total solution time is reduced significantly from over 12,000 minutes to 

only a few seconds.  

    Next, the coaxial cable is discretized with approximately 272,000 tetrahedrons, terminated at 

both ends using the time-domain WPBC and excited by the same Gaussian pulse described 

above, which has a bandwidth from DC to 16.75 kHz. Similar performance of the TCS on the 

reduction of the number of iterations and total solution time is observed in Figs. 6.8 and 6.9, 

respectively, when t∆  increases over a range of four orders of magnitude from 500 ps to 5,000 

ns, the relative convergence tolerance is set to 10-4, and the number of ILUT fill-ins allowed in a 

row equals 250. Note that the test case is so challenging for the conventional TDFEM that 

without the TCS the time-step size is constrained to very small values. 

The number of iterations is usually related to the condition number of the matrix. Figure 6.9 
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shows the condition number of the TDFEM system as a function of t∆  before and after diagonal 

scaling is applied for the previous example with 13,100 tetrahedrons. As can be seen, before 

diagonal scaling, the condition number of the system matrix obtained with the TCS algorithm is 

increased slightly; however, when combined with a simple diagonal scaling (internally done 

within the construction of the ILU preconditioner) the TCS algorithm yields a system matrix with 

a condition number that is usually several orders of magnitude lower than that of the other cases 

shown in Fig. 6.10.  

 

6.3.2 Practical Examples 

    To further verify the implementation and test the performance, the TDFEM combined with 

the TCS algorithm is applied to more practical examples. The following examples exhibit a 

significant geometrical complexity as well as abundant simulation features, which include PEC 

boundaries, the first-order ABC, the time-domain WPBC, and near-to-far calculations [1, 2]. 

Simulation of these examples is challenging in the sense that the dimension of radiation apertures 

or radiation boundaries is significantly larger than that of the feed region. In addition, in order to 

accurately compute the input impedance or S parameters, the mesh density around the feed region 

need to be very high [2], and therefore, the finite element discretization results in an extremely 

nonuniform mesh.  

    The dimensions and parameters of an ultrawideband (UWB) Vivaldi antenna are given in 

Fig. 6.11. A stripline is used to feed the antenna, which is modeled as a TEM port. The transient 

modal voltage at the input wave port is plotted in Fig. 6.12. The S parameters at the input 

waveport and the radiation patterns in the xz plane at two different frequencies are displayed in 

Figs. 6.13 and 6.14, respectively. The excellent agreement between the conventional TDFEM and 

TCS-enabled TDFEM indicates that application of the TCS algorithm maintains the accuracy of 

results even with high geometrical and modeling complexities. Moreover, due to the extremely 

nonuniform FEM meshes, without the TCS algorithm a very small time-step size that grossly 

oversamples the time signals has to be used to expedite the convergence at each time step. By 
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using the TCS, we can adopt a time-step size larger than the oversampled ones and achieve a 

speedup factor up to 3.1 when measured in the total simulation time, while still maintaining the 

level of the accuracy.  

The next example is a coaxial-fed circular waveguide antenna, which is known as the 

Vlasov antenna. The geometrical information of the Vlasov antenna is available in [2, 11]. The 

dimensions of the geometrical features of the antenna vary from a few millimeters in the feed 

region to 561.5 mm at the radiating aperture. The total number of unknowns is nearly 1 million. 

The TCS-enable TDFEM is able to solve the problem in 1,058 minutes with a peak memory 

requirement of approximately 3.4 GB. The average number of iterations per time step is about 8. 

The computed return loss at the coaxial port is plotted in Fig. 6.15 and agrees well with reference 

data by VOLMAX [99]. It is reported that applying the conventional TDFEM to the entire 

structure is rather difficult [11, 12]. When an iterative solver is used, the number of iterations per 

time step becomes quite large [11]. With the same settings for the iterative solver and the 

preconditioner, the average number of iterations reaches 35. When a direct solver is applied, the 

peak memory requirement reaches 16 GB [12]. 

To show that the TCS technique helps improve the efficiency of the hybrid field-circuit 

simulation with the local time-stepping scheme in Chapter 4.4, we revisit the chip-to-package 

interconnecting examples. It has been pointed out that the total computational cost is partly 

related to the average iteration steps to solve a linearized problem at each Newton step at the 

synchronous time point. Such a linearized problem involves the FEM subsystem, and thus the 

average iteration counts increase significantly as FEMt∆  increases. To show this, we consider the 

same structure excited by a “slow pulse” [47] with rise and fall times, and width, that are ten 

times larger than the previous values, and we maintain CKT1t∆  equal to 2 ps and increase the 

FEMt∆  from 2 ps to 50 ps. Without the application of the TCS techniques, the average iteration 

count increases from 4 to over 17. In contrast, when the TCS is applied, the average iteration 

count remains around 4 to 5. 
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6.3.3 Suppression of the Late-Time Linear Drift and Instability 

    To demonstrate that the use of the TCS algorithm and the introduction of pure gradient basis 

functions help suppress the late-time linear drift associated with the conventional TDFEM, we 

consider a lossless cubical PEC cavity with a side length of 0.8 m and a lumped current excitation 

placed at the center of the cavity. The excitation current has a profile of a Gaussian pulse with 

99% of the power in a frequency band from DC to 200 MHz. Figure 6.16 shows the lumped 

voltage recorded by integrating the electric fields along the FEM edges through which the lumped 

current excitation is applied. Without the TCS algorithm, the nonphysical linear drift in the 

traditional solution of this type of application is evident after 50,000 time steps. In contrast, the 

TDFEM combined with the TCS successfully suppresses the emergence of the nonphysical linear 

drift. 

    Another important test of the low-frequency stability of the proposed method is the 

computation of late-time responses to single-tone sinusoid excitations of extremely low frequency. 

Although a Gaussian excitation in the previous examples has frequency content down to DC, the 

energy is actually distributed across a broad frequency range. On the other hand, because 

sinusoidal excitation has essentially all its energy at the single frequency (with the exception of 

turn-on transients), it may more readily and more obviously expose any potential issues in the 

time-domain simulations. Here we revisit the test geometry for Figs. 6.5 and 6.6, which is now 

excited by tapered single-tone sinusoid signals of 10 Hz and 1 Hz, respectively. For the ILUT 

preconditioner, the drop tolerance is set to 10-6, and the number of ILUT fill-ins allowed in a row 

equals 40. Table 6.1 records the maximum time to which the TCS-enabled TDFEM simulation 

can march on before the results are tampered by the accumulated iterative solution errors. Such 

accumulated solution errors can be suppressed by reducing the relative residue tolerance. With 

the help of the TCS, the TDFEM simulation can easily go up to a few thousand cycles under the 

single-tone excitation of extremely low frequency. For both 10 Hz and 1 Hz cases, the time-step 

sizes correspond to 40 points per period, which is 3~4 orders of magnitude larger that the 

maximum time-step size ∆t in Fig. 6.5, while the average iteration count per time step is still 
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around 7.  

 

6.4  Summary  

This chapter described the application of the TCS algorithm to the TDFEM analysis to 

reduce the number of iterations per time step and accelerate the time-marching process by 

adopting a larger time-step size within the requirement of the temporal sampling rate.  

The conventional TDFEM formulation using edge basis functions leads to an 

unconditionally stable time-marching scheme such that, ideally, the time-step size is solely 

dependent on the temporal variation of the field. However, when an iterative solver is applied to 

solve the TDFEM system, the number of iterations per time step increases significantly as the 

time-step size increases. This additional constraint on the time-step size limits the efficiency and 

performance of the TDFEM in many practical applications.  

Decomposition of the electric field into the electrostatic and magnetic-induced components 

suggests the use of both pure gradient and edge basis functions to expand the electric field in the 

TDFEM, which is enabled by the TCS algorithm performed on the edge set of a 

three-dimensional finite element mesh. The FEM edge set is then split into tree and cotree edges, 

and the edge basis functions associated with tree edges are replaced by an equal number of pure 

gradient basis functions defined on non-root nodes. It is found that after special care is exercised, 

use of the TCS algorithm is compatible with important advanced features in the TDFEM, such as 

the time-domain WPBC and lumped port interfaces for hybrid field-circuit simulations. 

Compared with the conventional TDFEM, it was shown that the use of the TCS algorithm 

maintains the accuracy of the TDFEM solution and can significantly reduce the iteration count 

per time step for a preconditioned iterative solver to converge, which is particularly important 

when the time-step size is desired to be relatively large for problems containing low-frequency 

components or highly nonuniform meshes. It was also demonstrated that the TCS algorithm and 

introduction of pure gradient basis functions in the TDFEM can effectively suppress the late-time 



 156

linear drift and instability.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 157

6.5   Figures and Tables 

 

 

 

 

 
 

Figure 6.1: A sample TCS on the mesh of a circular waveguide. Tree edges are represented by 
thick lines. Edges on the outermost boundary are PEC edges. 
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Figure 6.2: Field distribution of the computed TE10 mode of a rectangular waveguide port with 
and without the application of the TCS algorithm. Left: without the TCS. Right: with the TCS. 
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Figure 6.3: A typical lumped port interface contains one or multiple FEM edges. 
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(a) 
 

 
(b) 

 
Figure 6.4: Transient voltages recorded at the lumped port interface across (a) the driven end and 
(b) the load end. 



 161

 
(a) 

 
 

(b) 
 

Figure 6.5: Computed input impedance with or without the application of the TCS algorithm. (a) 
Real part. (b) Imaginary part. Inserts: enlarged at the low-frequency region. 
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Figure 6.6: Average number of iterations per time step for the case of lumped port interfaces. 
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Figure 6.7: Total solution time for the case of lumped port interfaces. The required total time to 
reach the steady state is 500 µs, which corresponds to 107 time steps when t∆ = 50 ps, and 100 
time steps when t∆ = 5,000 ns. 
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Figure 6.8: Average number of iterations per time step for the case of wave ports. 
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Figure 6.9: Total solution time for the case of wave ports. The required total time to reach the 
steady state is 500 µs, which corresponds to 106 time steps when t∆ = 500 ps, and 100 time steps 
when t∆ = 5,000 ns. 



 164

0.05 0.5 5 50 500 5000

10
5

10
10

∆t (ns)

C
on

di
tio

n 
N

um
be

r

 

 

Original w/o DS
Original with DS
TCS w/o DS
TCS with DS

 
 
Figure 6.10: Condition number of the system matrices of the two techniques with and without 
diagonal scaling (DS). 
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Figure 6.11: Geometry of a Vivaldi antenna. Dimensions: w = 40 mm, d = 55 mm, R = 5 mm, h = 
1.5 mm. The relative permittivity of the stub is 3.0. Stripline width τs = 2 mm. 
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Figure 6.12: Transient modal voltage recorded at the input wave port for a Vivaldi antenna. 
 

 
 

Figure 6.13: Real and imaginary parts of 11S  at the TEM port for a Vivaldi antenna. 
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Figure 6.14: Radiation patterns in the xz plane for the Vivaldi antenna. (a) At 3.25 GHz. (b) At 
5.50 GHz. 
 
 
 
 



 167

 
 

Figure 6.15: Computed return loss at the coaxial port of a Vlasov antenna. 
 

 

 
 
Figure 6.16: Temporal voltage along the FEM edges associated with lumped current excitation. 
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Table 6.1 : Maximum time that the TCS-enabled TDFEM can reach 
under single-tone excitations 

 

Frequency of 
excitation 

Relative 
tolerance  

Time-step size Maximum time 

10 Hz 10-6 2.5 ms 510 s 

10 Hz 10-8 2.5 ms >2,200 s 

1 Hz 10-8 25.0 ms >8,900 s 
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CHAPTER 7 
CONCLUSIONS AND FUTURE WORK 

 

This dissertation is mainly devoted to the development of numerical algorithms for 

incorporating the feed-network and circuit modeling into the time-domain finite element analysis 

of a wide variety of electromagnetic devices including antenna arrays and microwave circuits. 

This chapter draws conclusions and sheds light on possible future research work that would 

further extend the capability of numerical algorithms developed in this dissertation.  

It is pointed out that incorporating the feed-network modeling into antenna array analysis 

and accurately capturing the interactions between the antenna elements and the feed network is 

necessary and important in the simulation of an antenna system. An accurate and efficient 

algorithm to achieve this goal is proposed and presented. The feed network and the antennas are 

separated by a set of well-defined waveport interfaces. The antennas are simulated by the 

TDFEM combined with the time-domain WPBC, while the feed network is cast into a rational 

function macromodel based on its scattering matrix enabling a computationally efficient, 

recursive convolution scheme in transient analysis. The bidirectional decomposition of the fields 

as well as the port voltages and port currents enables the exchange of information between the 

antenna elements and the feed network to occur through the incident and reflected modal 

voltages/currents at properly defined port interfaces. No instability is introduced in this coupled 

analysis provided that the frequency range of validity of the feed-network macromodel is 

properly selected and its passivity over the frequency bandwidth of interest is enforced. The 

proposed approach also works seamlessly in a domain decomposition formulation for the 

simulation of large and complex antenna arrays. The validity, efficiency, and stability of the 

proposed method are demonstrated through its application to antenna arrays fed by various feed 

networks. The proposed approach significantly extends the current antenna modeling capability to 

the system level without significantly increasing the simulation complexity. 

Next, for complicated electromagnetic devices that include both distributive and lumped 
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subsystems, this dissertation presents a methodology such that lumped circuit modeling can be 

incorporated into the TDFEM analysis, which results in a hybrid field-circuit solver to perform 

the mixed full-wave and circuit simulation. In the proposed methodology, The FEM subsystem is 

formed by modeling the distributive passive portion using the Newmark-beta scheme, while the 

lumped circuits are analyzed by a SPICE-like transient circuit solver to generate a circuit 

subsystem that is constructed and discretized in a manner consistent with the TDFEM framework. 

The FEM and circuit subsystems are coupled together through the lumped ports. The coupling 

from the FEM subsystem to the circuit subsystem is realized by introducing an independent 

voltage source at each lumped port (its associated FEM edges) whose value is determined by the 

TDFEM solution. The resulting port current response computed by the circuit subsystem becomes 

an impressed current excitation for the FEM subsystem at the lumped port, which enables the 

circuit-to-FEM coupling. The resulting global system for both the FEM and circuit unknowns is 

solved by an efficient solution algorithm carefully designed for a global system of mixed linear 

and nonlinear equations when there are nonlinear circuit devices present. The proposed 

field-circuit simulator provides a powerful and accurate CAD tool for the design of modern 

high-frequency devices that exhibit significant disparity in the electrical size of their geometrical 

features.  

The versatility, capability, and efficiency of the hybrid field-circuit simulators developed in 

this dissertation have been further extended and enhanced in several aspects. First, in modern 

mixed-scale circuit systems, a lumped circuit might have been predesigned and characterized 

compactly in terms of a frequency-dependent admittance matrix which is often referred to as a 

lumped network. An advanced algorithm is also proposed for systematically and efficiently 

incorporating multiport lumped networks into the hybrid field-circuit solver. The Laplace-domain 

admittance matrices are cast into the time-domain stepping equations for port voltages and 

currents to form a lumped-network subsystem which is then interfaced with the FEM and circuit 

subsystems through shared ports. While its port voltages are determined by the FEM and circuit 

subsystems, its port currents are treated as external current excitations. All the lumped-network 
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port variables are then eliminated from the final expressions to again form a global system for 

only the FEM and circuit unknowns. Incorporating lumped networks into the current simulation 

tool will not only significantly extend its current modeling capabilities but also improve the 

simulation efficiency, especially when analyzing mixed-scale electronic systems. With the 

enhanced circuit modeling capability for both lumped discrete elements and lumped networks, the 

full strength of the advanced hybrid TDFEM algorithm could be further explored with numerical 

examples that involve large and complex mixed-scale electromagnetic devices. Second, the TCS 

technique has been applied to the TDFEM analysis of electromagnetic problems to accelerate the 

time-marching process. The FEM edge set is split into tree and cotree edges, and the edge basis 

functions associated with tree edges are replaced by an equal number of pure gradient basis 

functions defined on non-root nodes. Use of the TCS algorithm is compatible with the 

time-domain WPBC and lumped port interfaces for hybrid field-circuit simulation. It is shown 

that application of the TCS to the TDFEM analysis maintains the solution accuracy while 

significantly reducing the iteration count per time step for a preconditioned iterative solution 

when the time-step size becomes relatively large. As a result, it allows adoption of a larger 

time-step size within the requirement of the temporal sampling rate to achieve a faster 

time-marching process with a marginal additional cost. It also helps suppress the late-time linear 

drift or instability associated with the conventional TDFEM. Lastly, the original TDFEM-based 

hybrid field-circuit solver utilizes a common time-step size for the FEM and circuit subsystems. 

In some applications where both fast- and slow-varying subsystems are present, use of a 

system-wide common time step compromises the computational efficiency in the sense that it 

always forces the coupled transient simulation to march on in time at the smallest time step 

limited by any subsystem that has the strictest restriction on the time-step size. A flexible 

time-stepping scheme has been developed to enable a multirate simulation in this hybrid 

field-circuit simulation through a generalized coupling scheme between the FEM and circuit 

subsystems in order to adopt different time-step sizes for fast- and slow-varying subsystems. 

Because of the ability to allow different sampling rates for different subsystems, the proposed 
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time-stepping scheme can significantly improve the computational efficiency of the 

TDFEM-based hybrid field-circuit solver, especially when the computational cost associated with 

slow subsystems is higher than that associated with fast subsystems. Various numerical examples 

are presented to validate the algorithms and demonstrate the accuracy and applications of these 

advanced features of the hybrid field-circuit solver. 

Through years of development, the TDFEM has been demonstrated as a powerful transient 

simulation technique and has been widely acknowledged as a promising candidate to meet the 

future challenges in the electromagnetic simulations and EDA industry. In this dissertation, 

various modeling techniques have been hybridized with the TDFEM in order to develop 

co-simulation schemes for efficient and accurate analysis of large and complicated electronic 

systems with mixed-scale and multiphysics features. Through this procedure, the modeling 

capability and versatility of the TDFEM has been significantly extended and enhanced, which has 

been demonstrated through various numerical examples. In order to further enhance the modeling 

capability of the current hybrid solver, one possible future work is to incorporate the lumped thin 

wire model [9], [59], [100], and [101] into the TDFEM framework. Thin wires represent a special 

geometry that has an extremely small transverse dimension but is electrically large in the 

longitudinal dimension. An advantage of introducing the thin wire model is that it greatly relaxes 

the mesh density around a physical conducting wire and hence reduces the modeling complexity 

and makes simulation much more efficient. Armed with the capability of thin wire modeling, the 

hybrid solver can possibly be applied to simulate even more complicated realistic electronic 

systems similar to those in [102]. Moreover, considering that currently the lumped circuits are 

modeled by a SPICE-like circuit simulation program developed in this research, another possible 

topic for future work is to incorporate into the circuit modeling part of this work more advanced 

circuit simulation techniques. For instance, a variable time-stepping scheme has been widely 

adopted in many commercial software packages. With this technique, the time-step size is neither 

fixed beforehand nor uniform, but changing along the time-marching process, corresponding to 

any temporal changes of the signals in the circuits. When the signals change slowly, the time-step 
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size will be adapted to a larger value for a better efficiency. When the signals start to change 

faster and a large time-step produces an error level over a certain threshold, the time-step size will 

automatically be reduced. This technique has brought a lot benefit in achieving maximum 

efficiency within a certain accuracy threshold, and fortunately the flexible time-stepping scheme 

developed in this dissertation has paved a way for incorporation of such a technique. Finally, an 

ultimate way to further enhance the circuit modeling part of the hybrid solver may be to directly 

connect the TDFEM program to the public-domain SPICE programs such as Berkeley SPICE3 

[61]. Although this requires a lot of work on the interfacing of two different codes, once done, 

many advanced features and device models that are already in the SPICE library will be directly 

available for the hybrid field-circuit simulation. 
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APPENDIX A 
DERIVATION OF THE UPDATING 

EQUATIONS 
 

The feed network is assumed to have N+1 ports with port indices from 0 to N. We rewrite 

(3.21) in a compact matrix form as 

{ } { }( ) ( )( ) ( ) ( )s s s− += ⋅V S V .      (A.1) 

When all the entries of ( )sS  are approximated by rational functions shown in (3.22), we obtain 

a macromodel ( )sS�  in the following state-space format: 

1( )s s −= ⋅ − ⋅S C ( I A) B + D� .       (A.2) 

The number of the common poles in the rational approximations is kN , with pole indices from 1 

to kN . The matrix I  is an identity matrix. The matrix A  is a diagonal matrix whose entries 

contain poles of the rational approximation  

0

1

N

 
 
 =  
 
  

A
A

A

A
%

       (A.3) 

with diagonal submatrices  

1

2
0 1

k

N

N

a
a

a

 
 
 = = = =  
 
  

A A A"
%

.                (A.4) 

The matrix B  contains only 1’s and 0’s 
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0

1

{ }
{ }

{ }N

 
 
 =
 
 
 

U
U

B

U
%

                     (A.5) 

with column vectors 0 1{ } { } { }N= = =U U U"  of length kN , whose entries are all equal to 1. 

The matrix C  includes the residues of the rational fits of the elements ( )ijS s�  

00 01 0

10 11 1

0 1

{ } { } { }
{ } { } { }

{ } { } { }

N

N

N N NN

 
 
 =
 
 
 

C C C
C C C

C

C C C

"
"

# # % #
"

      (A.6) 

with row vectors ,1 ,2 ,{ } [    ]
kij ij ij ij Nc c c=C " . Finally, the matrix D  contains all the constants in 

the rational approximations in (28), if any, 

00 01 0

10 11 1

0 1

N

N

N N NN

d d d
d d d

d d d

 
 
 =
 
 
 

D

"
"

# # % #
"

.        (A.7) 

    Invoking (A.2), (A.1) becomes 

{ } { } { } { }
{ } { }

( ) ( ) 1 ( ) ( )

( )
V                          ( ) ( )

s

s s

− + − + +

+

= ⋅ = ⋅ − ⋅ ⋅ ⋅

= ⋅ ⋅

V S V C ( I A) B V + D V

C T + D V

�
   (A.8) 

with  

{ } { }1 ( )
V ( ) ( ) ( )s s s− += − ⋅ ⋅T I A B V .                (A.9) 

Its time-domain form is readily obtained as  

{ } ( ) { }( )
V ( ) exp ( ) ( )t t u t t+= ∆ ∗ ⋅T A B V      (A.10) 

where exp( ⋅ ) indicates a matrix exponential, and ( )u t  denotes the unit step function. After time 

discretization, the time convolution above can be evaluated using the following recursive 

formula: 

{ } { } { }1 ( )
V 1 V 2

nn n+ += ⋅ + ⋅ ⋅T E T E B V      (A.11) 
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where 1 exp( )t= ∆E A  and 1
2 (exp( ) ) ( )t −= ∆ − ⋅E A I A . Based on (A.8), once { } 1

V
n+T  is 

obtained, { } 1( ) n+−V  can be computed as 

{ } { } { }1 1( ) ( )
V

n nn+ +− += ⋅ + ⋅V C T D V .     (A.12) 
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APPENDIX B 
DERIVATION AND PROOF OF VALIDITY OF 

THE SOLUTION ALGORITHM 
 

    Equation (4.25) along with (4.26) and (4.27) is a system (size of N) of mixed linear and 

nonlinear equations. Therefore, at each time step, a system of equations in the following 

generalized form needs to be solved: 

l l

nl nlnl nl

[ ] [ ] { } { }
( )

[ ] [ ] ({ }){ } { }

A B x b
C D xx b

     
= + − =     
         

0
F x 0

I
    (B.1) 

where submatrices [A], [B], [C], and [D], and right-hand-side subvectors l{ }b  and nl{ }b  are 

predetermined and invariant at Newton steps. The unknown vector is separated into two groups 

so that l{ }x  (size of nlN ) represents the unknowns associated with pure linear equations and 

nl{ }x  (size of nlN = N nlN− )  presents the remaining unknowns involved with nonlinear 

expressions compactly as nl nl({ })xI . 

    It can be derived easily that the system in (B.2) is equivalent to (B.1) by eliminating l{ }x , 

which results in a nonlinear system only with respect to nl{ }x  

nl nl nl nl nl 1 l({ }) { } [ ] ({ }) [ ]({ } [ ][ ] { })x x E x E b C A b−= + − − =f I 0     (B.2) 

where 1 1[ ] ([ ] [ ][ ] [ ])E D C A B− −= −  is the inversion of the Schur complement of [A].  

    If the Newton-Raphson method is applied to (B.2) instead of (B.1), then at the kth Newton 

iteration, given an initial guess nl
1{ }kx − , we need to first compute nl

1 1({ })k kx− −=f f  and check 

convergence. However, instead of explicitly computing nl
1 1({ })k kx− −=f f  through (B.2), we first 

solve the following intermediate linear system: 
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l l

nl nlnl nl
1

[ ] [ ] { } { }
[ ] [ ] ({ }){ } { } k

A B x b
C D xx b −

      
= −      

          

0

I
�
�

    (B.3) 

where 
Tl T nl T{ } { }x x  � �  is a intermediate solution vector. We then compute nl nl

1{ } { }kx x− − � . It is 

easy to verify that nl nl nl
1 1 1{ } { } ({ })k k kx x x− − −− = =f f� .  

Another important step in applying the Newton-Raphson method to (B.2) is to find the 

nl{ }kxδ  such that the Newton updating can be perform as nl nl nl
1{ } { } { }k k kx x xδ−= + . This involves 

the computation of the Jacobian matrix 
nl

1{ }
[ ]

kx
J

−

f  of (B.2). Explicitly,  
nl

1{ }
[ ]

kx
J

−

f  can be 

computed from (B.2) as  

nl
1 nl nl

1 1

nl nl nl

nl nl{ }
{ } { }

({ }) ({ })[ ] [ ]
{ } { }k

k k

x
x x

x xJ E
x x−

− −

∂ ∂
= = +

∂ ∂
f f II     (B.4) 

where I  is the identity matrix. The second term 
nl

1

nl nl

nl
{ }

({ })[ ]
{ }

kx

xE
x

−

∂
∂

I  can be obtained column 

by column by solving 

0

j j

wA B
y cC D
    

=    
     

       (B.5) 

where jc  and jy  are the jth columns of 
nl

1

nl nl

nl
{ }

({ })
{ }

kx

x
x

−

∂
∂

I  and 
nl

1

nl nl

nl
{ }

({ })[ ]
{ }

kx

xE
x

−

∂
∂

I , 

respectively. This leads to solving (B.5) nlN  times per Newton step. Note that even if 
nl

1{ }
[ ]

kx
J

−

f  

can also be updated using forward difference approximation, this leads to the same computation 

cost. We have successfully avoided modifying the system matrix at each Newton step because 

now both (B.3) and (B.5) have a predetermined system matrix and can be solved by linear solvers. 

However, when nlN  is large and (B.5) cannot be solved very efficiently, the above way to find 

nl
1{ }

[ ]
kx

J
−

f  can become a bottleneck. 

    Alternatively, quasi-Newton methods, such as Broyden’s method, provide an inexpensive 

approximation of 
nl

1{ }
[ ]

kx
J

−

f  without solving a system (B.5) so many times and thus significantly 
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reduce the computational cost. 
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