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I. INTRODUCTION 

Metz R8fe~e~c8 Room 

C i vi \i~~i~S :~~" i ~:.: ~:;~:~tment 
U~i\TerEit:J;- el' =~~~.=~=.:.f}is 
Urbana, Illinois 61S0JJ 

Recently, largely due to stringent safety requirements for important 

structures in extreme environments such as nuclear power plants and offshore 

platforms, there has been a fast growing interest in_the risk analys'is of 

low-probability and large-consequence events such as combination of a number 

of unfavorable loading conditions producing catastrophic consequences. 

Significant progress has been made in the last few years in the modeling 

and combination of stochastic loadings that the research findings are be­

ginning to be used in the formulation of design requirements in building 

codes. However, so far, efforts have been concentrating on the combination 

of independent loadings i.e. the time of load occurrence, intensity and dura­

tion given load occurrence are assumed to be statistically independent of 

one another in each occurrence, from occurrence to occurrence and from 

loading to loading in each loading. In reality, these variables may be 

correlated. For example, a single severe storm may produce extreme wind, 

wave, snow, surge and temperature loads, earthquakes may cause direct dynamic 

force, indirect fire load and in a nuclear structure, loss-of-coolant accident 

(LOCA) loadings because of pipe break, etc. What would be the effect of such 

dependencies on the probability of combined load and lifetime reliability 

estimate of structures? 

The purpose of this study is to develop stochastic models for correlated 

load processes and examine the effects of load dependencies on the probability 

of combined load and reliability of structures under such loadtngs. 

Based on a pulse load model, the occurrence (time) dependencies are 

introduced using multi-variate Poisson delayed point process and point process 

of the Bartlett-Lewis type; the intensity dependencies are introduced using 

an imbedded Gauss-Markov sequence and IIconditional ll correlation function matrix; 
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and the duration-intensity dependencies are introduced using multi-variate 

distribution. The load coincidence method previously proposed (11,12,13) 

for independent loading is generalized for the combination analysis of de­

pendent loads. Approximate analytical results are obtained in simple, 

closed form. The accuracies of the analytical solutions are verified by 

extensive Monte-Carlo simulations. (Details of simulation given in Appendix D). 

1.1 The Load Model 

Because of the randomness in their occurrence time, intensity:' and 

duration, time varying loadings need to be modeled as random processes. If 

the loading fluctuation over the structure's lifetime can be modeled as 

stationary Gaussian processes, the dependences between load can be properly 

accounted for by the cross-correlation functions and linear combination of 

the loadings can be handled without difficulty. One can take advantage of 

the fact that the combined process is again Gaussian and for which many use­

ful results such as upcrossing rate and first-passage probability have been 

obtained and can be directly used in the evaluation of probability of com­

bined load and structural reliability. Unfortunately, for many loadings, 

(such as those caused by storms and earthquakes), this is not the case because 

of their transient and intermittent nature. 

A simple and flexible model for the ~acro-time fluctuation of loadings 

is the pulse process in which the occurrence time is modeled by a point 

-process, and the duration and intensity given occurrence by random variables. 

For example, the Poisson renewal pulse process is widely used for transient 

loads characterized by a mean occurrence rate A, a mean load duration ~d' 

a specified pulse shape (rectangular, triangular, etc.) and a random intensity 

(7,11,12). In most previous studies load parameter independences have been 

assumed; herein, such restriction is relaxed (i.e. the duration may be dependent 
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on the intensity, the occurrence may not be a simple Poisson process, etc.). 

Such models, although being rather crude and idealized, do capture the essen­

tial macro-scale properties of time-varying loads and allow tractable analyti­

cal solutions, therefore insights to be gained into this complex problem. 

Sample functions of rectangular pulse load processes are shown ~n Fig. 1. 

For a Poisson renewal pulse process, the load changes occur according to a 

Poisson process with a mean rate of l/~d' Given the change there is a proba­

bility of A~d that the load has a non-zero intensity. Therefore, the non-zero 

part of the process has an arrival rate of A and durations governed by an 

exponential distribution with a mean value of ~d. In other words, at a given 

arbitrary instant of time the load intensity density function has a discrete 

mass of (l-A~d) at zero, indicating the fraction of the time the load is 

"off'" When A~d=l, the load is always lIonll (Fig. 1b), i.e. a Poisson square 

wave; when A~d<l, the load may be Iloff" from time to time (Fig. 1a). ' Most 

transient loads have a A~d < 0.015 (9). More details are available in 

Larrabee (7). 

1.2 Method of Load-Coincidence 

The general problem of lifetime reliability of structure under multiple 

time-varying loadings is extremely complex. A rigorous formulation requires 

a first-excursion time probability analysis of a vector process (loadings) 

out of a general nonlinear safe domain (limit state). An approximate solution 

can be obtained based on the consideration that survival of the structure 

(limit state not being reached in the structure's lifetime) requires survival 

under individual loadings as well as coincidence of two or more loadings. 

Therefore, for independent loadings modeled as Poisson pulse processes the 

structural reliability ;s (11,12,13) 
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N N N N N N 
1 - P

f 
:: exp[- L: A. p~ t- L: L: A .. pID1·· t-L: L: L: AiJ'kP~J'kt +~ .. ] (1.1) 

i=l 1 1 iij 1J J iij~k 

in which 

Ai : "i' A .. ::; A.A. (lld +lld ), A. ·k::: A. A .Ak(lld lld +].ld lld +lld ].ld) are the 
1J 1 J i j 1J 1 J i j j k i k 

mean rate of occurrence of load S.(t) only, coincidence of load S.(t) and 
1 1 

Sj(t) only and coincidence of Si(t), Sj(t), and Sk(t) only, etc. P~, P~j 
m and Pijk are the conditional probability of failure (mth limit state being 

reached) given the occurrence and coincidence of loads, respectively. The 

above formulation is generally conservative, applicable to linear, nonlinear, 

static and dynamic systems and its accuracy has been verified by extensive 

Monte-Carlo simulations. Details are available in Refs. 11, 12, and 13. 

In the following, the method is extended to the combination of dependent 

loadings. 

Other methods, such as those based on an upcrossing rate analysis have 

been developed for linear combination of independent load processes (7,8), 

however, extension of these methods to dependent loadings appears to be diffi-

cult. 

For simplicity, only the linear combination (summation) of rectangular 

pulse processes is considered. The limit state is a given threshold level r 

being exceeded. Therefore, Eq.l.l gives the probability that such level is 

not exceeded in (O,t) p~, P~j' and P~jk reduce to Gi(r), Gij(r), and Gijk(r), 

the conditional probabilities of r being exceeded given the occurrence and 

coincidence of loads, respectively. To isolate the effect of each dependence, 

when the dependence involving certain load parameters is considered other 

parameters are assumed to be statistically independent. The dependencies 

are categorized into those which are primarily within-load or between-load. 
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II. WITHIN-LOAD DEPENDENCES 

Loads under combination are assumed to be statistically independent 

of one another, however, occurrence, intensity and duration within each 

load may be correlated. 

2.1 Dependence between Intensity and Duration 

For example, storms with longer duration usually have higher intensity, 

therefore, these two parameters may be correlated within each load. The 

occurrence times are assumed to be statistically independent, i.e. they can 

be modeled by Poisson processes. The contribution to the lifetime combined 

maximum from individual load will not be affected by this dependence since it 

does not involve duration i.e. the single summation terms in Eq. (1.1) remains 

the same. However, the coincidence term would be affected since the con­

dition of coincidence implies higher chance of longer duration, hence, higher 

intensities and probability of threshold being exceeded. The coincidence 

term for the combination of two loads is derived as follows. 

Let R be the combined load, Xi be the intensity given the occurrence 

of load Si(t). The probability that two loads coincide and R exceeds a given 

threshold level r in a given time interval (t,t+~t) is 

in which E, = that Sl(t) and S2(t) coincide and Sl(t) is Ilonli first 

E2 = that Sl(t) and S2(t) coincide and S2(t) is lIonl! first 

and 

(2. 1 ) 

(2.2) 
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The above is true since the load occurrences are modeled by independent 

Poisson processes. 

A 

in which D, = duration of Sl(t) given El " 

d fD (d,) 
fA (d ) = 1 1 
D 1 lld , 

(2.3) 

(2.4) 

where Dl = duration of Sl(t), an exponential variate with a mean=lld
l

" 

Intuitively, given the event E, (that is, the duration of S,(t) covers the 

occurrence time of S2(t)), the duration Dl would be more likely to be longer, 

the well-known waiting time paradox (4). The relation given by Eq. 2.4 can 

be found in Ref. 3. Therefore, 

co r dlfD (d,) 
P(R>r IE,) = , - f [f FX (r-x,) fX Id (x,) dx,] , d d, 

o 0 2 1 , lld, 

= (2.5) 

in which fx"D, = joint density function of Xl and Dl . Similarly, 

P(R>rIE2) can be obtained. The mean rate of threshold level r being exceeded 

due to the coincidence is therefore, 

(2.6) 

Note that when the duration and intensity are independent the above coincidence 

term reduces to 

(2.7) 
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in which X12 = Xl +X2. Eq. 2.7 agrees with the coincidence term in Eq. 1.1. 

If Xi and Di are jointly normal, the double integration in Eq. 2.6 

can be reduced to 

(2.8) 

in which ~X. = E[X;], oX. = standard deviation of Xi and ad. = standard 
'1' deviation of Di . Pi = correlation coefficient between Xi and Di . Eq. 2.8 

can be used as an approximation when Xi and Di are not jointly Gaussian. 

To see the effect of the dependence, the ratio of Eq. 2.6 to the coinci­

dence term for independent Xi and Di are plotted for p= 0.5 and 1.0 in Fig. 2 

for X" and 0,. jointly normal and jointly gamma. ~ =~d = 1.0, ° =od =0.3. x.. x.. 
, 1 1 1 

It is seen that the ratio increases with the threshold level, reaching a 

factor about 2 for very high level. This corresponds approximately to the 

error factor that the risk would be underestimated since at such levels, the 

coincidence term dominates the distribution. Note that in this case the 

difference in threshold levels for a fixed risk of being exceeded would be 

small. Similar results based on a point crossing rate method have been found 

in Ref. 7. 

2.2 Occurrence Dependence (Clustering) 

A common phenomenon of occurrence dependence is clustering; examples 

are main and after shocks of earthquake, a large number of tornadoes spawned 

by a single storm, etc. Such dependence is modeled by a point process of 

the Bartless-Lewis (1) type shown in Fig. 3. The load occurs in clusters 

which are modeled as a Poisson renewal process with a mean rate of occurrence 

A and a mean cluster length (duration) ~c.' Within each cluster, the ci , 

loading is a Poisson renewal pulse process with a mean duration ~d. and , 
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an occurrence rate n./~ in which n. = the mean number of occurrence per , c. , 
. , 

cluster. The occurrence rate of loading over the lifetime is therefore 

A. = A n, .. Duration and intensity are assumed to be independent of each 
1 c. 

1 

other and also independent of the occurrence time. 

Because of the clustering~ the counting of the load occurrences in the 

lifetime of the structure is no longer governed by a Poisson distribution, 

i.e. it follows approximately a negative binomial distribution. As a result, 

Eq. 1.1 will be modified. Let Ri be the lifetime maximum value of Si(t), 

the probability distribution of Ri can be derived as follows. Consider load 

Si(t). 

00 

(2.9) 

in which Nc = number of·clusters. Since within each cluster, the load is still 

a Poi sson renewa 1 process, gi ven N =k and the tota 1 durati·on of the lion II time c . 

of the clusters, to 

(2.10) 

in which to = t,+t2+.o.tk, t;=the duration of the ith cluster. 

(tl ,t2o .. t k) is a subset of (t, ,t2o .. t~) n ~ k uniformly distributed 
n 

for.E t~ ~ T and zero otherwise. As an approximation, if the condition Nc=k 
1=1 

is disregarded, ti are independently exponential distribution and to is a gamma 

variate with a density function 

t k-l 
_1_ (~). 

~cl ~cl -to/~Cl 
fT (to) = ---- e 

o (k-l)! 
therefore 

00 

P(Rl < r IN =k):: f P(R .2 r I Nc=k,to) fT (to) dt 
- coo 0 

(2.11) 
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_ 1 k 
- [n.[l-Fx (r)]+l J 

1 1 
(2.12) 

Substituting Eq. 2.12 into Eq. 2.9 one obtains 
k 

k (AC t) 
1 1 

P(Rl ~ r) ~ ~ {n.[l-Fx (r)]+l} k! 
k=Q 1 1 

co 

(2.13) 

* in which FX (r) = l-FX (r). Similarly, probability distribution of,the 
1 1 

lifetime maximum of S2(t), R2, can be obtained. 

Since the clusters are modeled as Poisson renewal processes, the coin­

cidence of clusters is also Poissonian with a mean rate of (11) 

(2.14) 

Within each overlap of clusters, the load coincidence is again a Poisson 

process with a mean rate of 

(2.15) 

Let R12 be the lifetime maximum of the coincidence part of the combined 

process 
00 

(2.16) 

in which Ncc = number of cluster coinciaences. With the total duration of 

cluster overlaps approximated by a gamma variate one obtains, similar to 

Eq. 2.12, 

k 
P(R12 2 r I Ncc=k) : [1.

12
)1 [1-~x (r)]+l] 
c12 12 

(2.17) 

in which X12 = Xl +X2' the combined intensity given the load coincidence. 
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Therefore, 

(2.18) 

Let Rm = the lifetime combined maximum 

P(Rm ~ r) = P(Rl~ r n R2~ r n R12 ~ r) 

~ P(Rl ~ r) P(R2 ~ r) P(R12 ~ r) (2.19) 

Rl is independent o! R2; however, R12 strictly speaking, is positively 

correlated to Rl and R2, therefore, the above approximation is on the 

conservative side. Substituting Eqs. 2.13 and 2.18 into 2.19, one obtains 

F R (r, T) : ex p 
rn 

(2.20) 

in which A12 ~ A1A2(~d +~d)· Comparison with the independent loading case 
1 2 

shows that the effect of the clustering is accounted for by the terms in the 

square bracket which is important when n. is large and the threshold level 
1 

r is low. In Fig. 4, FR for the clustered and unclustered cases are com­
m 

P?red. The loading parameters are Al=A2= A = 6/year. ~ =~ = 0.01 yr cl c2 
(~ 3 days), ~d =~d = 0.001 yr (~ 8 hrs). Xl and X2 1 2 
1.0 and aX =aX =0.3. The rest are indicated in the 

. 1 2 

are normal with ~X =~X = 
1 2 

figure. Monte-Carlo 

simulation results are also shown; they agree very well with the analytical 

solutions. It is seen that as threhold level increases, the effect of 

clustering on the distribution function diminishes. This is what one 

would expect since crossings tend to be sparse and independent at high 



14 

0.99 -- Theory (Clustered) o 

--- Theory (Unclustered) 
A,O Simulation (n:: 96) 

0.98 o 

0.95 
It.... 

c» 
c: 
"0 Q90 Q) 
Q) 
(.) 
)( 

w 
....... 0.80 0 z 
't-
0 0.70 
::>. ....... 

0.60 
..Q 
c 

0.50 ..c 
0 
It.... 0.40 a. 

0.30 

0.20 T - 50 Vr n - n - ~ 
I = " U I ~ UD2 - \J 

0.10 
0.05 
0.02 
0.01 

2 4 

Threshold Level r 
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threshold levels even for clustered load process. 

clustering can be described as only moderate and give lower lifetime com­

bi ned maximum compa-red with thei ndependent loadings case. 

2.3 Intensity Dependence 

The Gauss-Markov sequence is a simple and flexible model to include 

dependence, for example such model has been used in-a study of effect 

of intensity correlation on structural safety (5). In this study, this 

is done by imbedding such a sequence in a Poisson renewal pulse process 

(see Fig. 5). In other words, the intensities given occurrence are related 

by 

in which Xi = intensity at ith occurrence. Zk = independent normal variate 

with ~z = /(l-p)/(l+p) ~X' and 0Z=oX· The intensity correlation is 

p I j-k I 

in which p is the correlation coefficient between the intensities 
Xj ' Xk 

at the jth and kth occurrence. 

Following the notations used in Section 2.2 

P ( R 1 .2. r) = L P ( R l.2.r I N 1 = k ) P ( N 1 = k ) 
k=O 

in which Nl = number of occurrences. 

P(R < r I N =k) = p[X(l) < r n X(l) < r ... X(l) < rJ 
1- 1 1 - 2 - k-

= p[x(l) < rl X(l) < rJ p[PX(l) < rl X(l) < rJ 
k - k-l - k-l - k-2 -

... p[Xi 1) .::. rJ 

(2.22) 

(2.23) 
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Correlated Load Intensity 

1 
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Fig. 5 Poisson Renewal Pulse Process with 
Imbedded Gauss-Markov Intensity 
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= { 
1 for k=Q (2.24) 

in which Hl(r,p,) = conditional probability that the intensity x~)~.r given 

the intensity at the previous occurrence t;~l ~ r. 

The above is true because of the Markov property of the sequence x~l). 

Substituting Eq. 2.24 into Eq. 2.23 o~e obtains, 

FX (r) -A1TH;(r,Pl) -A1T -A1T 
P (Rl ~ r) = H (1 ) { e - e } + e 

1 r ,Pl 

in which H~ = l-Hl . 

The function Hl(r,p,) is given by 

= p(X~l) < r I X~l) < r) 
1 - 1-1 -

r P(xP) < rl X~l) = - J 1 - 1-1 
- 0 p( x0) < r) 

1-1 -

in which p(X~l) < r I XP) = s) 
, - 1-1 

= p ( p s + N Zi _ 1 .2 r) 

Therefore, 

s) 
fX(l) 

i -1 
(s) ds 

r 
f FZ ell 2 (r-p,s)] fX(l) (s) ds 

= 0 l-P l 1 

(2.25) 

(2.26) 

(2.27) 

Consider now the lifetime maximum due to the load coindicence. The coincidence 

part has intensity variation which is the sum of parts of two independent 

Markov sequences. It can be shown that the sum of two stationary Gauss-Markov 
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sequences is again Markovian when the one-step correlation coefficients 

are equal; otherwise, the sum sequence is strictly no longer Markovian, 

however, with a correlation struc·ture very close to that in a Markov se-

quence (Appendix A). Therefore, the ·coinci·dence intensity sequence can 

be treated approximately as being Markovian. 

Let Yp = X~l) + X~2) Y = X~l) + X~2) ,etc. be the intensity 
1 J' p+ 1 1 + k J + Q, 

sequence. It can be easily shown that 

(2.28) 

Therefore, the correlation coefficient between two adjacent intensitites 

in the sum sequence is no longer constant. As an approximation, an equiva-

lent constant value for the one-step correlation coefficient is used. 

Al/A12 A2/ A12 
2 2 

_ Pl ax(l) + P2 a
X

(2) 
P12 2 2 (2.29) 

a (1) + a (2) 
X X 

in which Al/A12 = Al/[A1A2(Pd +Pd )], the mean number of load occurrences 
1 2 

in Sl(t) between two adjacent coincidences. A2/A12 is similarly defined. 

Following a procedure similar to that which lead to Eq. 2.25, one obtains 

the distribution function for R12 as 

Fx12 (r) -A12THi2(r,P12) -A12T -A12T 
P(R12 ~ r) ~ H

12
(r,P12) {e - e } + e 

; n h/h; f"' h 
I II 'v II • '- J I r 

f F Z [ 1 (r-p l2s )] f X
12 

(s) ds 
o 12 11- 2 

P12 
H (r ,:;; ---------------112\ ,P12 i 

FX (r) 
12 

with X12 = x(l) + X(2) , the combined intensity, Z12 = normal variate 

with Pz = ~(1-P12)/(1+P12) P
X12 

and a
Z12 

= a
X12 

(2.30) 

(2.31) 
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The overall lifetime combined maximum therefore has the following approxi­

mate distribution: 

FR (r,T) = P(Rl ~ r) P(R2 ~ r) P{R12 ~ r) (2.32) 
m 

-A T -A2T -~2T 
Terms e 1 , e and e are usually small and can be neglected. If 

Pl' P2 and P12 => 0, the dependencies disappear; Eq. 2.32 reduces to Eq. 1.1. 

If Pl' P2 and P12 => 1; Eq. 2.32 reduces to 

FR (r,T) 
m 

-A T -A T 
{F (r) [l-e 12 ] + e 12} X12 

(2.33) 

which can be also obtained from the fact that as Pl and P2 => 1, the intensity 

remains constant throughout the lifetime. 

FR for different combination of load parameters are compared in 

Fig. 6.
m 

P,=P2=P , t=20 yr, ~d =~d =0.005 yr, A,=A2=A , x(') and X(2) are 
1 2 

normal with ~x(l)= ~x(2)= 1.0, 0x(l)= 0X(2)=0.3. The rest are indicated 

in the figure. Monte-Carlo simulation results are shown for the case 

p=0.95; they compared well with analytical solution. Again, it is observed 

that unless the correlation is almost perfect (i .eo p=loO), the effect of 

correlation is quite moderate and only significant in the medium range and 

lower tail of the distribution. 
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III. BETWEEN-LOAD DEPENDENCIES 

Loads under combination may be correlated in occurrence time and 

intensity. 

3.1 Occurrence Clustering Among Loads 

Examples are extreme wind, wave, snow, rain-on-snow load and loads 

causing IIcommon-modeli failure in nuclear structures. These loadings may 

have different arrival times, tntensities, but may be clustered around a 

common point in time that there is a much higher chance of coincidence. 

Such occurrence clusters are taken into consideration by using a multi-

variate point process. Individually, the occurrence of each load is a 

simple Poisson point process, however, collectively, there is a clustering 

among loads to reflect the physical processes by which these loadings are 

generated. In Fig. 7 two such correlated processes are described. The 

parent point process is indicated by a "0", a simple Poisson process with an 

occurrence rate p. The load may occur (with a probability Pi) at a random 

delay time Ti and indicated by a II~". For example, if the parent process 

represents strong motion earthquakes and the delayed process LOCA loadings, 

the latter does not always occur after each earthquake and also, the exact 

time of occurrence may vary. To make the process more general, an indepen-

dent (noise) Poisson process with occurrence rate Pi' is superimposed and 

indicated by an "Xll. The addition of the noise process is to accommodate the 

situation that the loading can be caused by other sources than the parent 

process under consideration, e.g. LOCA loadings can be caused by events other 

than earthquakes such as equipment malfunctions or human errors. II~II and IIXIl 

together form the occurrence time for the process Si(t) which can be shown (2) 

to be a simple Poisson process with an occurrence rate A.=p.+pp .. The dura-
l 1 1 
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tion and intensity given the occurrence are modeled by random variables 

such that Si(t) is a Poisson renewal pulse process with the mean duration 

being ~d. and intensity distribution function FX.(xi). One can make one of 
1 1 

Si(t) a generating process by setting the delay time equal to zero Cit 

coincides with the parent process) to represent the intensity variation within 

each occurrence, e.g. local wind storms. 

3.1.1 Conditional Occurrence Rate Function (COR) 

For two correlated processes, the occurrence of one process strongly 

influences the probability of occurrence of the other. The occurrence 

correlation of a bivariate point process can be specified in a number of 

ways. The one that is most convenient for load combination analysis is 

through the use of conditional occurrence rate (COR) functions defined in 

the following. (Throughout this paper emphasis is on engineering applica-

tion rather than mathematical rigor. Readers are referred to Ref. 2 for 

more rigorous definitions and derivations.) 

h (2)(t) = lim _1 P {N( 2)(t t+D.t) > 1 IS (t) is "onll at t=O} (3.1) 
1 D.t~D.t '- 1 

in which hl (2)(t) = the COR function of S2lt) given Sl(t) is "on" at 

t=O, N(2) = number of occurrences of S2(t), and t=O is chosen at the 

time S,(t) is "on". In Ref. 2 h,(2)(t) ;s called "cross-intensity." 

To avoid confusion with the load intensity, COR is used here instead. 

From Eq. 3.1 one can see that h1 (2) (t) is similar in concept to the 

hazard function :commonly used in system reliability. h2(1)(t) is 

similarly defined by switching the indices 1 and L. As t~oo , the in­

fluence of the other process vanishes, hl (2)(t) ~ A2 and h2(1)(t) ~ A1; 

also by definition h, (2){t)A1 = h(2)2(-t)A2 and 
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A h (2)(t) = Y (2)(t) + A1A2 1 1 ., 

in which Y, (2)(t) is the covariance intensity function 

(2)( ) _ lim 
Yl t - !:::.It-+D,!:::.lIt-+D 

COV{N(1)(O,!:::.'t)N{2){t"t+!:::."t)} 
!:::.'t!:::."t 

In the above bivariate point process, all points, except the pair 

generated by the parent process, are statistically independent. The 

only contirubtion to Yl(2){t) is from this pair. It can be shown 

that 

y 1 (
2

) ( t) = P 1 P 2P f T 2 - T 1 (t) 

in which fT T = probability density function of the difference of 
2- 1 

the delay time T2-Tl , therefore (from Eqs. 3.2 and 3.4) 

h (2)(t) 
1 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

h2
tl )(t) is similarly obtained by switching indices 1 and 2. One can 

obtain a closed form fT T by using convenient delay time distributions, 
2- 1 

e.g., one-parameter exponential, Erlang and uniform distribution, two-

parameter nonnal, gamna distribution, etc. The function fT T(t) for some 
2- 1 

of the distributions are given in Table 1 .. The delay times Tl and T2 are 

assumed to be independent; dependence can be introduced by using bivariate 

distributions. The behavior of h~2)(t) for these delay times is shown in 

Fig. 8 for a2=a l and a2=2a, where a;=E(Ti ). The strong dependence of 52(t) 

on 51 (t) can be seen by the sharp i·ncrease as I t I :;. 0, however" ttli s 

dependence vanishes (independent) as It I ~oo; also, when parameters being 

comparable hl (2)(t) is not particularly sensitive to the distribution type. 
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TABLE' Function fT T (T) 
2 - , 

Delay Time Distribution 

Exponentia' 

E(T,) = al 
E(T2) = a2 
(C.O.V. °T. 

1 

Erlang 

E(T,) = a, 

E(T2) = a2 
(C.O.v. °T. 

1 

Uniform 

E(T,) = a , 
E(T2) = a 2 

(oT. = .577) 
1 

Norma' 

E (T 1) = a, 
E(T2) = a2 

crT ' aT 
1 2 

= , ) 

= .707) 

Standard Deviation 

-2T/a2 a1a2 4e [T+ for T>O 2 J 
(a,+a2) (a,+a2) 

4e2T / a, 
[T+ 

a,a2 for T<O 2 J 
(a,+a2) (a,+a2) 

for a2>a, 
2a2+T 

for -2a,<T<0 4a,a2 , 
2a

2 
for 0<T<2(a2-a,) 

2a2-T 
4a,a

2 
for 2(a2-a,) <T<2a2 

o otherwise 

for a,>a2 switch indices' & 2 
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Fig.8 Conditional Occurrence Rate (C.D.R.) Function 
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The dependence on distribution parameters should be obvious, i.e. the peak 

shifts with E(T2) - E(T1) and the concentration is governed by ~T2 + crT
2 . 

1 2 
Alternative'y, if information is available on the delay time difference 

T2-T1, one can use such information directly without having first to model 

individual delay times. 

3.1.2 Two-Load Coincidence Rate Analysis 

Coincidence of processes S,(t) and S2(t) can happen in two mutually 

ex c 1 us i ve way s, i. e. S 1 ( t ) i SilO n II at t = Tan d S 2 ( t) is" 0 n II i n (T;r + d 1 ) , 

or S2(t) is 1I0n" at t = T and S,(t) is II on II in (T,T+d2) in which d, and 

d2 are the durations of the two processes given occurrences. Therefore 

P(coincidence I d, ,d2) 

= P [N(2) (T ,T+dl ) ~, S, (t) is "on" in T ,T+bt] 

P [S, (t) is "onll in T,T+bt] + P[N(1)(T,T+d2) > 1 I S2(t) is "on" in 

T,T+bt) ~ 1J P[S2(t) is "on ll in T,T+bt] 

= g2(d,) A,bt + g,(d2) A2bt (3.6) 

in which g2 and gl indicate the conditional probabilities. Taking expecta­

tion with respect to d, and d2, dividing by bt and letting bt ~ 0, one 

obtains the mean rate of coincidence 

A 1 2 = ~ ~ ~ :t = E d[ 9 2 ( d, ) A, + Ed [g 1 ( d2 ) ] A 2 ( 3 . 
7 

) 

in which Ed[ ] = expectation W.R.T. durations. A convenient first-order 

approximation is 

(3.8) 

in which ~d '~d are the mean load durations. 
1 2 

Using the COR function, one can show that 
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= P[N(2)(T,T+X) ~ 11 Sl(t) is "on" atT] 

= 1 - exp[ _jX h, (2)(T)dT] (3.9) 
o 

The function g2 for the COR functions given in T~ble 1 are obtained in 

closed form and given in Table 2. gl can be similarly obtained. Ap­

proximations for g2 under the condition that load durations are small, 
'" 

i.e. A2~d «1 and ~d /a2 « 1 are also indicated by g2 in Table 2. 
1 1 

To check the accuracies of the approximations in Eq. 3.8 and Table 2. 

Ed[g2] is evaluated numerically in which an exponential distribution is 

used for dl (since the process is a Poisson renewal pulse process). 

Comparison of results (see Table 3) indicates that Eq. 3.8 is generally 
" 

satisfactory, and g2 in Table 2 is satisfactory for small ~d and 
1 

can be used at least as an order-of-magnitude type of estimate for 

large ~d . Also, the results are not very sensitive to the delay 
1 

time distribution. The same is true of course for 91. For example, 

if the delay times can be modeled by exponential distributions and the 

durations are small, from Eq.3.8 and the approximations 91 and 92 for 

gl and g2 one obtains the coincidence rate 

If Pl or P2 = 0, i.e. at least one of the two load processes is not 

generated by the parent process, namely, the clustering no longer exists 

and Sl(t) and S2(t) are statistically independent, Eq. 3.10 reduces to the 

result previously obtained (6). 

(3.10) 



Distribution 
(see Table') 

Exponential 

Erlang 

Nonnal 

Unifonn 

TABLE 2 Function g2(~d ) 
1 

g2(~d ) 
1 

P,P2P a2 -~d la2 
'-exp[->'2)Jd - -- (--}{l-e 1 )] , >., a,+a2 

P,P P 2 l-exp {->'2~ _ 2 [ 2 ( - ~d,/a2 d 2 a2 l-e ) 
1 >.,(a,+a2) 

2a2 -2ud,/a2 _ - 2ud,/a2 
+ (l/a +l/a ) (l-e ) - 2a2ud e ]} 
121 

Ild -(a2-a,) 
P 1 P 2P ( 1 ) .. ----~ [eI> f2? 

1-eXP{-A2"d1 - A1 {oj+ O

2 
_ Il> ( a,-a2)]} 

/o~+o~ 

for a2>a, (switch the indices 1 and 2 for a2<a,) 

P,P 2P 
l-exp {->'2ud -~ ud } for ud ~ 2(a2-a1) 

1 1 a2 1 , 

P,P2P 
l-exp {->'2ud - ->.---- (1-a,/2a2)}for Ild >2a2 , 1 , 

P,P 2P 
l-exp {->'2ud - -->.---- [(1-a,/a2) + 1/4(1/a2+ 

1 1 

2a2- ud 
~) (ud -2a 2+2a 1)]} otherwise 

, 2 1 

92(Ud ) , 
P, P 2P 1 ] )J d 

[:\2 + >.-, (a,+az) 1 

a a2 4P,Pt , ] tid 
+ -- )3, [\2 A1 (a,+a

2 

[ 
P P. (a -a )2 

'2+ ,z-p _1/2
2

' 
/ 2 - e ()+ 2 

2.(01+02 ) A) ·1 °2 J 'd 
2 1 

P, P 2" 
[ +-- ] I'd >'2 ~a2 , 

N 
\.0 



a2 - Dist. al 

Exp. 

1 Erlan9 

Uniform 

Exp. 

5 Erlan9 

Un; form 

30 

TABLE 3 Comparison of 92(lld
l

), 92(lld
l

) 

with E[92(d1)] 

lld 
1 

/ a2 
Func. 

. 1 .5 1 .0 

E[92J .920-2 .334-1 .501-1 

92 .966-2 .395-1 .631-1 

92 .102-1 .510-1 .102 

EL92J .981-2 .373-1 .553-1 

?2 . 1 00-1 .447-1 .721-1 

92 .102-1 .510-1 .102 

EL92J .959-2 .375-1 .564-1 

92 .990-2 .437-1 .741-1 

92 .102-1 .510-1 .102 

E[92 J .345-2 · 158-1 .289-:1 

92 .349-2 .167-1 .316-1 

92 .353-2 · 176-1 .353-1 

EL92J .217-2 · 123-1 .258-1 

92 .212-2 .117-1 .254-1 

92 .205-2 · 103-1 .205-1 

E[92J .219-2 .108-1 .214-1 

~2 .219-2 · 109-1 .217-1 

92 .220-2 · 110-1 .220-1 

"1 = "2 = 2, P 1 = P 2 = 1 

5.0 

.882-1 
.103 

.510 

.913-1 
.104 

.510 

.924-1 

.104 

.510 

.874-1 

.108 

.176 
.952-1 

.124 

.103 
.868-1 . 

.104 

.110 
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To examine the sensitivity of increase in coincidence rate to the 

clustering, consider the combination of two load processes in which 

P l = P2 = 0 (no noise processes), "1 = "2 = P = l/yr, mean delay times 

-3 ( -4 ( al = a2 = 10 yr 8 hrs.), mean durations ~d = ~d = 10 yr 50 min.) 
1 2 

and Pl = P2 = 1 (the loadings always occur after the parent process). An 

independence assumption would give a coincidence rate of 2 x 10-4/yr , while 

after including clustering effect, it increases to (from Eq. 3.10) 10-1/yr, 

a factor of 5 x 102. Of course, in this case the fact that the mean 

delay times are equal and the uncertainties (coefficient of variation 

° = ° = 1.0) are large also contribute to the high coincidence rate. 
T1 T2 

If al 1 a2 and 0T and 0T are much smaller, the coincidence rate would 
1 2 -3 -3 

be reduced somewhat. For example, if al = 10 yr, a2 = 2.0 x 10 yr, 

0T = 0T = 0.3 and all other parameters remain the same, assuming the 
1 2 

delay times to be normal, from Eq. 3.8 and Table 2 one obtains a coinci-

dence rate of 3.9 x lO-2/yr . 

3.1.3 Occurrence Dependence Among Three Loads 

The above method of modeling and analysis can be extended to the 

case of combination of more than two loads. Generally speaking, there 

may be more than one parent process and different ways of clustering 

which may require different treatments. Consider the simple case of 

comb1nation of three loads with possible clustering around a common parent 

point process by adding one more Poisson renewal pulse process to the 

foregoing two-load model. It consists of a clustering part (with delay 

time T3, probability of being "onll given the occurrence of the parent 
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process P3)and a noise part (with occurrence rate P3). The mean duration = 

~d and i ntens i ty di s tri buti on = F X (x3). The ana lys is of corre 1 a ti on and 
3 3 

coincidence rate' between any two load processes is no different from that in 

the preceding sections. However, when all three loads are considered, the 

dependence of one load process on the occurrences of the other two needs to 

be taken into consideration. For this purpose, a two-time COR function is 

defined as follows: 

h(3) (t t') = lim _1 P[N(3) (t,t+~t) > , I S,(t) is "on" at t=Q 
12 ' ~t-+O ~t 

and S2 (t) is lion II at t=t I ] (3. 11 ) 

in which t=Q is chosen at the time S,(t) is lion"; h~~) is the conditional 

occurrence rate of S3(t), those of S,(t), h~1), and S2(t), h~~) are similar­

ly defined. Some asymtotic properties of the function h~~) (t,t l
) are 

as follows: as It I , and It-t' I ~oo , S3(t) would be free of the influence 

of Sl (t) and S2(t), therefore h~~)=A3; also as It/=>00 but It-til remains finite, 

S3(t) would be dependent only on S2(t), therefore, hi~) = h~3). Following 

a procedure similar to that for the two-load case one can show that 

(derivation given in Appendix B) 

(3) ,_ Y123(t,t') + A2 [h(3)Ct-t') + h(3)(t') 
h12 (t,t) - (2) I h(2)(t') 2 1 

A1 h.l (t) 1 

00 

and the delay times T" T2 and T3 are assumed to be independent. For 

example, if the delay times follow exponential distributions it can be 

shown 

(3.12) 
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(3.13) 

and for t < tl, -(t ' t')/a3 ;n Eq. 3.13 is replaced by (t-t ' )/a2. Similarly, 

one can obtain h~1) and hi~) by rotating the indices. Note also, that Eq. 3.13 

satisfies all the asymtotic properties required for the two-time COR 

function. The behavior of the conditional occurrence rate function of 

S3(t), hi~), is shown in Fig. 9 for the case Pl = P2 = P3 = 1, al = a2 = 

a3 = a (equal mean delay times) and Pl = P2 = P3 = 0 (no noise processes). 

The surface described by the two-time COR function ;s a two-dimensional version 

of the one-time COR function. The sharp ridge at t = t' indicates the strong 

influence of the occurrence of S2(t), even when t is large (i.e. influence 

of Sl(t) already vanishes). The maximum is at t = t' = 0, the time when 

both Sl(t) and S2(t) are 1I0nll. Different delay time distributions may 

cause slightly different behavior, for example if all three delay times 

are modeled by Erlang distributions, the surface would be similar except 

the ridge would be smooth. 

3.1.4 Three-Load Coincidence Rate Analysis 

Coincidence of three loads can occur in 3! = 6 mutually exclusive 

ways according to the order of the "on" times of the three processes. For 

example (see Fig. 10), if processes S, (t), S2(t), and S3(t) are "onll 

according to the order 1,2 and 3 and S,(t) is "onll at t = to' then 

coincidence of three levels occurs if S2(t) is lion" at t = tl, where 
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to<t'<to+d, and S3(t) is "on" at t=t", where tl<tll<min(to+dl,t'+d2). 

Following a procedure similar to that given in Eqs. 3.6 and 3.7, it can be 

shown that contribution to the coincidence rate from this occurrence se-

quence is 

Al Ed[9l23(dl ,d2)] : A19123(~d '~d ) 
1 2 

(3.14) 

in which g123(dl~d2) is the conditional probability that S2(t) and S3(t) 

are "onll according to the manner described above given the durations of 

Sl(t) and S2(t) being dl and d2 and that Sl(t) has occurred. Ed[ ] is 

the expectation w.r.t. the durations for which a first-order approxima-

tion can be used. Using the conditional occurrence rate functions, the 

mean number of joint occurrences of S2(t) and S3(t) in the time intervals 

as described is 

in which S,(t) is assumed to be lIon" at t=O. Therefore, 

- ~23 for ~23 « 1 

Similarly g. Ok for other sequence of occurrence of the loads can be 
lJ 

obtained by rotating indices in Eqs. 3.15 and 3.16. 

(3.15) 

(3016) 

The overall coincidence rate regardless of the order of lIon" times 

is therefore the sum (since they are mutually exclusive) given by 

(3.17) 
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in which approximations given by Eqs. 3.14 and 3.16 can be used. Integration 

in Eq. 3.15 can be carried out in closed form for some delay time distri­

butions (see Appendix C). A further approximation can be used when the 

load durations are small, i.e. lld la. « 1 and Aolld «1, 
i J 1 j 

min(d1,t ' +d2) 

f dt dt ' 
t l 

= (3.18) 

in which, for example, if delay times are exponential variates, from Eqs. 3.13, 

3.5, and Table 1 

. (3.19) 

An interesting limiting case is when at least two among the three Pi's 

are zero, i.e. the clustering around the parent process no longer 

exists and Sl(t), S2(t), and.S3(t) become statistically independent. 

Substituting Eqs. 3.18 and 3.19 into Eq. 3.17, knowing that for this case 

h~2)(O) h~~)(O,O) = A2A3, etc. one obtains 

(3.20) 

Metz Re~arence Room 
Civil EnginGering J)e:;J.:;:.l"tment 

BIOS C.E. B~~l~i~g 
UniverSity of Illinois 
Urb~~a, Illinois 618Ql 
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the result previously obtained (11 ). 

The accuracies of the approximations in Eqs. 3.14 and 3.18 are examined 

by comparison of results with Ed[g123] from numerical integration in which 

the duration distributions are exponential. The results are shown in 

Table 4. It is seen that g123(~d '~d ) is generally satisfactory and so 
A 1 2 

is g123 for small durations. 

The increase in the coincidence rate due to clustering is examined 

by the following numerical example. Pl = P2 = P3 = 1, al = a2 = a
3 

= a = 

10-3(Z8 hrs.) and Pl = P2 = P3 = a (no noise processes), P = l/yr., and 

~d = ~d = ~d = ~d = '0-4 (~50 min.). An independence assumption would 
, 2 3 

give(fromEq. 3~20) a coincidence rate of A123 : 3 x 10-8/yr ., whereas in-

cluding clustering one obtains from Eqs. 3.17, 3.18, and 3.19 

- 3 2 [3p + -'-J + 3 3 2 = 10-2/yr (3.21 ) A123 - P ~d 2a 2 P ~d 
3a 

an increase by a factor of 3.3 x 105. 

Theoretically, the method can be extended to the analysis of four or 

more loadings. However, as can be seen the C.O.R. function and the algebra 

required for the evaluation of the coincidence rate would become extremely 

complicated, therefore it is not pursued any further in this study. 

3.1.5 Probability of Lifetime Maximum and 
Comparison with Simulation Results 

The probability distribution function of the lifetime combined maxi­

mum of the sum of such clustering processes is (from Eq. 1.1), 

FR (r, T) ::: exp[ - I Al• T F*X (r) - 1: I A.· T F*X (r) - I I I A •• kTF*x (r) ... J 
m i i i1j lJ ij i1j1k'l J ijk 

(3.22) 
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TABLE 4 

Comparison of 9123' 9123 with E[G123J 

lld 
1 

E[9123J 9123 9123 

.0001 .00133 .00152 .00168 

.0005 .0165 .0257 .0420 
fld Illd =1 

1 2 .001 .0364 .0653 .168 

.005 .106 .159 4.2 

.0003 .00438 .00628 .00841 

.0015 .0337 .0594 .2102 
fld Illd =3 

1 2 .003 .0603 .102 .840 

.015 . 131 . 169 21 .0 
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in which Aij and Aijk are the coincidence rates given by Eqs. 3.7 and 3.17; 

X .. = X. + X., X. 'k= X. + X. + Xk, etc. 
lJ 1 J lJ 1 J 

In the above approximation the clustering effect on the individual 

load contribution is neglected since in Section 2.2 it has been shown that 

such an effect is quite moderate and tends to give lower value of Rm' 

To demonstrate the validity of the proposed method, Monte~Carlo 

simulations are carried out to verify the accuracies of (1) coinci~ence 

rates as given by Eqs. 3.7 and 3.17 and (2) the probability of combined 

maximum as given by Eq. 3.22. Three load processes with possible cluster­

ing as previously described are generated by digital computer. 

Sample statistics and probability estimates based on a sample size 

of n=lOO are computed and compared with the theoretical values. According 

to the analysis the coincidences of loads are Poisson processes with mean 

rates given by Eqs. 3.7 and 3.17. The comparisons of the coincidence 

rates for two sets of process parameters are shown in Table 5 (column 1, 

2, 6 and 7). The slight difference can be attributed to sampling errors (due 

to finite sample size). The goodness-of-fit tests of the Poisson distri-

bution are also satisfactory and the results are shown in Table 5. 

FR (r,T) given by Eq. 3.22 is compared with simulation results in Figs. 
m 

11 and 12. Load intensities given occurrence are assumed to be independent 

normal variates with ~ = ~ = ~ =1.0, a = a = a =0.3. The other parameters 
xl x2 x3 xl x2 x3 

remain the same as given in Table 5. As expected, at high threshold (low 

risk) levels, Eq. 3.22 gives very good estimates since the distribution is 

dominated by the coincidence terms; at low level the Poisson assumption 

used causes slightly conservative results. Results based on an assumption 

that the loading occurrences are independent are also shown by dashed lines. 

As expected, such assumption lead to quite serious underestimates of the risk 

of combination of loadings. 



p =p =p =1 123 
p = p = p =0 123 

P1=P2=P3=·5 

f1 = P2= P3=2/yr 

TABLE 5 Coincidence Statistics 

Two-Load Coincidence Three-Load Coincidence 

A12 x2 test A12 3 xc.. test 

( 1 ) (2 ) (3 ) (4) (5) (6) (7) (8) (9 ) 

Theory Simula- Sample 5% Most Theory Simula- Sample 5% 

tion 2 Signif. Likely tion 2 Signif. 
x x,2 y2 x x2 

.890 .895 10.85 22.4 11 .0 .210 .187 8.80 14.6 

.352 .351 5.66 14. 1 6.0 .0412 .0474 2.86 5.9~ 

~ ----- -- -- -- '-- - -- - - -

~d =~d =~d = .005 yr, al =a2=a 3= .02 yr, p= 4/yr, T= 20 yrs, Sample Size n=100 
1 2 3 

(10) 
I 

I 

Most 
Likely 

x2 

4.0 
I 

+::0 
--' 

1 .0 
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3.2 Intensity Dependence Between Loads 

For example, storm-spawned loadings such as wind, wave and surge may 

have high correlation in the intensities. Such dependencies would lead to 

much higher probabilities of combined load level being exceeded. 

The effect of such dependence is investigated using the model shown in 

Fig. 13. The occurrence times and load durations of the two processes are 

independent as in two independent Poisson renewal processes described in 

Section 1.1. However, intensity correlation is introduced by the condition-

al auto- and cross-correlation functions given that process Sl(t) and S2(t) 

are lIonll at the respective times. In other words, the intensity given 

occurrence is IIsampled" from a fictitious vector continuous process (indicated 

by dashed lines) with a correlation matrix 

(3.23) 

Therefore, the conditional correlation matrix of the pulse process is also 

described by Eq. 3.23, e.g. given that processes Sl(t) and S2(t) are "onl! 

at tl=tk and t2=tj' respectively, 

in which T=tk-tj ; the difference between the "onll times. Note that the 

compatibility conditions require that load processes having between-load 

intensity correlation have to have within-load intensity correlation. 

Since the within-load dependence has only moderate effect on the life­

time combined maximum (Section 2.3), it is accounted for approximately using 

the Gauss-Markov result previously obtained with an equivalent 
2 2 

Pi ~ [Rii(l/Ai)-E (xi)]/ox. 
1 

(3.25) 
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Therefore, the lifetime maximum due to indi~idual loading has the following 

approximate probability distribution: 

FX. (r) 

FR.(r,T) ::: H.(~,p.) 
111 

(3.26) 

Since the intensities are correlated between the loads, so are their lifetime 

maximum values. The combined maximum with no coincidence can be evaluated 

approximately from the Gumbel·s type B bivariate extreme value distribution (6) 

(3.27) 

in which m is a parameter specifying the correlation between the two extreme 

values (e.g. m=l (p=O), m=oo (p=l)). 

Since the load occurrence time and duration are assumed to be indepen-

dent, the coincidence rate A12 is the same as that in Eq. 1.1. However, the 

conditional probability of threshold level being exceeded is strongly dependent 

on the intensity correlation between the two loads. The combined intensity 

depends on the time lag T (difference in occurrence times). Since the occur­

rence times are Poissonian and independent, T varies from -d2 to dl (or -d, to 

d2) with a uniform probability density function, where dl and d2 are the 

load durations. 
d

l 
P(R> rid, ,d2) = f P[S,(t) + S2(t+T) > r] d,ld

2 
dT 

-d2 

(3.28) 

As a first-order approximation, the condition on dl and d2 are removed 

by substituting the mean values of dl 

P(R>rlcoincidence) = G*'2(r)::: 1 
lld lld 

1 2 

and d2 into the above equation 
lld

l 
f P[S,(t)+S2(t+T»f] dT 

-ltJ 
2 

For example, if the intensities are normal variates, so is their sum. 

(3.29) 
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(3.30) 

Furthermore, if the load durations are much smaller than the cross-correlation 
00 

time, i.e. ~d and ~d «6T = f R12 (T) dT, R12 (T) can be approximated by 
120 

R12 (o) and Eq. 3.29 can be approximated by 

r-(~X +~X ) 
1 - <p[ 1 2 ] (3.31) 

2 2 
I aX + aX +2(R12(o)-~X llX ) 

1 2 1 2 

The lifetime maximum due to coincidence is therefore governed by the probability 

distribution 

(3.32) 

and the overall lifetime combined maximum has the following approximate proba-

bility distribution function 

FR (r,T) : FR R (r,r,T) FR (r,T) (3.33) 
m 1 2 12 

To see the significance of the correlation, numerical examples based 

on the following correlation functions are calculated 

R11 (-r) 
2 2 2 

ax exp[-(T/C
11

) ] + ~X 
1 1 

R22 (T) 2 2 2 
aX", exp [ - ( T / C 2 2 ) ] + l1X .... 

L. L. 

2 (3.34) 
R

12
(T) R21 (T) ax ax p 

1 2 
exp [ - ( T / C 12 ) ] + ~x l1X 

1 2 

The conditional auto-correlations are therefore governed by C .. and the cross-
11 

correlation governed by p and C12 (Note p and C12 have to satisfy certain 

compatibility conditions involving Cll and C22 ). Cases with parameters llX = 
1 

llx
2
=1.O, a

xl
=a

x2
=O.3, C'1=C22=C12=C, Al=A2=A and lldl=~d2=lld and p=O.9 are 
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compared with independent loading results in Fig. 14. It is seen that at 

lower tail where individual loading contributions dominate, the correlation 

causes a lower lifetime combined maximum which agrees with findings in 

Section 2.3. However, as threshold level. increases, the coincidence term 

becomes dominant and the trend is reversed, i.e., the positive correlation 

between the intensity causes a much higher probability of exceedance. Monte­

Carlo simulations are also carried out in which a vector process is generated 

according to Eq. 3.34 and the method by Shinozuka and Jan (10). The compari­

sons are again satisfactory. 
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IV. GENERAL CASE 

In general, more than one dependence can exist in the processes under 

combination. For example, both within-load and between-load clusterings 

can happen, also, the intensities of clustered, storm-spawn loadings may 

well be correlated. To treat such dependencies, one can properly combine 

the models in Sections 2 and 3. For instance, one can extend the Poisson 

delayed model by allowing a cluster of occurrences of load within each "onll 

time, (see Fig. 15). Therefore, marginally each process is of the Bartlett-

Lewis type clustering process, and jointly there is a clustering of the 

clusters in each load around the parent point process. Thus, both within­

and between-load dependencies are included. 

If the intensities and duration are assumed to be statistically inde-

pendent as in the foregoing, an analysis similar to those given in Sections 

2 and 3 would give an approximate distribution of the lifetime combined maxi-

mum 

FR (r,T) 
m 

(4.1) 

in which A12 is the mean coincidence rate of the clusters. For example, if 

the delay times for the cluster are modeled by exponential distribution with 

mean values al and a2, the coincidence term in Eq. 4.1 reduces to 

(4.2) 
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" h" h c c f 1 ln w lC Al,A2 are occurrence rates 0 c usters. n = mean number of load 

occurrences in each cluster. Compared with Eq. 1.1 for the independent 

loadings, the two square brackets account for respectively the effects of 

between-load and within-load occurrence clusterings. 

Similarly, when loads are correlated both in intensity and occurrences, 

one can combine the results given in Section 3 without difficulty, i.e. in 

Eq. 3.32, the coincidence rate can be replaced by that given in Eq. 3.7. 

It can be seen that compared with the result for independent loadings, 

both the coincidence rate and the conditional probability of exceedance in 

this case increase considerably due to the dependencies, causing a much 

higher probability of exceedance at the high threshold levels. Comparisons 

are made in Fig. 16. The load parameters are the same as those given in 

Section 3.2. The additional occurrence dependence parameters are: 

Case (I), Al=A2= A =l/yr, p=2/yr, Pl=P2=0.5 (i .e. Pl=P2=0) and a,=a 2=0.02 yr; 

Case (II), Al=A2=A=4/yr, p=8/yr, P,=P2=0.5 (Pl=P2=0) and al =a2=.02 yr. The 

probability distribytions of lifetime (20 yrs) maximum combined load for the 

independent loads case are the same as those given in Fig. 14. As expected, 

the additional occurrence dependence gives much higher exceedance probability 

at the high levels. 
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v. ANALYSIS OF LOAD COINCIDENCE DURATION 

When combining load effect processes using the load coincidence 

method, the duration of the coincidence can be an important factor; for 

example, when dynamic effects are considered or when structural strength 

deteriorates significantly with time. For loads with duration which varies 

from occurrence to occurrence, the load coincidence duration is also a 

random quantity. Experience indicates that using the mean value generally 

accounts satisfactorily for its variability. In the following, approximate 

solutions of the mean coincidence duration are obtained for the foregoing 

load processes. 

5.1 Independent Loadings 

It has been shown (11) that the coincidence rate for two loads is 

(5.1) 

The probability that the process S.(t) is "on" at a given time is approxi-
1 

mately A·~d. Since occurrences are independent, the probability that both 
1 . 

1 

processes are "onl! at a given time is 

(5.2) 

Let the mean duration of coincidence be ~d . It has been shown that 
12 

the coincidence time is also approximately a Poisson process, therefore the 

probability that the coincidence process is "onll at a given time is 

(5.3) 

Substituting Eq. 5.1 into Eq. 5.3 and comparing with Eq. 5.2 one 

obtains 
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11d 11d 
1 2 

11 d +lld 
1 2 

(5.4) 

Similarly, one can show that the mean duration of coincidence of three 

loads is 

(5.5) 

The result given in Eq. 5.4 can be derived from a different approach. 

Given the durations being dl and d2, the duration of the overlap Do is a 

function of the difference in occurrence times T (see Fig. 17). Since the 

occurrence times of Sl(t) and S2(t) are Poisson and independent, T is uni­

formly distributed between -dl and d2 is therefore, 

E[Dold, ,d2J = fDo(T) f(T) dT 

1 
d2 

= f Do ( T) dT d,+d2 -d, 

for d') > d, 
L I 

(5.6) 

The same result can be obtained for d2 < dl . 

Using the first order approximation 

(5.7) 

5.2 Dependent Loadings 

The overlap duration would be affected by the dependence only if the 

dependences are in the occurrence times and durations. Consider first the 

case of within-load occurrence clustering. Coincidence of loadings happens 
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only when there is a coincidence of the clusters and within the clusters, 

the loadings occur according to Poisson processes. Since the two loading 

processes are independent, the analysis of the duration of the coincidence 

would be the same as the unclustered case except that the difference in 

occurrence time T may not be exactly a uniformly distributed random variable 

because of the clustering. However, from Eq. 5.6 one can see that E[Dold l ,d2J 

is not very sensitive to a slight change in the density function of T. There-

fore, one has reason to believe Eq. 5.7 can be used as a good approximation; 

this point will be further supported by the following analysis. 

When between-load occurrence clustering exists the mean coincidence 

duration would be affected by the dependences. For example, one would 

expect that Eq. 5.4 can still beusedasagood approximation when the de-

pendence is weak, and the mean duration would be much longer when the de-

pendence is strong. Following an analysis similar to that given in Eqs. 

5.1 to 5.4, the mean duration is obtained as follows. 

Given the durations dl and d2, the process Sl(t) is lIonl! at a given 

time t=t if (see Fig. 18) 0 ~ ~l ~ dl . Similarly, S2(t) is lion I! at t=t 
0 0 

if 0 .::. ~2 .::. d2· The probability that both loads are "on" at t=t 
0 

is 

(5.8) 

Since the occurrence times are now correlated, so are ~l and 

~2' The joint density function of ~l and ~2 is 

(5.9) 

-A ~ 
in which f~ = Al ell since marginally, the occurrence time of Sl(t) 

1 
follows a Poisson distribution (Section 3.1). Making use of the conditional 
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occurrence rate function (C.O.R.) defined in Eq. 3.1 

sl-s2 
- f hi 2)(T) dT 

o 
- e ] 

= e 

Therefore, 

d, d2 

P12 = ~ ~ fS21s1 

If A.d.«l (transient loads) the two exponential functions in Eq. 5.11 
1 J 

are approximately equal to unity 

d, d2 
A h(2) 

P'2 
- f f (sl-s2) ds,ds2 - , 1 

0 0 

d2 dl 
= A1A 2dl d2 + PP,P2 f f fT -T (s,-s2) dS l dS2 

0 0 2 1 

(5.10) 

(5.11) 

(5.12) 

The conditions on dl and d2 can be removed by using the mean values ~d and 
1 

~d in Eq. 5.12 as an approximation. 
2 

In Section 3.' it has been shown that the coincidence is also a Poisson 

process with a mean occurrence rate A12 given by Eq. 3.7. Let ~d be the 
12 

mean duration of coincidence, the probability that the coincidence process 

is lIonll at a given time is 

Comparing with Eq. 5.12, one obtains 
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lld
2 

lld
l 

lld ~ __ 1 __ [A 1A2 lld lld + PP1P2 f f 
12 ll12 1 2 0 0 

(5.13) 

If Pl or P2=0, the clustering disappears II reduces to that in Eq. 5.4 d12 
as it should. The sensitivity of increase in lld due to occurrence cluster-

12 
ing as compared with Eq. 5.4 is shown in Table 6 for the case P=A,=A 2=2/yr 

(Pl=P2=0, Pl =P2=1), lld =lld =lld=O.OOl yr (8 hrs) and exponential delay times 
1 2 

with mean values al =a2=a. It is seen that if the ratio of mean duration 

to mean delay time lld/a is small, Eq. 5.4 can be used as a good approxima­

tion. Similarly, one can show that the mean duration of coincidence of three 

loads with possible between-load occurrence clustering is 

lld lld lld 
3 2 1 (3) (2) 

f f f h12 (~1-~3'~'-~2) hl (~1-~2) d~3d~2d~lJ 
000 

(5.14) 

in which A123 is given by Eq. 3.17. 



61 

TABLE 6 Mean Coincidence Duration 

lld/a Eq. 5.4 Eq. 5.13 

. 1 .0005 yr .000513 yr· 

.5 .0005 yr .000645 yr 

1 .0 .0005 yr .000732 yr 

5.0 .0005 yr .000926 yr 
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VI. SUMMARY AND CONCLUSION 

Because of the transient and intermittent nature of most environmental 

loadings on structures, general treatment of the stochastic dependence 

in load combination analysis is difficult. In this study, models based 

on pulse load processes are developed in which load occurrence time, inten­

sity and duration may be correlated within each process and between processes. 

The occurrence time dependence is modeled by multi-variate clustering 

point process and intensity and duration dependence by Gauss-Markov sequence, 

conditional correlation functions and multi-variate distributions. The 

effect of dependencies are investigated in the context of the lifetime 

maximum of the summation of two load processes. The load coincidence method 

previously proposed for combination of independent loading is generalized 

for dependent loadings and approximate solutions are obtained in simple, 

closed form and verified by Monte-Carlo simulations. It is found that com­

pared with results for independent loadings: 

(1) Within-load duration-intensity correlation causes a slight in­

crease in the exceedance probability for lifetime combined maximum at the 

high threshold level; 

(2) Within-load intensity dependence arid occurrence clustering cause a 

moderate decrease in such probability in the lower tail and have little 

effect at the high threshold level; 

(3) Load coincidence rate is extremely sensitive to the between-load 

occurrence clustering, increases of several orders of mganitude could re-

sult giving much higher probability of exceedance at the high threshold level; 

(4) Between-load intensity correlation is important at the high threshold 

level; and 
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(5) When both intensity and occurrence dependences exist between 

loads, the effects are multiplicative causing an extremely high probability 

of exceedance at the high threshold level. 

The above conclusions hold for linear combination of load effect 

processes which can be reasonably represented by pulse processes, such 

as static or equivalent static load effects. For nonlinear and dynamic 

systems, the coincidence rate and cluster analysis remain valid, however, 

the analysis of conditional probability of failure becomes more involved 

requiring more detail modeling of the excitation given occurrence and 

structural response behavior, such as reliability and random vibration 

analyses (12). This is currently under investigation. Findings will be 

given in a subsequent report. 
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Appendix A: Sum of Two Independent Gauss-Markov Processes 

Let {x} = Xl' X2'·· .,Xn and {y} = Yl'Y2""'Yn be two independent 

stationary Gauss-Markov sequences with one-step correlation coefficients 

Px and Py, respectively. Let {S} = Sl' S2, ... ,Sn be the sum process. It 

can be shown that the correlation coefficient between Si and Sk is 

From Ref. 4 {S} is a Gauss-Markov sequence if and only if 

Ik-il Ps 

in which Ps = one-step correlation coefficient. 

(A-2) 

It is seen that Eq. A-l reduces to Eq. A-2 only when Px = py' However, 

comparison of Eqs. A-l and A-2 shows that (Fig. 19) even when 

Px ~ Py the difference is not very large; therefore, the Markov Process can 

be used as an approximation. 
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Appendix B: Derivation of Function h~~)(t,tl) 
Define a 3-D extension of y~2) in Eq. 

Y123(t,t') = 
I:!, It, I:!, II t, I:!, III t-+O 

lim __ l-E{[N(l)(O,I:!,'t) - E(N(ll)] 
I:!, I tl:!, "tl:!, III t 

Expanding the product within the expectation one obtains: 

Y (t,tl) = lim 
123 I:!, I t ,I:!, lit ,I:!, III t-+O 

E (N ( 3)) - E (N (2) N ( 3)) E (N ( 1 )) _ E (N ( 1 ) N ( 3)) E u/ 2)) + 2E (N (1 )) E (N (2) ) 

E(N(3))} 

Using the definition of COR functions and A. 
1 

(B-1) 

(B-2) 

Y ( t , t I) = 1 i m 1 {A I:!, I t h ( 2 ) ( t I ) I:!, II t h 1( 23 ) ( t , t I ) ~ III t 
123 ~lt,~"t,1:!,11I t-+O I:!,lt6"tl:!,lIlt 1 1 

- All:!,'t hi2)(tl)l:!, lItA 31:!,1IIt - A21:!,IIt h~3)(t_t')I:!,'lItAll:!,'t - All:!,'t hi 3) (t)I:!," l t Atilt 

+ 2 A ~ I tA D, II t A 6 III t } 
1 23 

(B-3) 

The time increments cancel with denominator. Solve for hi~)(t,t')' 
one obtains Eq. 

From the definition of Y123 it is clear that components in Sl(t), 

S2(t) and S3(t) which are statistically independent have no contribution 

to Y123" Since all the "noise" parts of the processes are statistically 

independent and independent of the parent and delayed processes, unless 

all three points have the same cluster center, at least one point is in-

dependent of the other two and the contribution to Y123 would be zero. 
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Therefore, an extension of Eq. 

00 

(B-4) 
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Appendi xC: Integrati on of Eg. 3. 15 

For exponential delay time distributions, substituting Eqs. 3.5 and 3.12 

into Eq. 3.'5 gives 

(C-l) 

P,P2P3 -d2/a3 -(d,-d2)(1/a2+'/a3) 

C2 = :1 {Ca1a2+a2a3+a1a3J a3[C1ia2+1/a3) (1 - e ) 

-d,/a3 -(dl -d2)/a2 A,P2P3 -d2/a 3 -d,/a3 
-a2e (' - e )] + (a

2
+a

3
) a3[(d,-d2) e -e 

(d,-d2)/a3 A2P,P 3 -d2/a 3 -d,/a3 
a3(e - I)] + (a,+a

3
) a3[a3(e - e ) - (d,-d2) 

-d,/a3 A3P1P2 -(d,-d2)/a2 -(d,-d2)/a2 
e ] + (a,+a

2
) a2[(d,-d2)(1 - e ) - (a2 - e 

(d,-d2)2 
(d,-d2+a 2)]} + 1.21.3 --=2-- (C-2) 
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Appendix D: Monte-Carlo Simulation and Combination of 
Dependent Pulse Processes 

In order to demonstrate the method of simulating the loads on a 

structure over its lifetime, the general technique of the Monte-Carlo 

simulation is first described. The specific methods used when considering 

dependencies within and between loads are considered thereafter. 

General Simulation Methods 

The computer is capable of performing thousands of operations each 

second. Therefore, if we are able to accurately model an experiment or 

series of events on the computer, we can obtain sufficient data, in a short 

time, to enable us to analyze the statistics of the experiment. 

One of the most important tools for this type of simulation is a 

random number generator. The basic one which is sure to be found on all 

computers is that which generates random number uniformly distributed 

between O. and 1. However, we may require random variables in the simula-

tion which have distributions other than uniform. To obtain these variates 

we use a well known technique. 

An example is given to illustrate the technique for exponentially 

distributed random variables {Xi} whose distribution function is given by 

F(X) 1 - exp(-AX). 

A set of random variates {U i } uniformly distributed between O. and 1. 

is generated. The {Xi} are obtained from the inverse of the distribution 

function 

=> exp(-AXi ) = 1 - Ui 

=> X. = - ~ ~n(l-U.) 
1 A 1 
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Poisson Renewal Pulse Process 

This study requires the simulation of load processes such as those 

shown in Fig. 1. The occurrence of the loads is a Poisson process which 

means that the times between occurrences are exponentially distributed. 

These occurrence times {ti } may therefore be easily simulated by first 

simulating the times between loads {d.} . 
. 1 

Starting condition; no load at t=Q 

tk = time of occurrence at kth load 

d. = time between occurrence of i-l and ith load 
1 

k 
E d. 

i=l 1 

The duration of the loads is also taken to be exponentially distributed. 

They may be simulated in two ways. 

i) Having obtained the occurrence times of the loads, the simulated 
durations are merely added to each of the starting times. This 
method has the disadvantage of producing a probability (although 
small) of overlap of two loads. 

ii) Rather than simulating occurrence times of the loads, generate 
many points whose mean interval is the same as the mean load duration. 
There is then a probability of these new "loads ll having zero inten­
sity. This probability is given by 

P(O) = 1 - Al1d 

where A = mean rate of arrival of loads 
l1d= mean load duration. 

To choose those loads which will have a non-zero intensity, 
genera te uni form random numbers between O. and 1. each bei ng des i g­
nated to a load occurrence. Those loads whose designated radnom 
variate is less than or equal to Al1d w.ill be considered the real 
loads on the structure. They will nave a mean arrival rate of A 
and a mean duration of l1d. 

Thus far, the start- and end-times of each load occurrence of a 
particular load-type are stored in the computer. For each occurrence 
it is then an easy matter to generate a load intensity from knowledge 
of its probability distribution. 
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Present interest is in the combined occurrence of at least two load 

types as described above. It is therefore necessary to generate and store 

two statistically independent loads occurring over the lifetime of the 

structure. Once this is done, the values needed for the statistics are 

obtained by counting the number of times overlaps (or coincidences) occur 

between the two load types and searching for the maximum combined load on 

the structure during its life. 

The procedure as described above is repeated, with new independent 

load processes, until enough observations have been obtained to give reliable 

statistics. 

Within-Load Dependencies 

1. Occurrence Clustering. This is a simple extension of the above simula­

tion procedure. The process to be generated is shown in Fig. 3. 

The start- and end-times of the clusters are generated in similar 

fashion to those of the loads described above. Then all that is required is 

for the individual loads to be generated within each cluster, given the mean 

number per cluster and the mean load duration. 

2. Intensity Dependence. The generation of the times of occurrence of 

loads is the same as that of the Poisson renewal pulse process. The only 

difference now is that the intensities of the loads are not independent 

within each load case. 

The intensities are generated as a dependent sequence, the details of 

which are given on page 15. 

Between-Load Dependencies 

1. Occurrence Clustering among Loads. Such processes are illustrated in 

Fig. 7. There are now two processes being superimposed to form the one 

load case. The first is termed a delayed point process and the second an 
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independently and superimposed on the above. 

To obviate any overlapping of loads within each load case, a new process 

is generated with mean occurrence rate 

lld 

where, 

PA - v 

lld = mean load duration 

P = probability of occurrence of delayed process 

A = occurrence rate of parent process 

v = occurrence rate of noise process 

The end-times of the load occurrences are then given by the new process 

after each load occurrence time, for both noise and delayed loads. 

2. Intensity Dependence Between Loads. The load occurrences and durations 

are independent and are generated as for the Poisson renewal pulse process. 

As described in page 44, the intensities of the correlated processes are 

obtained by "samplingll a fictitious continuous vector process at the times 

of occurrence of the individual loads. 

The correlation matrix for the vector process must be given. Details 

of the procedure used to simulate the vector process may be found in the 

paper by Shinozuka and Jan (10). 




