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Chapter 1 

INTRODUCTION AND BACKGROUND 

1.1 General Remarks 

Soil and foundation engineering are characterized by numerous un­

certainties, resulting from insufficient information and inadequate knowledge 

of the subsoil conditions. Properties of soil generally vary from location 

to location and also may change with time. 

The design and analysis of earthworks, earth retaining structures 

and foundations involve large soil masses. In conventional practice, based 

on the results of soil exploration and testing, a large soil mass is divided 

into smaller regions (layers and slices) within which the soil properties may 

be assumed to be homogeneous. For each of these smaller regions, the soil 

properties are represented by their spatial averages within the region. How­

ever, due to limited sampling efforts, the estimates of these spatial averages 

will involve some uncertainty. 

Additional uncertainties are introduced due to the estimation of 

the in situ soil properties from the results of laboratory soil tests. In 

such tests the actual conditions in the field would not be simulated perfectly. 

For example, the average shear strength parameters obtained from the laboratory 

triaxial tests differ from the in situ values due to factors such as changes 

in the stress system, disturbance during sampling, anisotropy, plane strain 

and progressive failure. The total uncertainty would also include those as­

sociated with the ~stimatiDn of pore pressures and loads acting in the field 

and various simplifying assumptions and idealizations in the analysis. 
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In the field of soil and foundation engineering, these uncertainties 

are well recognized (Feld,34 Jumikis,47 Peck,81 and Sowers 101 ) and are implic­

itly accounted for through the use of the traditional safety factors in de­

signs. Conventional design relies heavily on the subjective choice of the 

design parameters~ design load specifications and design models, supplemented 

with a -safety factor selected on the basis of experience and judgment. Cer­

tain shortcomings may be observed in this procedure; namely: 

1. The associated reliability level or risk of design is unknown 

and there is no quantitative and consistent basis for com­

paring the relative risk or safety of various designs. 

2. There is no systematic way of analyzing the degree of uncer­

tainty and its effect on the safety of design. 

3. Additional information obtained through intensive soil explor­

ation, improved testing techniques, or better correlation 

studies cannot be incorporated systematically in the evaluation 

of uncertainty and subsequent reduction of the required safety 

factor for design. 

These shortcomings can be overcome through the application of prob-

ability concepts, which are the proper tools for the modeling and analysis 

of uncertainties. Probabilistic concepts also provide a consistent basis for 

combining various sources of information to update the uncertainties for risk 

evaluation. Furthermore, the expression of safety in terms of risk facilitates 

the application of decision analysis in the selection of optimal design. 

1.2 Review of Previous Work 

During the last few years, increasing interest has been shown in 
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the application of probabilistic procedures to soil mechanics and foundation 

engineering problems. The previous work in s area may be divided into 

three main groups: 

1. Those that employ statistical methods for estimating soil 

parameters the development of empirical relations among 

various soil properties. Most of the studies in this group 

are in the form of regression analyses on soil properties 

(e.g., Cozzolini,24 Holtz and Krizek,40 Ladd et al.,s6 Lum~64 

and Terzaghi and Peck 108 ). Work has also been done to fit 

probability distributions to soil data. Confidence intervals 

of the mean were applied to calculate the number of specimens 

that were required for a satisfactory es mation of various 

soil parameters such as compressibility, shear strength, etc. 

(Hooper and Butler,41 Kay and Krizek,48 Lumb,6s,67 Nelson et 

al.,76 and Schultze 86 ). 

2. Those that treat the subject of safety factor probabilistically. 

These include the analyses of earthworks, earth retaining struc­

tures and foundations (Biernatowski,s Cornell,22 Klein and 

Karavaev,S3 Langejan,60 Lumb,66 Lytton,68 Meyerhof,71 Nishida 

et al.,77 Resendiz and Herrera,84 Shuk,89 Singh,91 Tang et al./ os 

and Wu and Kraft l18 =120). 

3. Those that apply concepts of statistical decision theory. 

'Most of these are based on the Bayesian approach (Costello and 

Laguros,23 Folayan et al~f6 Rosenblueth,8s Tang,104 Turkstra,110 

and Wu and Kraft l19 ',120). 
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These studies serve to indicate the potential applications of sta-

stical and probabilis c concepts in soil and foundation engineering. How­

ever, most of these works assumed ghly idealized condition~ and thus the 

applications are limited to simple cases. Also, few are design-oriented or 

made use of available eld experience and laboratory data. 

Probabilistic analysis of slopes has been pursued by Wu and Kraftl19
,120 

and Cornell. 22 Wu and Kraft studied the static and seismic stability of slopes 

using the total stress analysis. The spatial correlation of undrained strength 

was not considered. The errors in the method of analysis (referred to as the 

mechanism errors) arising from factors such as anisotropy, plane strain, pro­

gressive failure, sampling disturbance and shape of failure surface were es­

timated from a limited survey of data reported in the literature. Moreover, 

the effects of rate of shearing and specimen size were not taken into consider­

ation. Probability distributions were assigned to each of the random vari­

ables involved in the stability model, and the probability distribution of the 

safety margin was determined. As expected, the resulting equations are quite 

complex, and thus the practical applications are limited. 

The static stability analysis of slopes by Cornell was based on 

the first-order probability theory, which leads to simple computations. 

Linear regression analysis was used to determine any significant spa al trend 

in the soil properties and also to obtain the mean-value functions and the 

variances and covariances of the estimators. However, Cornell IS study lacks 

a thorough evaluation of various uncertainties involved in the slope stabil­

ity problem. 

In these studies no probabilistic model has been suggested for the 

effective stress analysis of slopes under long-term conditions. 
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In the last 20 years, various records of slope failures have been 

documented and studied extensively by researchers allover the world (Bjerrum 

and Kjaernsli ,16 Henkel and Skempton,38 Ireland,43 Kjaernsli and Simons,52 

Sevaldson,88 Skempton and Brown,94 Skempton,96 Skempton and La Rochelle,97 

Wolfskill and Lambe,116 and Wright and Duncan I17 ). The published resul of 

these investigations and related works offer a valuable source for the analysis 

of uncertainties involved in the short and long-term static stability of 

slopes. 

1.3 Objectives and Scope of Study 

The purpose of this investigation is to formulate a probabilistic 

method by which all sources of uncertainties can be modeled and systematically 

analyzed relative to the slope stability problem. It is intended to develop 

a practical risk-based design procedure that can be used by the practicing 

engineer. For these purposes, the proposed format will be based on the 

approximate first-order probability theory. The problems of short and long­

term stability of slopes are developed to illustrate the proposed probabilis c 

procedure. 

Based on an extensive literature survey, this study summarizes the 

research results relevant to the evaluation of the effect of various uncer­

tainties encountered in the slope stability problem. Attempts to suggest 

genera 1 gu ide 1 i nes for eva 1 ua ti ng the uncerta inti es in di fferent soi 1 types 

are also made. 

In Chapter 2 the probabilistic concepts that will be used in the 

formulation of a risk-based design are reviewed. The general equations for 
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the analysis of uncertainties and risk-based design are derived using first­

order probability theory. A procedure for updating information is also de­

veloped and its application illustrated. 

Chapter 3 contains the formulation of the probabilistic models 

for the total and effective stress analysis of slopes. The spatial corre­

lationof shear strength parameters are described by taking into account 

the two cases where the variation in strength is assumed to be with and 

without any significant spatial trend. 

In Chapter 4, the uncertainties involved in the short-term sta­

bility analysis of slopes are investigated and evaluated quantitatively 

using information reported in the literature. The relative contribution 

from different sources of uncertainty and their effect on the reliability of 

slopes are studied with a typical example. The level of reliability under­

lying present design of slopes and the range of existing uncertainty are 

also evaluated. Safety factors for the design of slopes in various types of 

soil conditions that are commonly encountered in practice are developed for 

specified risk levels. 

Chapter 5 contains a study similar to that of Chapter 4 for the long­

term stability of slopes based on the effective stress method. 

In Chapter 6, two case studies of slope failures are presented to 

illustrate the proposed probabilistic method. These are specifically 

1. The Congress Street Open Cut, Chicago (short-term) and 

2. The Selset Landslide, Yorkshire, England (long-term). 

Each case is analyzed in detail, based on a realistic evaluation of all the 

underlying uncertainties. In both cases, redesigns are suggested to meet 

certain specified reliability levels. 
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Chapter 7 contains a summary of the results of s research. 

Appendix A illustrates a typical procedure evaluating the correc-

ve factor. The effect of mechanical disturbance on undrained shear strength 

is analyzed using the data given by Peck.79 Appendix B describes the estima-

on the spatial correlation of undrained shear strength based on the data 

reported by Hooper and Butler. 41 In Appendix C an approximate expression is 

derived for estimating the correlation coefficient between two corrective 

factors which are functions of other corrective factors. Appendix 0 contains 

the equations for the mean, variance and covariance of the undrained shear 

strength for the case when strength isa on of In Appendix 

E a relation between the safety factor and the corrective factor for the de­

sign model is derived for the short-term slope stability. Appendices F and 

G complement the analysis of the Congress Street Open Cut presented in Chapter 

6. 

1.4 Notation 

For convenient reference, the principal symbols used in 

are listed below. A bar over the variable denotes its mean value. 

C in situ peak effective cohesion intercept 

s text 

c spatial average of in situ peak effective cohesion 
intercept 

spatial average of in s1 residual cohesion intercept 

computed mean safety factor 



~. 
1 

N 

r 

s 

s 

u. 
1 

8 

length of the ith segment of the failure arc 

overturning moment 

resisting moment 

corrective factor with mean Nand c.o.v. ~ 

equivalent number of statistically independent soil 

elements 

number of specimens 

probability of failure 

radius of failure surface 

in situ undrained shear strength 

in situ peak shear strength 

sensitivity 

spatial average of in situ undrained shear strength 

spatial average of in situ peak shear strength 

average shear strength mobilized at the site 

spatial average of in situ residual shear strength 

. average pore pressure for the ith slice computed from 

the best estimate of the pore pressure distribution along 
the failure surface 



v 

x 

A-

X 

y 

Ox 

n 

llF 

p 

(J 

<I>(x) 

9 

spatial correlation parameter 

a design variable describing a spatial average in situ 
soil property 

model of X with mean X and c.o.v. Ox 

average unit weight of soil deposit 

c.o.v. of NX; a measure of the prediction and modeling 
uncertainty in X 

c.o.v. of X; a measure of the inherent variability in X 

ratio of the cohesive and frictional components of MR 

lIactual II mean safety factor 

true mean value of Xk 

coefficient of correlation 

standard deviation 

standard normal probability distribution function 
evaluated at x 

value of the standard normal variate corresponding to 
a cumulative probability of (l-Pf ) 

in situ peak effective angle of shearing resistance 

spatial average of in situ peak effective angle of 
shearing resistance 



r2X 

10 

spatial average of in situ residual angle of shearing 
resistance 

C.OeV. denoting the overall uncertainty in X 
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Chapter 2 

BASIC RELIABILITY MODELS 

2.1 General Remarks 

The reliability of an engineering system or a component of the 

system is determined by comparing the resistance of the system (or component) 

to the applied load or load effect. In the probabilistic formulation developed 

here, the reliability of a slope at a certain section is analyzed by comparing 

the resisting moment, MR, and the overturning moment, Mo' acting per unit of 

width at that particular section of the slope. A shear failure will occur 

when Mo exceeds MR, causing a portion of the slope to move along a surface 

relative to the rest of the soil mass. Considering MR and Mo as random vari­

ables, the risk of failure can be defined as 

(2. 1 ) 

or 

o 0 

f M. M (mR,m) dmR dm 
R' 0 0 0 

(2.2) 

where fM M (mR,mo) is the joint density function of r~R and Mo. For statis­
R' 0 

tically independent MR and Mo 

and 

(2.2a) 
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For prescribed or assumed distributions of MR and Mo' expressions 

relating Pf to the means and variances (or coefficients of variation) of MR 

and M can be derived (Ang 3). From these expressions design equations cor­o 
responding to a specified risk level may be obtained in terms of the required 

mean resisting moment and associated uncertainty (see Section 2.2.2). 

In actual earthwork design, of course, there is not enough data to 

justify or ascertain a particular probability distribution. It is well-known 

that a design will be sensitive to the assumed distribution at low risks, 

say « 10-3 (Ang,2 Ellingwood and Ang,32 and Turkstra 109 ). Fortunately, as 

indicated by Meyerhof 71 and as found in this study, the customary overall 

safety factors used in the design of slopes correspond to probabilities of 

failure greater than 10-3. Thus, due to high risk levels (> 10-3 ) involved 

in the design of earth slopes, the distribution sensitivity is not too impor-

tant (Ang2). 

2.2 Bases of Reliability Analysis 

2.2.1 First-Order Approximate Analysis 

In the stability analysis of slopes, both the resisting and over­

turning moments will depend on other variables. For example, the resisting 

moment is a function of the undrained strength and the geometry of the slope 

under short-term conditions. Since the geometry of a slope is usually well­

defined, the dimensions associated with the slope profile will be considered 

as constants in this study; however, if necessary~ the dimensions can be 

treated also as random variables. The stability analysis of slopes generally 

involves a large soil mass. In conventional practice, this large soil mass 
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is divided into smaller regions (layers and slices); over each of these smaller 

regions the soil medium is assumed to be homogeneous, and the soil properties 

are represented by the spatial averages of the corresponding soil parameters. 

Therefore, consistent with this approach, the spatial averages of the respec­

tive soil parameters will be used in the stability model. For example, the 

resisting moment, MR, will be a function of the spatial averages of the in situ 

soil properties, X. 's,as 
1 

., X ) 
n 

(2.3) 

If the model for the resisting moment as expressed by the function 

in Eq. 2.3 represents reality perfectly, and if Xl' X2, ... , Xn are free 

from any prediction errors, then the uncertainty in MR will consist only of 

the inherent spatial variabilities in the soil properties. However, because 

of the various simplifying assumptions and approximations, the model of the· 

resisting moment used in design will not describe reality exactly. Further­

more, the soil parameters involved in the computation of MR will be subject 

also estimation errors. For these modeling and estimation errors, non-

dimensional corrective factors Nf and NX. are introduced (Ang2) such that 
1 

A 

f = Nf f (2.4) 

A x. = NX. X. i = 1 , 2, n (2.4a) 
1 1 

. , 
1 

A 

where f is the empirical or theoretical function adopted for determining MR, 

and X. is a random variable assumed to model X .. The use of corrective factors 1 . 1 

was suggested by Ang l - 3 in developing the extended reliability concept. Hence, 

Eq. 2.3 becomes 



14 

(2.5) 

"'-

Here Xi IS, Nf and NX. IS are assumed as random variables with means Xi' Nf , 
1 

NX.' and coefficients of variation oX.' ~f' ~X.' respectively. 
1 1 1 

The uncertainties associated with the basic variability in X. there-
1 

fore is measured by oX. X. and oX. would be evaluated from observed data, 
- ill 

although engineering judgment is sometimes also needed especially when data 

is limited (Tang and Ang l06
). ~X. represents a measure of the prediction 

1 
uncertainty in X .. 

1 
Consistent with the first-order approximation (Ang,2 and 

Tang and Ang l06
), ~X. will be ascribed entirely 

1 
mean value X .. Accordingly, one can write 

1 

X. 11· 
NX. = 1 

!:::: 
1 

~ 

1 X. X. 
1 1 

to the errors in the predicted 

(2.6) 

where 11i denotes the true mean of Xi· Nf and ~f describe respectively, the 

mean bias and the uncertainty in the functional model of the resisting moment. 

Here 

~f = / o~ + ~~ (2.7) 

where of represents the basic variability about the proposed function, and 

~f denotes any imperfections in the form of the equation used. 

The functional relationship adopted in conventional design could be 

rather complex; hence, an exact statistical analysis of MR based on Eq. 2.3 

might be infeasible. However, an approximate but systematic method of analysis 

should be satisfactory for practical engineering purposes. Suppose MR is ex­

panded in a Taylor series about the true means of Xl' X2, ... , Xn, respectively. 
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Keeping only 

approximately as 

linear terms in the expansion, the mean value of is given 

2 

A 

in ch 11. = Nx X., assumi X. are 
1 ill 

Similarly, a rst-order approxi 

be obtai . As ated 

ables i ved in, it iss (Tang 

(2.8) 

s cally independent. 

the uncertainty in MR can 

all of the other random vari-

n 2 
~ 0,2 + _1_ [ ( EL) N 2 X.2 0,2 

f 2 ,. ax. X. 1 X. 
11M 1 0 1 1 

R 

n ~ af) (af ) - - --
+ 2 L L (~X ~x Nx Nx X.X. (PN.N.~X.~X. 

i=l j=i+l o. 0 0 j 0 i j 1 J 1 J -1 J 

(2.9) 

rst parti ves fare the mean values, 

11" 112' 0 •• , 11n; 0,X. is the total uncertainty associated 
1 

th the basic 

variability in and predi on error X. 
1 

+ ~2 
X. , 

PNiNj PXi~j are ation 

tors Nand NX. between 
Xi J 

In cases where n rs 

then pA A would X.X. c:omputed from 
1 J 

A 

models X. 
1 

is given as 

(2.10) 

corrective fac-
A 

X., respecti y. 
J 

A A 

ons are available on X. and X., , J 
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P'" '" X.X. 
1 J 

1 n 
n I [(X' k - x.)(Xo k - x.)] 

k= 1 1 1 J J 
= 

/ VAR d<') VAR dL) 
1 J 

(2.11) 

in which X' k and X' k are the kth observed values of X. and X., respectively. 
1 J. 1 J 

The evaluation of PN.N. is more difficult; a simplified method for estimating 
1 J 

PN.N. is given in Appendix C, where NX. and NX. are each a product of other 
1 J 1 J 

corrective factors. 

In a similar way, a first-order approximation of ~M and DM can be 
o 0 

obtained in terms of functions of the first and second-moments of the variables 

used in modeling M . 
o 

If necessary the corrective factor NX. may be assumed to be the 
1 

product of several component factors. For example, in estimating the spatial 

average of an in situ shear strength parameter based on laboratory tests, 

there will be prediction errors due to rate of shearing, disturbance during 

sampling, specimen size, etc. '" The corrective factor associated with X. should 
1 

represent the combined effect of these factors. For this purpose NX. will be 
1 

written in the following form 

n 
o 

= II 
j=l 

N. 
J 

(2.12) 

where N. represents the corrective factor to compensate for the prediction 
J 

error in Xi due to the jth effect, and no is the number of independent correc-

tive factors. In conformity with the first-order approximation for statistically 

independent N.Ds, one gets 
J 

(2.13) 



and, 

t:,2 
X. 

1 

n o 
I t:,~ 

j=l J 

where t:,. is the c.o.v. of N .. 
J J 

2.2.2 Evaluation of Risk 

17 

(2.14) 

Once the mean and the total uncertainty of MR and Mo are evaluated, 

failure probability of a slope at a particular section can be computed by 

using . 2.1 prescribed sons of MR and Mo. Since in earth slopes 

Pf is moderately high (> 10-3), the choice of these distributions will not be 

too important; hence, any distribution (or sets of distri ons) that will 

facilitate the calculation of failure probability will suffice. Through-

out this study MR and Mo are assumed to be lognormal variates. 

The mean resisting and overturning moments MR and Mo' computed by 

using the laboratory test results and the imperfect design equations without 

any corrections, 11 generally be different than the corresponding in situ 

values ~M and ~M to the existence systematic ases. For slopes where 
R 0 

the weight of soil above the sliding surface is the only external load, the un-

certainty in the overturning moment is small relative to that in the resisting 

"* moment . (Cornel 1;- 2 and Si ngh 91 ); thus, the di screpancy between Mo and ~M is 

expected to be small (i.e., ~M ~ M ). 
o 0 

tween MR and ~M may besigni cant due to 
R 

o 
the other hand, the discrepancy be-

systematic biases involved in 

the basic design variables and in the design equations. Thus, 

"* For example, in the analysis of the slide at Selset ~M is estimated to be 
less than 0.01 compared to ~M = 0.12. 0 

R 
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(2.15) 

where NM is the corrective factor that accounts for the overall bias in the 
R 

mean resisting moment resulting from the combined effects of the systematic 

biases in the component design variables and in the design equations. 

Assuming MR and Mo to be statistically independent lognormal vari­

ates, the probability of failure is 

[~M 1 + il~o J 'ln _R 
]JM 1 + 0,2 

0 MR 
Pf = - <P 

Iln[(l + 0,~ )(1 + 0,~ )] 
R 0 

(2.16) 

where <p(.) is the standard normal probability distribution function. If 

0,M and 0,M are small (say ~ 0.30) 
R 0 

(2.17) 

Using Eq. 2.17 and introducing 

11 = F 

NM MR 
~ 

R = NM F 
Mo R 

(2.18) 

into Eq. 2.16, the probability of failure becomes 

1 2 2 

[ 

1 n ]J F - 2" (0,t~ - 0,M ) J 
<P R 0 

/ 0,2 + 0,2 
MR Mo 

(2.19) 

or in terms of F 
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en (NM F) - 1 (r22 _ r22 

) ] 2 Ma M 
~ <P 

R 0 (2.19a) Pf 
/ r22 + r22 

MR Mo 

Since ~F is the ratio of the lIactual ll mean resisting moment to the "actual" 

mean overturning moment, it may be called the lIactual mean safety factor ll 

(in the sense that the values of the design variables have been corrected for 

various systematic errors). On the other hand, the calculated F = MR/Mo does 

not reflect any corrections for errors in modeling and prediction, and 11 be 

referred to as the "computed mean safety factor.1I 

The term 1/2(~~R - ~~o) in Eq. 2.19 could be significant. This is 

due to the fact that, r2M will be very small in this case compared to DM ' 
o R 

and 1/2(r2~ - r2~ ) will not be negligible compared to ln ~F especially when 
R 0 

~F is close to 1.0. For example, for r2M = 0.20, r2M = 0 and ~F = 1.1, the 
R 0 . 

failure probability computed from Eq. 2.19 is in error by 10 percent if 

1/2(r2~ - r2~ ) is omitted in Eq. 2.19. 
R 0 

In applying the above probabilistic procedure to the iabili 

analysis of earth slopes, we need to search for the surface with largest 

failure probability (minimum reliability). From the standpoint of system re­

liability analysis, the reliability of a slope (taken as a system) is not equal 

to the reliability of the most critical potential failure surface; however, it 

cannot be greater than that of the failure surface with the smallest reliability. 

Theoretically, there are infinite potential failure surfaces and each one of 

them could be considered as a possible failure surface. It is reasonable to 

assume that only those surfaces with failure probabilities close to the maxi-

mum failure probability will contribute to the system failure probability 

z Referenc.e Room 
C~i.. v'll ering Depart,ment 

C. E. Building 
University of IllinOis 
TT"t .. h"!!18'" T1"1 .; ,,"U',.; _"" 1&1'\'1 
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Cornel1 22 indicated that the correlation among the safety factors of differ-

ent surfaces are expected to be high. Accordingly, even if there are infinitely 

many potential failure surfaces, their contribution to the system failure prob-

ability, with the exception of the one with maximum failure probability, may 

be small. There is no information available in the literature on the degree 

of correlation among the safety factors of different surfaces. However, at 

the Congress Street Open Cut (analyzed in detail in Chapter 6), the correla-

* tion among the safety factors of different surfaces are found to be very high 

due to the common variables and parameters. In this study, consistent with 

the conventional method in which the critical surface with the smallest safety 

factor is examined, the reliability of the most critical potential failure sur-

face at a required section will be analyzed. 

2.2.3 Evaluation of Design Safety Factor 

The required actual mean safety factor for a specified risk can be 

obtained by solving Eq. 2.19, yielding 

-1 )/ 2 2 ~F = exp [~ (1 - Pf QM + ~ 
R 0 

(2.20) 

where ~-l(l - Pf) denotes the inverse of ~(.) and is the value of the standard 

normal variate corresponding to a cumulative probability of (1 - Pf). Eq. 2.20 

could also be written in terms of the computed mean safety factor as 

* For the 13 potential failure surfaces considered at the Congress Street Open 
Cut the coefficients of correlation between the safety factors of differ­
ent surfaces are found to be very high due to the common corrective factors. 
Even in the case where the laboratory-measured undrained strength of differ­
ent potential failure surfaces are assumed to be uncorrelated, the coeffi­
cients of correlation are all greater than 0.96. 
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F = 
MR 

= 
Mo NM 

R 
(2.20a) 

Generally, the computed mean safety fuctor is a biased estimate of the actual 

mean safety factor; thus, NM usually will not be unity. 
R 

2.3 Estimation and Updating of Uncertainties 

2.3.1 Estimation of Uncertainties 

To design a slope or to evaluate the safety of a given slope us'ing 

the proposed probabilistic approach, a necessary first step is to assess the 

uncertainties of the variables involved, as well as their mean values. It 

should be emphasized that not all available data (from different sites) should 

be arbitrarily lumped together in the statistical analysis. Judgment has to 

be exercised to distinguish which of the observed data are directly applicable 

to the site under consideration. There may exist other observed data which 

would require further analysis; these may be treated as indirect observations 

in the statistical analysis. Procedures for assessing the mean and variance 

based on various types of information have been suggested in Tang and Ang. 106 

Procedures for estimating the inherent variability of soil parameters 

are illustrated in the next chapter. These include conventional methods of 

statistical estimation. 

It is necessary also to determine the prediction biases and errors, 

in terms of the means and variances of the corrective factors N.'s and Nx .. If 
J 1 

no data are collected from the site to estimate the prediction errors, then the 

mean and variance of the corrective factors have to be estimated purely on the 

basis of previous experience and judgment. 
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In this study, using data reported in the literature, the range for 

each of the N.'s were estimated for various soil types. Then, depending on 
J 

the engineer's opinion as to whether the expected value of N. lies closer to 
J 

the lower limit, n~, or to the upper limit, nu' or to the middle of the range, 

an appropriate triangular distribution may be prescribed. On the other hand, 

if any value of N. is equally likely over the selected range, a uniform dis-
J 

tribution may be more appropriate. Based on these assumed distributions for 

N.'s, their respective means and c.o.v. 's can be computed from the formulae 
J 

tabulated in Table 2.1. 

2.3.2 . Combining Information from Different Sources 

When dealing with a specific site, it is possible that additional 

information from different sources may be applicable to the particular site. 

This information could be an expert's opinion, or reported values from other 

sites with similar soil properties, or test data from the site under consider­

ation, or any combination of these. In this case the prior estimates (as 

computed from the estimated ranges suggested earlier) should be updated in 

the light of the additional information. 

In this section a procedure for combining two different sources of 

information for assessing the mean correction and error is presented. 

as 

Based on Eqs. 2.6 and 2.13, the true mean of X. can be expressed 
1 

l-l. 
1 

~ N
X 

X. 
. 1 
1 

= (Nl " N2 ". . . .. N ) X. 
no 1 

(2.21 ) 

Suppose two independent sources of information are available on one of the 



n£ 

nu 

Table 2.1 

Mean and Coefficient of Variation of Nj Corresponding to Different 
Distributions Assumed Over Its Range 

Distribution 

~ 
n£ nu 

~ 
n£ n 

u 

~ 
n£ 

n£ 

nu 

--] 
nu 

lower bound of Nj 

upper bound of Nj 

Symbol 

Triangular Type 1 
(TTl) 

Triangular Type 2 
(TT2) 

Triangular Type 3 
(TT3) 

Uniform (Rectangular) 
(Un.) 

N. 
J 

0.333(2n£ + nu) 

0.333(n£ + 2nu) 

0.500(n£ + nu) 

0.500(n£ + nu) 

11. 
J 

n - n u £ 0.707 2 + 
n£ nu 

n - n£ u 
0.707 n£ + 2-u 

n - n£ u 
0.408 n + n£ 

u 

n - n£ u 
0.578 n + n£ 

u 

N 
W 
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corrective factors, for instance, on N1. Equation 2.21 can now be written 

as 

11· = N, X· 1 1 
(2.22) 

where 

X· = (N2 .. N3 " • . ... N ) x. 
1 no 1 

(2.23) 

and X. is a constant for given estimates of N. and the model mean X •• The 
1 J 1 

estimate of Nl is conveniently represented by its mean value Nl (Tang and 

Ang 106
); hence, for the first source of information, 

and 

lJi 
= 

Xi 

I 

VAR(N1) = 

I 

VAR (lJ. ) 
1 

2 
X· 1 

I I 

where VAR(~i) is the variance associated with the estimate lJi' 
I I I 

(2.24) 

(2.25) 

Let N1 and N1 be two independent estimates of Nl with the associated 
I J I I I I 

variances given by VAR(N1) and VAR(N
1 

) respectively, and N1 be the updated 

corrective factor based on the combined information. 

From Eqs. 2.24 and 2.25, it can be observed that the corresponding 
I I I I. I I 

estimates ~. and lJ· and their variances VAR(lJ.) and VAR(lJ. ) exist. Now, 
1 1 1 1 

I I I 

assume the combined or updated estimate lJi to be a linear function of the 

two independent estimates, i.e., 

I I I 

lJ· 1 

I I 

= a lJ· + b lJ. 
1 1 

I I I 

(2.26) 

and lJ· are restricted to be unbiased estimates of the true 
1 



* mean, 11 ., then 
1 

I I 

E(l1. ) = 
1 

25 

I i I 

E(l1-
1 = 11· 

1 

Taking the expectation of both sides of Eq. 2.26 and using the unbiasedness 

restriction one gets 

a + b = 1 (2.27) 

Imposing minimum variance criterion to obtain the best combined estimate of 

11. requires the minimization of 
1 

subject to the condition given by Eq. 2.27. The result gives 

I i I 

VAR(l1 i ) + VAR(l1 i 

and 

B i I 

VAR(l1i) + VAR(l1 i ) 

(2.28) 

as the values of a and b, respectively. Substituting these into Eq. 2.26 yields 

iiI 

11· 1 
= I I I 

VAR(l1i) + VAR(l1i ) 
11· + 

1 
I I I 

VAR(l1i) + VAR(l1 i ) 

I I 

11· 1 

(2.29) 

Thus, using Eqs. 2.24 and 2.25, Eq. 2.29 becomes 

* An example of unbiased estimate is to use the sample mean of the observed 
data as the estimator. 
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I I I 

= 

Similarly Eqe 2.28 can be rewritten as 

and using 

i I I 

VAR(Nl 

12 
~l 

I I I 

VAR(Nl ) VAR(Nl ) 
= I II 

VAR(Nl ) + VAR(Nl ) 

in Eqs. 2.30 and 2.31 yields 

I I I 

VAR(Nl 

or 

= 

_12 _I U 2 12 i 12 
Nl Nl ~1 ~l 

I I 

+ I I I 

VAR(Nl ) + VAR(Nl ) 

(2.30) 

(2.31) 

(2.32) 

(2.33) 

(2.34) 

If new information becomes available, the original estimates for N. 
J 

can be revised by repeating the above procedure to update each corrective 

factor separ"ately. "The resulting posterior estimate of 11. will be 
1 
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n 
I I I 0 I I I 

ll' = n N. X. (2.35) 
1 j J 1 

I I i 

where Nj is the final mean value of the jth corrective factor. Thus, 

through this procedure, an engineer can continually improve his estimates of 

~. in a systematic manner. 
1 

Example 

As an illustration, the mechani disturbance on the 

undrained strength during tube sampling is analyzed for the Congress Street 

counts for the effect of mechanical disturbance, the values given in Table 4.5 
B I 

may be used, giving N2 and 62 as 1.30 and 0.13, respectively. Peck 79 reported 

the results of a series of tests performed in connection with the Chicago Sub­

way soil testing program to determine the loss in strength due to mechanical 

disturbance. In these tests the undrained strength of the specimens obtained 

from large block samples by hand trimming are compared with those obtained from 

the 2 in. Shelby tube samples. Assuming that these data are directly ap-
I U I I 

plicable to the site under consideration, one gets N2 = 1.39 and 62 = 0.025 

(see Appendix A). 

Combining these two pieces of information using Eqs. 2.32 and 2.34, 

the updated mean correction and error due to mechanical disturbance are found 

to be, respectively, 

2 2 
= ·1.30 x 1.39 x 0.13

2 
x 1.30

2
+ 0.025 21.39 2 = 1.38 

0.13 x 1.30 + 0.025 x 1.39 



and, 
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6;" = 0.025 x 0.13 ;fO.13~ x 1.30
2 

+ 0.02~2 x 1.39
2 

= 0.024 
0.13 x 1.30 + 0.025 x 1.39 



29 

Chapter 3 

PROBABILISTIC MODELS FOR STABIL ANALYSIS SLOPES 

3.1 General Remarks 

When an excavation is performed in saturated soils, the pore pres­

sure at any point will be i uenced by the stress changes resulting from 

the cutting. If the excavation is carried out rapidly so that no dissipa­

tion of the excess pore pressure takes place, the soil will remain in an 

undrained state during this period. This stage is referred to as the end­

of-construction or short-term condi on. After the construction, there is 

a period of pore pressure redis bution during whi the pore pressures in 

the soil gradually adjust themselves, until they are everywhere in equili­

brium with the steady seepage flow pattern. This final stage is known as 

the long-term condition. 

All natural slopes are in the long-term condition. For slopes 

formed by cutting, the condition depends mai y on the permeability of the 

soil. In clays, especially if they are intact, the permeability is very 

low and the long-term condition would not be reached until several months or 

years after excavation. In temporary work, where the end-of-construction is 

the main concern~ or in cases where it is necessary to evaluate the initial 

safety, the stability of a slope in cohesive soils is analyzed assuming 

the short-term condition to exist. 

The stability of a slope at the end of an excavation does not 

assure its safety· in the future. Actually the increase in pore pressure to 

compensate for the out-of-balance pore pressures caused by the excavation 
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and the softening of clay may decrease the shear strength with time, making 

the long-term stability more critical. Therefore, for permanent cuts and 

natural slopes which are exposed for long periods of time, the long-term 

stability should also be examined based on the results of the effective 

stress analysis. 

3.2 Probabilistic Models for the Total Stress Analysis of Slopes 

3.2.1 Models of Resisting and Overturning Moments 

Under the short-term condition, the stability analysis is based 

on undrained strength and is often referred to as the total stress analysis. 

In this case, the shear strength mobilized along the potential failure sur-

face is independent of the total normal stresses, and the analysis does not 

involve the pore pressures. The potential failure surface is assumed to be 

cylindrical--an arc of a circle in cross section. Referring to Fig. 3.1, 

the overturning moment M (due to the weight of soil above the assumed rup­o 

ture surface), per foot of width, about the center of rotation is 

where: 

v. = 
J 

y. = 
J 

d. = 
J 

m 
I 

j=l 
v. y. d. 

J J J 

volume of the jth portion 

mass (see Fig. 3.1) 

of the sliding soil 

average unit weight of soil within the jth volume 

moment arm of the centroid of the jth mass about the 

center of rotation. 

(3. 1 ) 

The resisting moment, MR, is provided by the shear strength of the 
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soil at the failure surface. For each foot of width of the slope, 

where: 

m 
= r L 

i=l 
51". s. 

1 1 

r = radius of 

(3.2) 

circular lure surface 

£. = length of the ith segment of the failure arc (see g. 3.1) 
1 

s. = spatial average in situ undrained shear strength along the 
1 

ith segment of the failure arc. 

Commonly, in stability analysis, the average strength along each 

segment of the potential failure surface is considered; i.e., the spatial 

average of the in situ undrained strengths, s., i = 1,2, ... , m, along the 
1 

segments of the potential failure surface would be a convenient choice of the 

random variables required for the stability modele s has also been indi-

cated by Langejan 60 who argued that a general failure in a soil mass depends 

on the mean strength of the soil, on the grounds that an internal averaging 

of streng along the failure surface takes place. The spatial averages of 

soil parameters were also used by Cornell,22 and Kraft.lI9 

A potential failure surface is assumed to consist of soil elements 

where the size of each element is taken to be the same as that of the standard 

triaxial specimen of 1.5 in. diameter by 3 ine gh (Wu and Kraft l19 ). There­

fore, for every foot of width (perpendicular to the cross section) of the ith 

segment th arc length £i feet, there will be 

computed from 

m. 
1 

= 
£ . x 2 

1 

1 .5 
12 
T.5 = 64 5Gm 

1 

soil elements, where mi is 

(3.3) 
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The undrained strength of an element is assumed to be equal to the strength 

of a 1.5 in. diameter by 3 in. high triaxial specimen. Based on this m. soil 
1 

elements, the spatial average undrained strength along the ith strip is 

m. 
1 

S. = I S. 
1 mi j=l J 

(3.4) 

A 

in which the undrained strength (laboratory-measured) of each element, S., 
J 

-* is identically distributed with mean si and variance 2 -* 
as.' where si is the 

mean undrained strength of the ith layer, and a~. is 
1 

specimen strength. The expected value of S. then is 
1 

m. 

E(si) Il A 

= s. = E ( S .) = 
1 m. j=l J 1 

m. 
1 -* -* = I s· = m. s. = m· j=l 1 m. 1 1 

1 1 

1 
the variance of the 

m. 
1 A 

I E (S .) m. j=l J 1 

-* s. (3.5) 
1 

i . e. , the mean of the spatial average undrained strength along the i th segment 

is taken to be equal to the mean undrained strength of the soil in the ith 

layer. 

Similarly, 
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m. m. m. 

VAR(~i) 1 1 

VAR(Sj) 
2 1 1 

= "2 I + "2 I I COV(Sk,Sj) 
m· j=l m. k=l j=k+l 

1 1 

m. m. 
1 2 1...- 0 2 1 1 

= "2 (m. as. ) + I I Pkj 2 S. m. 1 1 m. 1 k=l j=k+ 1 
1 1 

2 
as. m. m. 

2 1 1 
= 1 (1 + I I Pkj m. m. 

1 1 k=l j=k+l 

a2 2 
S. as. 

= 1 = 1 (3.6) m. neG 1 
m. m. 1 

+1...-
1 1 

( 1 I I Pkj ) m. 
1 k=l j=k+l 

where Pkj is the correlation coefficient between the kth and jth elements that 

are Ak. inches apart; n denotes the equivalent number of (independent) soil 
J e. - 1 

elements, and as observed from Eq. 3.6 is equal to 

n e. 
1 

= 

(1 + 1...­m. 
1 

m. m. 
1 1 

I I PkJ') 
k=l j=k+l 

Based on the results of Appendix B, Pkj can be expressed as 

e 
-VA k, . . J 

(3.7) 

(3.8) 

where v is a spatial torrelation parameter to be estimated from soils data. 

Combining Eqs. 3.3, 3.7 and 3.8 one obtains 
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64i. 
= 1 (3.9) n e. m. m. 

1 2 1 1 -v.Ak · 
(1 + 64i. I I e 1 J ) 

1 k=l j=k+l 

Figure 3.2 gives the values of n corresponding to eight different values of e 

v for .Q, up to 200 ft. In this study v is taken as 0.21 based on the data given 

by Hooper and Butler41 (see Appendix B). 

In practice, the average undrained strength of a layer is estimated 

by testing specimens only at a limited number of locations throughout that 

layer. Therefore, due to this insufficient sampling, there will be an error 

in the prediction of the mean of the spatial average undrained strength along 

the ith strip, obtained from Eq. 3.5 as 

-* = VAR(si ) 

or in terms of c.o.v. 

t:,. = 
o 

oS. 
1 

rn-s. 
1 

= 

2 
oS. 

1 
n s. 

1 

(3.10) 

(3. lOa) 

where n specimens tested throughout the ith layer are assumed to be uncor­s. 
1 

related because of random sampling. To account for the error resulting from 

insufficient sampling, a corrective factor designated by N is used, with a o 
mean of 1.0 and a c.o.v. t:,. , where t:,. is given by Eqo 3.l0a. o 0 

Thus, in its final form the in situ spatial average undrained 

strength, s., can be written as 
1 



n 

So = 
1 

o A 

(N IT N.) s. = 
o j=l J 1 
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n 
o 

( IT N.) s. 
j=o J 1 

(3.11) 

where Nj's, j = 1) 2, ... , no' are the corrective factors accounting for 

the various factors which will be evaluated in Chapter 4. The total uncer­

tainty in s. is given by Eq. 2.10 where 
1 

and 

6 
s· 1 

<5 = 
S. 

1 In e. 
1 

(3.12) 

(3.13) 

6q is the total sampling and prediction error in si due to the discrepancies 

between the in situ and laboratory-measured strengths. 

The mean and coefficient of variation of MR can now be obtained 

using Eqs. 2.8 and 2.9, respectively. If the potential failure surface passes 

through m layers, then from Eq. 3.2 

m -* 
llM = Nf r I ~. ~. s. = Nf MR 

R i =1 1 
1 

1 
(3.14) 

where 

-* m 
MR = r I ~. N s. 

1 s. 1 i =1 1 
(3.15) 

PN•N., the coefficient of correlation between Ns . and Ns .' is found in Appendix 
1 J 1 J 

C as 
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2 (s) f:,. •• 

PN.N. ~ 
lJ 

f:,. f:,. 
1 J s. S. 

1 J 

(3.16) 

Thus, the total uncertainty in MR is 

Q2 Q2 
2 m 

~~ -2 -2 Q2 + r [ I ~ 

-*2 N s. 
MR f 1 S. 1 s. 

MR i=l 1 1 

m m 
+ 2 I I ~. ~. N N s. S. pI". _""' 8 8 

i=l j=i+l 1 J s. S. 1 J s. s . s. S. 
1 J 1 J 1 J 

m m 2 + 2 I I ~. ~. N N s. s. f:,. •• (s) ] 
i=l j=i+l 1 J s. S. 1 J lJ 1 J 

(3.17) 

-* where MR is defined in Eq. 3.15 

If the whole potential failure surface is located in one layer, 

( i . e ., m = 1) then 

11M = Nf r L firs S 
R 

Q2 ~ Q2 + Q2 
MR f s 

where L is the total length of the failure arc. 

and 

Similarly, from Eq. 3.1 

11M 
o 

m 
= N I V.d.NY· = 

.9 j=l J J Yj J 

- -* N M g 0 

(3.18) 

(3.19) 

(3.20) 
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m m 
+ 2 L L v. V. d. d. N N y. y. PA ~ 0 0 

i=l j=l+l 1 J 1 J Yi Yj 1 J YiTj Yi Yj 

m m 
+ 2 L L 

i=l j=i+l 

2 V. V. d. d. N N y. y. t:, .. (y) ] 
1 J 1 J Yi Yj 1, J lJ 

(3.21 ) 

where t:,~ .(y) is the squared sum of the coefficients of variation of the cor­
lJ 

rective factors that are the same for both y. and y.. Since the variability 
1 J 

in 9 (for example at Selset 0 = 0.007) and the modeling and prediction errors 
Y 

in Mo are negligible compared to the uncertainties involved in MR, ~M may be 
o 

assumed to be zero and 

11M 
o 

~ M 
o 

= 
m 
L 

j=l 
V. y. d. 
J J J 

3.2.2 Consideration of Spatial Trend 

(3.20a) 

In obtaining the spatial average strength of the soil along the por­

tions of the potential failure surface the variation of soil strength within 

a stratum may indicate a marked spatial trend. If this trend is assumed to 

be a linear function of the depth (z) as well as of the two plan directions 

(x, y), then the undrained soil strength may be modeled as 

(3.22) 
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Based on this linear model 3 the observed data (i.e., the test results from 

the n specimens obtained from the field) could be analyzed by using multiple s 
linear regression analysis. This regression analysis will give the best esti-

mates of a, the bi's (i = 1, 2, 3) and a~ which is the variance of 5 given 

the x, y, z values. These estimates will give indications of whether the 

dependence of the soil strength on anyone or more of these directions is 

significant. This may be done for any of the bi's, for example, b3, by 

examining whether it is significantly different than zero using methods of 

hypothesis testing (for an application see Cornel1 22
). 

For a specified significance level, the choice of which is subjec-

tive, the t-statistic indicates whether a null hypothesis will be accepted 

or rejected. According to the outcome of this hypothesis testing, the engi-

neer may decide to keep or eliminate b3 from his model. For more information 

on this topic the reader is referred to Mood and Graybill .72 

Generally, the soil strength would depend mainly on the depth, z, 

and the strength model for a specific soil stratum may be simplified to 

(3.23) 

If the portion of the potential failure surface that is passing through this 

stratum is divided into m smaller segments, then the spatial average undrained 

strength for the ith segment will be given as 

(3.24) 

where zi is the depth to the centroid of the ith segment. Linear regression 

analysis gives the best estimates of the parameters,namely ~,6 1 . The vari­

ance of the undrained strength a~ which is assumed to be constant can also be 
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estimated from the regression analysis. Based on the results of this regres­

sion analysis, the best estimate of S. will be as given in Eq. 3.24. Expres-
1 

" sions for evaluating the means variance and covariance of s. from the results 
1 

of regression analysis are derived in Appendix D. 

The spatial correlation between the average undrained strengths of 

two segments (for instance, ith and jth) within the same soil stratum may 

also be obtained by using the results of the regression analysis. From Eqs. 

0.5 and 0.6 (see Appendix D) 

where 

P" " s. s . 
1 J 

= 

= 

COV (s. ,s .) 
1 J 

yfYAR(s.) VAR(s.) 
1 J 

( z. - z) (z. - z) 
1 + 1 J 

VAR(z) 

(z. - z) 2 (z. - z) 2 
+ 1 )(1 + J VAR(z) -V~A--'R(""-z"'--) -

z = mean depth of soil samples 

VAR(z) = variance of depth of soil samples 

(3.25) 

For example, according to Eq. 3.25, P" A will be 1.0 for two segments having s.s. 
1 J 

the same depth (i .e., z. = z.). 
1 J 

3.3 Probabilistic Models for the Eff~ctive Stress Analysis of Slopes 

3.3.1 Models of Resisting and Overturning Moments 

In terms of the effective normal stresses, the peak shear strength 

Sf of a saturated clay can be represented by the Coulomb-Terzaghi equation 
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Sf = C + (p - u) tan ~ 

= C + p tan ~ (3.26) 

where: 

C = peak effective cohesion intercept 

~ = peak effective angle of shearing resistance 

p = normal stress 

u = pore pressure 

p = (p - u) effective normal stress 

A stability analysis in terms of effective stresses requires knowl-

edge of the total normal stress and the pore pressure at all points of the 

failure surface, as well as the in situ values of the effective cohesion 
I 

intercept and angle of shearing resistance. Due to the variation of p along 

the slip surface and to the possibility of the failure surface passing through 

several materials with different values of shear strength parameters, the 

method of slices is convenient for effective stress analysis of slopes. 

In routine stability investigations it is a common practice to 

analyze the safety of a slope based on the peak strength. For the ith seg-

ment, the spatial average in situ peak strength is 

+ p. 
1 

tan ¢. 
1 

(3.27) 

where ci and ¢i designate the true in situ spatial averages of the peak shear 
I 

strength parameters; Pi represents the in situ value of the average effective 

normal stress along the base of the ith slice, expressed as 

p. 
1 

= p. 
1 

u. 
1 

(3.28) 
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where u. is the average pore pressure for the ith slice computed from the 
1 

best estimate of the pore pressure distribution along the actual or assumed 

failure surface. 

Considering the soil mass above the circular failure arc as a free 

body (see Fig. 3.1) the overturning and resisting moments per foot of slope 

about the center of rotation are, respectively 

m 
M = I v. y. d. (3.29) 

0 i=l 1 1 1 

and 
m m I 

MR = I r 2. sf. = I r 2. (c. + p. tan ¢. ) 
i=l 1 i =1 1 1 1 1 

1 

m 
= I r (c.2. + p. .Q.. tan ¢.) 

i =1 1 1 1 1 1 

m I 

= I r (c.2. + P. tan ¢. ) (3.30) 
i =1 1 1 1 1 

If the ith slice is sufficiently narrow, the curved boundary can be approxi­

mated by a straight line that makes an angle e. with the horizontal axis. 
1 

The moment arm for the weight of the ith slice is then equal to r sin e., 
1 

and Eq. 3.29 becomes 

m 
I V. y. sin e. 

1 1 1 
(3.31) 

i =1 

In the case where the whole failure surface is located in one material, c. 
1 

and ¢i will have the same value (c and ¢) along the base of all the slices; 

in this case MR is 



MR = r (cL + tan ¢ 

42 

m I 

I P. 
i=l 1 

(3.32) 

If the assumed failure mass is indeed the actual failure mass, 

Eqs. 3.30 and 3.31 are exact expressions of the resisting and overturning 

moments of the soil in the failure mass. However, MR involves the unknown 
I 

distribution of P. along the failure surface. The approximate methods of 
1 

slope stability analysis applied in practice do not necessarily use the 
I 

values of P. which satisfy statics and thus introduce modeling errors. 
1 

Among the various approximate methods, the ordinary method of slices developed 

by Fellenius (also known as the Swedish Circle method) is widely used in prac-

tice because of its simplicity. More rigorous methods based on refined as­

sumptions about the earth pressures acting on the sides of the slices have 

also been developed. For detailed descriptions of various methods of sta-

bility analysis of slopes, the reader is referred to Bishop,6 Morgenstern 

and Price,73 Taylor,I07 Terzaghi and Peck,108 Whitman and Moore,114 and Whitman 

and Bailey.lls 

3.3.2 Formulation Based on the Fellenius Method 

In this study the equations used to compute Mo and MR are based on 

the Fellenius method because of its popularity and simplicity. A shortcoming 

of this method is that it may involve large errors under certain extreme con­

ditions. However, as indicated by Turnbull and Hvorslev,lll nall currently 

available methods for stability analysis may yield questionable results for 

special or unusual conditions." 

In the Fellenius method, a simplifying assumption is made so that 

the forces acting on the sides of any slice have zero resultant normal to the 
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failure arc for that slice. For the ith slice, considering the equilibrium of 

forces in the direction perpendicular to the failure arc, one gets (see Fig. 

3.3) 

I 

W. cos e. = P. + u. £. 
1 1 1 1 1 

P. = W. cos e. u. £. 
1 1 1 1 1 

Using Eq. 3.33 in Eq. 3.30 gives 

m 
M = R I 

i=l 
r [c.£. 

1 1 
+ (W. cos e. 

1 1 
- u. £.) tan ¢.] 

1 1 1 

and for homogenous soils, from Eq. 3.32 

MR = r [cl + tan ¢ 
m 
I 

i=l 
(W. cos e. 

1 1 
- u.£.)] 

1 1 

(3.33) 

(3.34) 

(3.35) 

Due to such factors as disturbance during sampling, specimen size, 

rate of shearing, anisotropy, and plain strain assumption, the spatial aver­

age peak effective stress parameters in the field (c, ¢) will be different 

than those measured in the laboratory (2, ~) (Peck,82 and Skempton and 

Hutchinson 99 ). In addition to these factors, Bishop,12 Bjerrum,18 Skempton,96 

and other investigators have demonstrated that the average shear strength 

mobilized in many long-term failures of slopes could be smaller than the 

average peak shear strength due to progressive failure mechanism. Therefore, 

it is necessary first to analyze the effects of various factors that cause 

discrepancies between the laboratory and in situ values of the peak shear 

strength parameters, and secondly to estimate the effect of progressive failure 
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in reducing the average peak strength, based on data from actual failure 

cases. The in situ spatial averages c and ¢ along any segment of the poten-

al failure surface may be written as 

n n 
0 0 

c. = [N (c.) II N.(c.)]c. = [ II Nj(ci)]ci 1 o 1 j=l J 1 1 j=o 
(3.36) 

n n 
0 0 

N.(¢.)]¢. ¢. = [N (¢.) II N.(¢.)]¢. = [ II 
1 o 1 j=l J 1 1 j=o J 1 1 

(3.37) 

where N (c.) and N (¢.) are the corrective factors to account for the pre-
o 1 0 1 

diction errors in c. and ¢., respectively, due to insufficient sampling. 
1 1 

N (c.) and N (¢.) will both have a mean equal to unity; the corresponding un-
o 1 0 1 

certainties, ~o(c) and ~o(¢), will be equal to 0e. and o~. divided by the 
1 1 

square root of the number of specimens tested over the ith soil mass. 

The methods and related equations given in Section 3.2 about the 

spatial variation and correlation of s. apply as well for c. and ¢ .. In this 
1 1 1 

section these topics are not discussed again, but the corresponding equations 

are directly used by replacing si with ci or ¢i" 

where 

A first-order approximation of the mean of c. is 
1 

11C. 
1 

n 
o 

= [ IT 
j=o 

n 
o 

II 
j=l 

N. (c.) ]c. 
J 1 1 

N. (c.) 
J 1 

= N c. 
C. 1 

1 

and its coefficient of variation is expressed as 

(3.38) 

(3.39) 



where 

and 

n = c. , 

6. = c. , 

o c. , = 

45 

/ 

02 n 
C. 0 2 
, + I 6.. (c.) 

n J , s. j=l , 

Simi 1 arly for CPi 

where 

and 

II = cpo , N~ cp. 
'V. , , 

n o 
N~. = II N. (cp.) 

'V, j=l J , 

/ 6
2 
<p. 

6.cp. = 
, 

+ n , s. , 

0<p. 

ocp. = 
, 

, rn; 
1 

n 
0 

IJ.~ I (cp. ) 
j=l J , 

(3.40) 

(3.41) 

(3.42) 

(3.43) 

(3.44) 

(3.45) 

(3.46) 

(3.47) 
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Note that the spatial correlation for the peak effective stress 

parameters is assumed to be described by Eq. 3.8; therefore, the values of 

n for c. and cpo corresponding to different ~.IS can be obtained from Fig. 3.2 e. 1 1 1 
1 

provided the spatial correlation parameters Vc and Vcp are known. There appears 

to be no data available for estimating the values of Vc and vcp' However, for 

large ~. 's it is reasonable to assume the value of n to be large for both 
1 e. 

1 
c. and cpo compared to n . Therefore, 0 and o~ will be insignificant 

1 1 S. c· 'f" 
1 1 1 

compared to ~c. and ~cp.; accordingly, one can write 
1 1 

rt :::::: ~ c. c. 
1 1 

(3.40a) 

rtcp. :::::: 6cp. 
1 1 

(3.44a) 

The corrective factor N ,with a mean N and a coefficient of 
sf sf 

variation 6 (see Section 5.2.6 for more details) is used to account for 
sf 

the discrepancy between the spatial average peak strength, sf' and the aver-

age strength actually mobilized in the field, s. Similarly, the uncertainty 
m 

associated with the inaccurate estimation of pore pressures along the failure 

surface is taken into consideration by N (mean Nand C.o.V. 6). On the u u u 
other hand, the error introduced into the reliability analysis by the approxi-

mate Fellenius method is corrected by Nf , which has a mean Nf and a coefficient 

of variation rtf' The insertion of these corrective factors brings the expres­

sion of MR into the following form: 

m 
MR = Nf N N r L [N c. fL. 

. u sf c· 1 1 i =1 1 

A 

(W. + cos 8. - u. fL.) tan ( Ncp. cp i ) ] (3.48) 
1 1 1 1 

1 
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For slopes located in one material Eq. 3.48 becomes 

MR = Nf N N r [N 2 L 
u sf c 

(3.49) 

I 

In Eqs. 3.48 and 3.49, Pl' (= W. cos 8. - U. i.) will be treated as a deter-
1 1 1 1 

ministic quantity since the uncertainty associated with Wi is negligible, 

and the error and uncertainty due to u. are accounted for by the corrective 
1 

factor N • 
u 

A first-order approximation of ~M and n
M 

can be obtained ac-
R R 

cording to the format given by Eqs. 2.8 and 2.9, with MR expressed by either 

Eq. 3.49 or Eq. 3.48, depending on whether the failure surface passes through 

one or more layers of soil. In the example given in Chapter 6 and in the 

general slope model considered in Chapter 5 the failure surface passes through 

one material. 

and 

~M 
R 

Therefore, based on Eq. 3.49 

m I 

+ ta n ( Nth ¢) I P. ] 
'Jl i=l 1 

(3.50) 
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Q2 Q2 6
2 

6
2 2 

( [L N c J2 Q2 + + + r 
~ 

-*2 MR f u sf MR 
c c 

m 
pi

' J2[ Ncp sec2 (N ¢) ¢ J2 Q2 + [ L 
i =1 cp cp 

m J - 2 
+ 2[ L N c J [ L P. J [ Nth sec (Nth ¢) ¢ J pAA 0 0 th 

C i = 1 1 'jl 'jl ccp c 'jl 

+ 2[ L Nc c][ i~l Pi ][ N~ sec (N~ ¢) ¢ ]PNcN~ ~c ~~ 
m _, _ 2 ) 

(3.51 ) 

where 

(3.52) 

PN N ' is the correlation between N and Nth' and will be given by Eq. C.6 
c cp c 'jl 

(see Appendix C) 

(3.53) 

where Pk is the coefficient of correlation between Nk(c) and Nk(CP). Substi­

tution of Eq. 3.53 into Eq. 3.51 gives 
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and 

49 

+ 2 K K [p~~ ° ° + c <p c<p c <p 

K = r L N c 
c c 

n o 
I 

k=o 

m _I - 2 
K <p = r [ i ~ 1 P i J [ N <p sec (N <p (j)) ¢J 

(3.54) 

(3.55a) 

(3.55b) 

In order to compute the uncertainty resulting from the correlation 

among the random variables, one should estimate the values of Pc¢ and Pk1s, . 

k = 1, 2, ... ~ no. Some reported values indicate that 2 and ¢ are probably 

negatively correlated, with low values of c associated with high values of ¢, 
and vice versa. For Selset Pc¢ is computed to be -0.40 using Eq. 2.11. Lumb 66 

gave an average correlation coefficient of -0.244 based on data from strength 

tests conducted for residual decomposed granite from Hong Kong, Penang (Malaysia), 

and Snowy Mountains (Australia), and on residual decomposed volcanic rocks from 

Hong Kong. Holtz and Krizek40 reported -0.49 as the correlation coefficient 

for impervious borrow material at Oroville Dam. The assumption of statistic­

ally independent 2 and ¢ simplifies the computations, and it is also on the 

conservative side if the correlation is negative. Besides, as mentioned 

earlier, 0c and 0<p·will be small due to the large value of nee Therefore, in 

Eqo 3.54 one could neglect the term associated with Pc¢ 0c 0<p0 
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Generally, there is no data available to estimate the value of 

Pk's. In this study, limited data was available for anisotropy, for which 

the correlation coefficient, P5' was determined to be -0.32. Due to the 

possibility that some of the Pk's may be negative and some positive, the net 

contribution of the uncertainty resulting from the correlations is expected 

to be small. Hence, the last term in Eq. 3.54 may be eliminated, giving 

0,2 = 0,2 + £12 + £12 + _1_ [K2 0,2 + K2 0,2 ] (3.56) 
MR f u sf -*2 c c cp cp 

MR 

Based on Eq. 3.31 , the mean overturning moment is given as 

m 
11M :::::: M = r I v. y. sin 8. (3.57) 

0 i =1 1 1 1 
0 

whereas 0,M :::::: o. 
0 
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Chapter 4 

EVALUATION OF SHORT-TERM STABILITY OF SLOPES 

4.1 Inherent Variability and Uncertainty Due to Insufficient Sampling 

Due to the heterogeneity of soil deposits, natural variations in 

the undrained strength exist within a soil strata which can be conveniently 

measured by the coefficient of variation oS. For instance, tests by Hooper 

and Butler 41 on London clay taken at a number of different sites indicate 

that Os varies between 0.11 and 0.33. In Fig. 4.1 a typical histogram for 

one of the sites is shown. Various other investigators have also determined 

Os within a particular soil zone. The reported results are given in Table 

4.1. As described in Section 3.2.1, the variability in the spatial average 

° undrained strength, ° , will be equal to S . The equivalent number of 
sine 

independent soil elements can be obtained from Fig. 3.2 in terms of the 

spatial correlation parameter, v, and the arc length of the failure surface. 

The uncertainty in the spatial average undrained shear strength 

° resulting from insufficient sampling, ~o' is equal to ~ , which is ob-

served to decrease with the square root of the number of test specimens 

(Cornell,22 Kay and Krizek,48 and Langejan 60 ). 

4.2 Discrepancies Between Laboratory and In Situ Undrained Strengths 

4.2.1 Introductory Remarks 

The soil strength measured in the laboratory by testing triaxial 

specimens could differ from the field (in situ) strength; the major factors 

contributing to these discrepancies are (Skempton and Hutchinson 99 ): 
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Tabl e 4.-1 

Values of Os from Various Sources 

Reference Soil Type and Site 

Hooper and Butler41 

Ireland 43 

London clay, Barbican site 

Chicago clay, Congress 
Street Open Cut 

Ladd et a 1 . 56 Soft Bangkok clay 

Lumb 64 Hong Kong marine clay 

Morse 75 Glacial tills, Illinois 

Singh 91 General 

Ward et a 1 . 112 London clay, various sites 

1 • Disturbance during sampling, 

2. Size of specimen, 

3. Rate of shearing, 

4. Sample orientation and anisotropy, 

5. Plane strain failure, 

6. Progressive failure. 

0.11 - 0.33 

0.18 - 0.34 

0.23 - 0.41 

0.18 

0.15 - 0.31 

0.20 - 0.40 

o. 11 0.21 

In the following sections, each factor is discussed briefly using 

results reported in the literature. The expected values of N.(S)IS and their 
J 

c.o.vls computed by assuming various simple distributions over the estimated 

ranges, are tabulated for each case. These values can be updated if additional 

information becomes available as described in Section 2.3.2. 
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4.2.2 Disturbance During Sampling 

Poor and inadequate methods of sampling are the most important 

source of error in the estimation of in situ soil strength. Most commonly, 

the soil samples are obtained by using thin-walled tube samplers. In prac-

tice, it has generally been assumed that sampling disturbance reduces the 

shearing strength of clays (Lambe and Whitman,59 and Skempton and Hutchinson 99 ). 

Therefore, the undrained shear strength obtained by testing tube samples will 

be consistently lower than the in situ undrained shear strength. The distur-

bances that take place in a soil sample starting with its removal from the 

field until it is placed in a testing apparatus are due to the following: 

1. The inevitable changes in the stress system because of the re­

moval of the sample from the ground, 

2. The mechanical disturbances resulting during sampling and 

preparation of the specimen. 

The corrective factors necessary for these two types of disturbances will be 

d~signated by Nl(s) and N2(s), respectively. 

Disturbance Due to Changes in the Stress System 

This type of disturbance will occur even in the case of perfect sam-

* pling. Skempton and Sowa 95 indicated that for a saturated normally consoli-

dated clay, in spite of the considerable changes in stress, the undrained 

shear strength of a perfect sample is practically the same as the corresponding 

strength in the ground. provided no change in water content occurs. According 

* The term "perfect sample ll denotes a specimen where no disturbance has 
occurred other than that accompanied with the release of in situ stresses. 
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to their research, for soils having a low sensitivity (St = 2), the change 

in the undrained strength due to the release of stresses is on the order of 

1 to 2 percent (i.e., Nl(S) = 1.01-1.02). Ladd and Lambe 54 reported that the 

undrained strength of a perfect sample is only slightly lower than the undis­

turbed strength for medium sensitive (St = 2-4) clays. Noorany and Seed 78 

analyzed the sampling disturbance resulting from the release of stresses for 

the San Francisco Bay mud (St ~ 8). They indicated that the undrained strength 

of perfectly undisturbed samples is about 6 to 8 percent less than the in situ 

strength for this sensitive clay (meaning Nl(s) = 1.06-1.08). 

The values of St for most clays range between 2 and 49 and for sen­

sitive clays they range from 4 to 8. Thus, except for extra sensitive and 

quick clays, the range of Nl(s) could be taken to be between 1.0 and 1.10. 

Table 4.2 gives the values of Nl(S) and 61(S) for clays with different sen­

sitivities. 

Sensitivity of 
Clay 

Low Sensitivity 
(S = 1-2) t 

Table 4.2 

Mean Correction and Sampling Error Due to 
Changes in Stress State 

Estimated Range Assumed 
of Nl(S) Distribution 

1 .0-1 .10 TTl 

Medium Sensitivity 1 .0-1 .10 TT3 (S = 2-4) t 
Sensitive 1 .0-1 .10 TT2 (S = 4-8) t 
General Case 1 .0-1 .10 Un. (S = 1-8) t 

1 .03 0.02 

1 G 05 0.02 

1 .07 0.02 

1.05 0.03 
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Mechanical Disturbance 

The mechanical disturbance results from the driving of the sampler 

into the soil, the removal of soil from the sampling tube, the trimming of 

the sample to the size required for a strength test and the mounting of the 

specimen in the triaxial apparatus. Even the best sampling techniques can­

not avoid some mechanical disturbance. It has been observed by various 

authors (Skempton and Sowa,95 and Ward et al. 112
) that the least disturbed 

samples are obtained by trimming specimens by hand from large blocks of clay 

which have been carefully excavated. The block specimens would be subjected 

to some unknown degree of disturbance and weakening, but this disturbance 

is generally considered small. The comparison of the undrained strength of 

the block specimens with those obtained from tube or borehole samples will 

lead to an estimate of the degree of discrepancy between in situ and laboratory 

values of the undrained strength due to mechanical disturbance. The term 

"borehole samples ll is used to define those samples that are obtained in the 

following manner: A steel sampling tube about 4 in. in diameter is driven 

into the bottom of a borehole, and then in the laboratory, specimens are ob­

tained from the 4 in. core by means of 1-1/2 in. diameter tubes. Therefore, 

borehole samples are subjected twice to the action of the driving of sampling 

tubes before they are tested, whereas in tube sampling this happens only once. 

An extensive series of tests were performed by Peck 8D in connection 

with the Chicago Subway soil testing program to determine the loss in strength 

due to mechanical disturbance. Figure 4.2 shows the plotted results for the 

entire investigation. In this figure the line marked IIShelby Tube Samples ll 
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describes the correlation between the undisturbed strength (the undrained 

strength of the specimens prepared from large block specimens by hand trim­

ming) and the strength measured from the 2 in. Shelby tube specimens. This 

line indicates that the undrained strength obtained from the 2 in. Shelby 

tube specimens should be increased by a factor of 1.35 to get the undisturbed 

strength (i.e., N2(S) = 1.35). * 

The shear strength of the borehole samples and the block specimens 

are compared by Ward et al. 113 for London clay at Ashford Common Shaft (see 

Table 4.3). Excluding level B, where the clay is very highly fissured, the 

ratio of the block to borehole strength varies between 1.16 to 1.48 (i.e., 

N2 (s) = 1. 16 to 1.48). 

Table 4.3 

Comparison Between Shear Strengths of Borehole Samples 
and Block Specimens for London Clay at Ashford 

Common Shaft (from Ward et al. 113 ) 

Vertical Block Specimens Borehole Samples 
Mean Mean 

Strength 
Ratio 

Level Depth Water Shear Water Shear Depth Block/ 

* 

ft Content Strength Content Strength Zone Borehole 
% lb/sq in. % 1 b/sq in. ft 

A 30 22.4 36.6± 5.7 22.5 25.4± 5.8 20- 40 1 .44 
B 
C 
0 

E 

F 

50 25.8 32.9± 8.7 23.6 35.0±13.1 40- 60 0.94 
66 24.8 44.1±10.0 24.7 3l.8±13.4 55- 75 1 .39 
91 22.8 54.4±11.6 23.6 46.9±17.7 80-100 1 . 16 

114 24.2 59.9±20.2 23.9 47.3±17.5 111-120 1 .26 
138 23.6 81.0±19.5 23.7 54.6±19.4 130-150 1 .48 

The analysis of the same data based on a least square linear fit through 
the origin (i.e., dependent variable intercept restricted to be zero) 
gives N2(s) = 1.40. 
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Data from various sites about N2(S) are summarized in Table 4.4. 

In view of these data, N2(s) is estimated to range from 1.0 to 1.60 for tube 

specimens, and from 1.15 and 2.25 for borehole specimens where the mechanical 

disturbance is higher. The values of N2(s) and ~2(s) that would be obtained 

assuming different distributions o~er the estimated ranges, are summarized in 

Table 4.5 for tube and borehole samplings. 

4.2.3 Size of Specimen 

It is desirable that the test specimens be large enough to contain 

a representative sel on of the composition and all the discontinuities in 

the soilc However, the most common specimen used in the laboratory strength 

tests, which is 1 /2 inc in diameter and 3 in. high, is generally not large 

enough to reflect the influence of joints and fissures on the strength of 

clays. In addition, when a small triaxial specimen is found to contain an 

obvious fissure, the specimen is usually discarded (Duncan and Dunlop,30 and 

Skempton and Hutchinson 99 )c In other words, the 1-1/2 in. by 3 in. specimens 

uSually consist of intact clay, whereas the in situ strength is controlled 

to some extent by the fissures and joints which exist in the soil mass with 

varying degrees. Therefore, the undrained strength obtained from the 1-1/2 

in. by 3 in. specimens are consistently higher than the actual strength of the 

clay in the soil mass. 

In the spatial average undrained strength estimated from the 1-1/2 

in. by 3 in. specimens, the. error resulting from the size of the test speci­

mens is accounted for by the corrective factor N3(s). To estimate the in­

fluence of the specimen size on the soil strength, the results obtained from 
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Table 4.4 

Data for N2(S) from Different Sites 

Reference Soil Type, Site Block Specimens N2(s) and Comments Compared With 

Ladd and Kawasaki clay, Japan Tube Specimens 1 .23 
Lambe 54 

Lagunnilas clay, Tube Specimens 1 .35 
Venezuela 

For normally consoli- 1.25-2.0 
dated clays of moder-
ate sensitivity, de-
pending on type of 
clay 

Peck 80 Chicago clay, Tube specimens 1 .35 
Chicago Subway 

Simons 9O Blue London clay Borehole 1 .43 
specimens 

Skempton and 
La Rochelle 97 London clay, Bradwell Tube specimens 1 .05 
Ward et a 1 . 112 London clay, Site 0 Tube specimens 1 .55 

London clay, Site P Tube specimens 1 .47 
London clay, Site 0 Borehole 1 .67 

specimens 
London clay, Site B Borehole 1 .82 

specimens 

London clay, Site K Borehole 2.22 
specimens 

London clay, Paddington, Borehole 1 .82 
Victoria, South Bank specimens 

Wa rd eta 1 .1 1 3 London clay, Ashford Borehole 1 .35 
Common Shaft specimens (1.16-1.48) 

'.,;" 



Type of 
Sampling 

Tube sampling 

Borehole sampling 
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Table 4.5 

Mean Correction and Sampling Error Due 
to Mechanical Disturbance 

Estimated Range Assumed 
of N2(s) Distribution 

1 .0-1 .60 Un. 

1 .0-1 .60 TTl 
1 .0-1 .60 TT3 
1.0-1.60 TT2 

1 . 15-2.25 Un. 

1.15-2.25 TTl 

1 . 15-2.25 TT3 

1.15-2.25 TT2 

N2(S) 62(S) 

1.30 0.13 
1 .20 0.12 
1 .30 0.09 
1.40 0.10 

1.70 0.19 
1 .52 0.17 
1.70 O. 13 

1.88 O. 14 

testing 1-1/2 in. by 3 in. specimens are compared with those measured from 

the larger specimens which are more representative of the fissures in the 

clay mass. For instance, from the plotted results shown in Fig. 4.3, the 

average strength of the 4 in. dia. by 8 in. specimens are observed to be 

about 13 percent less than that of the 1-1/2 in. dia. by 3 in. specimens for 

Brown London clay at Kensal Green; thus s for this case N3(s) could be taken 

as 0.87. 

An extensive series of tests was performed by Simons 90 to study the 

effect of specimen size on the undrained strength of stiff-fissured Blue 

London clay. These tests included specimens of varying sizes, and they were 

all tested under undrained conditions. For purposes of comparison, the 

Room 
Gring De:Qartment 

:-:, ::Lding 
~or~it~ of Illinois 

1Tr"[i~ ~p.. T11; ',.,n; ~h.l O()l 
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results were corrected to a common moisture content. The following data were 

reported by Simons. 9o In this case, the large specimens give approximately 

Table 4.6 

Size Effect on Undrained Strength of Blue 
London Clay (from Simons 90 ) 

Size of Specimen Number Strength 
of Tests Ratio 

12" dia. x 24" 5 0.62 

6" dia. x 1211 9 0.56 

4" dia. x 8/1 11 0.57 

1-1/2" dia. x 3" 36 1 .00 

the same measured strength, which is about 60 percent of that for the 1-1/2 

in. by 3 in. specimens; i.e., N3(s) = 0.60. In Table 4.7, the values of N3(S) 

from different sites are summarized for stiff-fissured clays. The available 

data indicates a range approximately between 0.55 to 0.85 for N3(S) in the 

case of stiff-fissured clays. 

For intact c1ays5 as pointed out by Skempton and Hutchinson,99 and 

Morgenstern,74 the 1-1/2 in. by 3 in. specimens are usually adequate to esti-

mate the undrained strength of clays in the soil mass as far as the effect 

of specimen size is concerned. So, for intact clays N3(s) is estimated to 

lie between 0.85 (the maximum value of N3(s) for stiff-fissured clays) and 

1.0. Values of N3(S) and ~3(s) computed for stiff-fissured and intact clays 

using different distributions are shown in Table 4.8. 
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Table 4.7 

Data for N3(S) from Different Sites 

Reference 

Bishop and 
Little 13 

Marsland 69 

Marsland and 
Butler 70 

Simons 90 

Soil Type, Site 
and Comments 

Brown London Clay, Maldon, 
Essex (size effect esti­
mated) 

London clay, Wraysbury 

Barton clay, Fawley, 
Hampshire 

Blue London clay 

Skempton and London clay, Bradwell 
La Rochelle 97 

Skempton and 
Hutchinson 99 

London clay, Kensal Green 

London clay, Kensal Green 

Specimen Size 

5" diaD x 1011 

311
, 411

, 511
, 

diaD speci-
mens 

411 diaD x 811 

611 diaD x 1211 

12" diaD x 2411 

411 dia. x 8" 

1111 ..l.!_ 

X 
1"\11 

't ald. ti 

4" diaD x 811 

0.66 

0.64 

0.67-0.85 

0.57 

0.56 

0.62 

0.70 

0.87 

0.82 
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Table 4.8 

Mean Correction and Sampling Error 
Due to Specimen Size 

Type of Estimated Range Assumed N3(S) 63(S) Clay of N3(S) Distribution 

Stiff-fissured 0.55-0.85 Un. 0.70 0.12 
clay 0.55-0.85 TT2 0.75 0.09 

0.55-0.85 TT3 0.70 0.09 

0.55-0.85 TTl 0.65 o. 11 

Intact clay 0.85-1.0 Un. 0.93 0.05 

0.85-1.0 TT2 0.95 0.04 

0.85-1.0 TT3 0.93 0.03 

0.85-1.0 TTl 0.90 0.04 

4.2.4 Rate of Shearing (Time to Failure) 

Undrained tests are usually carried out at a rate of strain where 

failure occurs in about 15 minutes (Skempton and Hutchinson 99 ). However, 

actual failure of a slope occurs in a much longer period of time. Various 

authors (Crawford and Eden,25 Lambe and Whitman,59 and Skempton and La Roche11e 97 ) 

have indicated that increasing the rate at which a saturated soil is sheared 

increases the undrained strength. It is generally recognized that undrained 

strength in a long duration (say several days) test is less than that obtained 

in a short duration (say several minutes) test. Therefore, due to the differ-

ence in the time to failure between laboratory tests and actual field failures, 

there will be errors involved in the estimation of spatial average in situ 
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undrained strength based on laboratory measurements. In order to compensate 

for this error, the corrective factor N4(S) is used. The magnitude of this 

error depends on the sensitivity of soil to rate of shearing as well as the 

time required after excavation for a failure to take place at the site. The 

strength reduction per log cycle of time may be taken as a measure of the 

sensitivity of soil to the effect of rate of shearing. 

Some research work has been carried out to estimate the influence 

of this time effect. Casagrande and Wilson 20 found that the undrained 

strength of saturated clays and of clay shales decreases linearly with the 

logarithm of time. They indicated that the straight line representation is 

satisfactory within the range of time to failure of from 1 minute to 30 days 

(see Fig. 4.4). The results of a similar study by Bishop and Henkel 9 on 

Boston Blue clay and Weald clay are shown in Fig. 4.5. 

In Table 4.9, data about the strength reduction per 16g cycle of 

time obtained from various sources are given. In the same table the mean 

undrained strength from 15-minute laboratory tests is compared with the un­

drained strength that corresponds to a failure in the field taking place in 

one day and in one month. The available data indicate that for soils which 

are exceptionally sensitive to the rate of shearing, such as Cucaracha clay 

shale and Fornebu clay, the strength reduction per log cycle of time is about 

14 percent, whereas for most of the clays this reduction is about 4 to 6 per­

cent. Depending on this rate at which soil strength decreases, four different 

cases are considered as summarized in Table 4.10. In each case, the range of 

N4(S) is assumed to lie between the corresponding values for 30 days and 1 

day. N4(s) and ~4(s) values computed for each case are given in Table 4.10. 



Reference 

Bishop and 
Henkel 9 

Bjerrum 
et ala 17 

Casagrande 
and Wilson 2O 

Simons 9O 

Skempton and 
La Rochelle 97 
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Table 4.9 

Data for N4(S) from Different Sites 

Soil Type and Site 

Weald clay 
(remou1ded) 

Boston Blue clay 
(remoulded) 

Fornebu clay 

Bearpaw clay shale 

Mexico City clay 

Cambridge clay 

Oahe bentonite 

Cucaracha clay shale 

Blue London clay 

Brown London clay, 
Bradwe 11 

Strength 
Reduction 

(per log cycle 
of time) 

5.5% 

5.3% 

14.0% 

4.0% 

4.3% 

5.3% 

9.5% 

13.0% 

9.3% 

5.0% 

0.89 

0.89 

0.63 

0.89 

0.90 

0.89 

0.81 

0.68 

0.81 

0.89 

N
4

(S) 

30 days 

0.81 

0.82 

0.50 

0.80 

0.83 

0.80 

0.62 

0.45 

0.67 

0.81 



Table 4.10 

Corrections for Rate of Shearing 

Classification Estimated Range Assumed 
Sensitivity to Strength Reduction of N4(S) Distribution N4(s) ~4(s) 

Rate of Shearing (per log cycle 
IDf time) 

Slightly sensi- less than 3.5% 0.90-·1 .0 Un. 0.95 0.03 
tive 

Moderately 3.5-6.0% 0.80-0.90 Un. 0.85 0.03 
sensitive O"l 

C.J1 

Sensitive 6.0-10.0% 0.60-0.80 Un. 0.70 0.08 

Very sensitive 10.0-14.0% 0.45-0.70 Un. 0.58 O. 12 

--~---------~-----------------~--------------~----------------~-------~-~------------------

Slightly sensi- 3.0-10.0% 0.60-1.0 Un. 0.80 o. 14 
tive-Sensitive 

Unknown sensi- 3.0-14.0% 0.45--1.0 Un. 0.73 0.22 
tivity to 
shearing rate 
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If the sensitivity of the soil to time effect is unknown, a reason­

able range for N4(S) may be from 0.45 to 1.0, whereas if it is known that the 

soil is not exceptionally sensitive to the rate of shearing, then N4(s) may be 

assumed to range between 0.60 to 1.0. The values of N4(S) and 64(s) for these 

cases, computed assuming a uniform distribution over these two ranges, are 

also given in Table 4.10. 

4.2.5 Sample Orientation and Anisotropy 

In routine testing of soils for shear strength measurements, tubular 

samples are obtained from the boreholes with their axes being vertical, and 

in the laboratory these specimens are tested to fail by increasing the axial 

stress (with their axes again being vertical). Referring to Fig. 4.6, if the 

slope is in an incipient state of failure, then all the elements along the 

circular arc must be in a state of limiting equilibrium. In this case the 

orientation of the failure plane which coincides with the sliding surface 

will be different at every point. If the angles that the failure plane and 

the specimen axis make with the horizontal direction are called a and 6 re­

spectively, it will be seen that for the slope shown in Fig. 4.6a, a changes 

from 60 0 to -30 0 and 6 changes from 90 0 to 00
, for specimens taken at the top 

of the slope to those at the toe of the slope. In the conventional method of 

analysis, the effect of the different orientations of the specimens along the 

failure surface is usually not considered. However, due to varying degrees 

of anisotropy that exist in clays (Duncan,29 and Skempton and Hutchinson 99 ), 

the strength along a slip surface at the site could be quite different from 

those measured in the laboratory using the triaxial specimens extracted from 

the boreholes with vertical axis (6 = 90 0
). 
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For the purpose of analyzing this effect, various investigations 

were performed by trimming test specimens with different orientations and mea-

suring their strengths with undrained triaxial tests. The plotted results of 

two such investigations are shown in Figs. 4.7a and 4.7b. To avoid any con-

fusion in describing the orientation of a specimen, the terms vertical, hori-

zontal, and inclined will refer to the axis of specimen. A vertical specimen 

is one that is trimmed in the normal way, with its axis vertical (S = 90°), 

and a horizontal specimen is one trimmed so that its axis is horizontal (S = 

0°). An inclined specimen is one that is trimmed so that S is between 0° 

and 90°. 

It is difficult to make generalizations about the magnitude of the 

effect of anisotropy on undrained strength. However, depending on the ratio 

of the horizontal strength to the vertical strength the available data is 

divided into three groups. For consistency, the terminology given by L0 61 

will be used in the following classification: 

1. Clays that are isotropic: 

2. 

For this type of clays, the shear strength is almost the same 

in all directions. For example, clay from Sala (Sweden) and 

pre-consolidated Danish Boulder clay show little effect of 

specimen orientation and can be considered to be isotropic 

(see Fig. 4.8). 
S(S = 0°) Clays with C-Anisotropy ( S(S = 900) > 1 ) : 

In this case horizontal strengths are higher than the vertical 

strengths. Heavily over-consolidated London clay belongs to 

this group (see Fig. 4.9). 
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. . S(S = 0°) 
Clays wlth M-Anlsotropy ( S(S = 900) < 1): 

Clays for which the horizontal strengths are less than the 

vertical strengths such as San Francisco Bay mud, clays from 

Surte (Sweden) and from We11and (Ontario) are considered in 

this group. Other clays that could be included here are: over­

consolidated kaolinite clay, clays from Naticoke (Ontario) and 

Vienna (Austria)(see Fig. 4.10). 

To account for the error in the spatial average undrained strength 

along the potential failure surface resulting from the effects of anisotropy 

and orientation, the average undrained strength obtained from vertical speci­

mens are corrected by N5(s). The values of N5(S) for the sites mentioned above 

are computed using the corresponding diagrams showing the variation of undrained 

strength with specimen orientation (see Table 4.11). The N5(s) values are ob­

tained considering the entire sliding surface, with S changing by 90° between 

the top and the toe of the slope, and assuming the vertical strength to be 

constant with depth. 

The determination of N5(s) is illustrated with reference to Fig. 4.11. 

Since it is assumed that for a typical slope with a cylindrical potential 

failure surface S changes by 90° between the top and the toe of the slope, 

the total length of the failure surface is taken into consideration in the 

RS-S (Relative Strength versus S) diagram. Then, the area under the strength 

variation curve will approximately give the ratio of the undrained strength 

averaged along the failure surface (considering the effects of anisotropy and 

orientation) to the mean vertical strength. Accordingly, this ratio is equal 

to N5(S). For the example shown in Fig. 4.11, 



Reference 

Jacobsen44 

Jakobson46 

Duncan and 
Seed 27 

Simons 90 

-Ward et a 1 • 113 

Duncan and 
Seed 27 

Duncan and 
Seed 28 

Hvorslev 42 

Jakobson45 

Lo 61 

Lo63 
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Table 4.11 

Data for N
5

(S) from Different Sites 

Soi 1 Type, Site Type of N5(s) and Comments Anisotropy 

Pre-consolidated Danish Isotropic 0.97 
boulder clay 

Swedish post glacial clay Isotropic 1 .08 
from Sala 

London clay (the estimated C-Anisotropy 1.02-1.19 
range is not so dependable 
since the inclined strengths 
were not measured but esti-
mated) 

London clay, Wraysbury C-Anisotropy 0.87 

London clay, Ashford C-Anisotropy 0.96 
Common Shaft 

Over~consolidated kaolinite M-Anisotropy 0.83 
clay 

Normally consolidated San M-Anisotropy 0.87 
Francisco Bay mud 

Clay from Vienna, Austria M-Anisotropy 0.93 

Clay from Surte, Sweden t~-Ani sotropy 0.97 

Clay from Welland, Ontario M-Anisotropy 0.85 

Clay from Naticoke, Ontario M-Anisotropy 0.91 
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N5(S) = Area under curve OPR (with L = unity) 

= (0.75; 0.90 ) 0.5 + 0.90 + 1.0 ) 0 5 
2 . 

= 0.413 + 0.475 = 0.888 

In case the shear strength varies with depth, the method of slices 

may be used. The value of N5(s) for each segment is obtained by first esti­

mating the average value of S for the failure surface in that slice and then 

computing the corresponding N5(s) from the RS-S diagrams. For instance, 

for a slice between A(S ~ 90°) and B(S ~ 60°) of Fig. 4.11, the average 

'value of S is 75° and the corresponding value of the relative strength is 

0.95. Therefore, for the slice between A and B, N5(s) is 0.95. 

In Table 4.12, the values of N5(s) and 65(S) corresponding to the 

three different kinds of anisotropy are shown. For the isotropic case, the 

triangular TTl distribution with N5(S) = 1.0 is chosen because N5(S) is ex­

pected to be 1.0 for the isotropic condition. For the C-Anisotropy, the 

more reliable data given by Simons 90 and Ward et al. 113 (see Table 4.11) in­

dicate that the expected value of N5(S) is more likely to be closer to the 

lower bound of the estimated range; thus, TTl distribution is also used here. 

For the case with M-Anisotropy, the uniform distribution is assumed. 

4.2.6 Plane Strain Failure 

For many .landslides the stress and deformation conditions in the 

field are such that displacements take place only in two dimensions. So, in 
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Table 4.12 

Corrections for Orientation and Anisotropy 

Type of Es tima ted Range Assumed N5(s) L1
5

(s) Anisotropy of N5(s) Distribution 

Isotropic 0.97-1.08 1 .0 0.03 

C-Anisotropy 0.85-1.20 TTl 0.97 0.09 

M-Anisotropy 0.80-1.0 Un. 0.90 0.06 

the stability analysis of slopes plane strain condition is assumed. However, 

laboratory measurements are based mostly on triaxial testing of cylindrical 

specimens where axially symmetric condition occurs. It has been indicated 

by various authors (Dickey et a1.,26 Henkel and Wade,39 Kinner and Ladd,51 

and Skempton and Hutchinson 99 ) that there is some difference between the soil 

strength obtained under condi ons of plane strain and axial symmetry. Hence, 

an error will be introduced into the stability analysis due to the use of 

triaxial test results, in spite of the fact that the actual field conditions 

require plane strain test data. To account for this discrepancy, average un-

drained strengths from triaxial compression tests will be corrected by the 

corrective factor N6(s). 

Henkel and Wade 39 performed plane strain and triaxial tests under 

undrained conditions on remou1ded Weald clay. They reported that the undrained 

strengths in plane stfain are about 8 percent higher than those obtained from 

the triaxial tests for saturated Weald clay (i.e., N6(S) = 1.08). 

By comparing the average undrained strength in plane strain with 
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that in triaxial compression, the value of N6(s) is computed for two other 

cases (see Table 4.13). On the basis of these results, the range of N6(s) 

is chosen to be from 1.0 to 1.10. The assumption of the uniform distribution 

within this range gives N6(s) = 1 .05 and 66(S) = 0.03. 

Table 4.13 

Data for N6(s) from Different Sites 

Reference Soil Type N6(s) 

Dickey et al. 26 Sedimented Boston Blue clay 1 .02 

Duncan and Seed 28 San Francisco Bay mud 1 .06 

Henkel and Wade 39 Remoulded Weald clay 1 .08 

4.2.7 Progressive Failure Effect 

Progressive failure mechanism and the residual strength of soils 

are discussed in detail for the long-term stability analysis of slopes (see 

Section 5.2.6). However, progressive failure may also be involved in short-

term failures that take place in stiff-fissured clays and shales. An example 

of this effect is presumably observed in the slip in London clay, at Bradwell; 

the slip occurred 5 days after the excavation had been completed. The analysis 

by Skempton and La Rochelle 97 showed that the mean shear strength mobilized 

along the slip surface was about 54 percent of the mean strength obtained in 

conventional triaxial test. In other words, the overall mean correction 

needed would be N = 0.54. s 

Let N7(s) be the corrective factor to account for the error in the 



73 

average in situ undrained strength due to the effect of progressive failure. 
7 

From Ns = IT N., an estimate of N7(s) can be obtained by substituting the 
j=l J 

values of the other N.(s)!s for this site as tabulated in Table 4.14. 
J 

Thus, 

Table 4.14 

Values of the Corrective Factors for the Slip at Bradwell 

N. (s) 
J 

1 .03 

1.05 

0.70 

0.81 

0.87 

1 .05 

Source of Information 

Low sensitivity (St = 2) 

Computed from the data given by 
Skempton and La Rochelle 97

; tube 
sampling 

From Skempton and La Rochelle 97 

Computed from the data given by 
Skempton and La Rochelle 97 

C-Anisotropy, London clay 
(Simons 9o

) 

From Section 4.2.6 

0.54 = (1.03)(1.05) (0.70) (0.81) (0.87) (1.05)N
7 

= 0.56 N7 

obtaining, 

The above value implies that the effect of progressive failure should be 
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small for the slip at Bradwell. Based on this result, and also as indicated 

by Duncan and Dunlop,3o it may be said that the effect of progressive failure 

on the short-term stability of slopes is probably small. Accordingly, the 

range of N7(s) is assumed to be between 0.90 and 1.0. A uniform distribu­

tion over this range gives N7(s) and ~7(s) as 0.95 and 0.03, respectively. 

4.3 Model Uncertainty 

Several authors (e.g., Bishop and Bjerrum,8 Lambe and Whitman,59 

and Skempton and Hutchinson 99
) have indicated that it is appropriate to use 

the total stress method for analyzing the stability of slopes in saturated 

clays immediately after the formation of the slope when an overall change of 

water content has not taken place. They emphasized that the errors involved 

in the short-term stability analysis of slopes will stem mainly from the in­

complete knowledge of the in situ value of the average undrained strength 

along the potential failure surface. Accordingly, it may be assumed that the 

modeling errors in the expressions for MR and Mo as given by Eqs. 3.1 and 3.2 

will be small, provided that the applications are limited to those cases where 

short-term condition exists in the field, and the assumed or actual potential 

failure surface is approximately circular in cross section. 

Data on the overall mean safety factor for four end-of-construction 

failures that took place in excavations of intact clays are given in Table 4.15. 

In all of the four cases the short-term condition was applicable, and the fail­

ures took place along circular surfaces. These data may be used to study the 

modeling error in MR (the modeling error in Mo is assumed to be negligable) 

for short-term stability of slopes. In Appendix E it is shown that 
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if tube sampling has been performed at the site. The statistical parameters 

of N2(s) and N3(S) used above are the ones obtained by assuming a uniform 

distribution (see Tables 4.5 and 4.8). Similarly, for intact clays, assuming 

the same condi ons, N and ~ are 0.93 and 0.21, respectively. s q 

The values given above for intact and fissured clays will vary, de­

pending on the sensi vity of soil to rate of shearing and the type of aniso­

tropy. The effects of disturbance due to changes in the stress system, plane 

strain and progressive failure, tend to compensate each other, such that the 

resultant effect is relatively insignificant. Thus, the Ns and ~q values 

given in Table 4.16 for sti ssured and intact clays are tabluated only 

respect to sensiti ty to rate of shearing and type of anisotropy. 

In all cases it is assumed that tube sampling has been performed at the site. 

These values for N indicate that the average undrained strength from tri-s 

axial tests overestimates the average in situ undrained strength by about 

25 to 50 percent in sti ssured clays; on the other hand, because of com-

pensating errors, the discrepancy is smaller for intact clays. 

In order to analyze difference in the risk levels of designs 

that are based on the corrected and laboratory-measured average undrained 

shear strengths, a general example of short-term slope stability is considered. 

The same general example will be used to analyze the sensitivity of the total 

uncertainty to additional sampling and to evaluate the reliability level of 

earth slopes. The slope is assumed to be located in a fairly homogenous 

clay deposit with the length of the p6tential failure surface being 100 ft. 

The number of 1.5 in. diameter by 3 in. soil elements for a strip of the po-

tential failure surface that is 1 de (perpendicular to the cross section 
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Table 4.16 

Corrections to Computed Shear Strength 
for Various Soil Conditions 

Sensitivity to 
Rate of Shearing 

Slightly sensitive 
to sensitive 

Slightly sensitive 
to sensitive 

Very sensitive 

Very sensitive 

Slightly sensitive 
to sensitive 

Slightly sensitive 
to sensitive 

Very sensitive 

Very sensitive 

Type of 
Anisotropy 

M-anisotropy 

C-anisotropy 
or isotropic 

M-anisotropy 

C-anisotropy 
or isotropic 

M-anisotropy 

C-anisotropy 
or isotropic 

M-anisotropy 

C-anisotropy 
or isotropic 

N s 

0.69 

0.76 

0.50 

0.55 

0.93 

1 .03 

0.68 

0.75 

[:., 
q 

0.24 

0.24 

0.23 

0.23 

0.21 

0.21 

0.20 

0.20 

of the slope) will be large; thus, ne as given by Eq. 3.9 will also be large. 

For instance, n = 182 corresponding to v = 0.21. Therefore, 0 will be very e s 
small (less than 0.025 for Os = 0.30) and may be neglected. The values of 

Os and ns are taken equal to 0.30 and 25, respectively (see Table 4.1 for 

values of Os for different sites). For the model uncertainty, N
f 

is taken 

as 1.0 and Qf as 0.08 based on the results obtained in Section 4.3. 
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In Figs. 4.12 and 4.13 the risk levels corresponding to different 

values of mean safety factors are shown for stiff-fissured and intact clays 

respectively, assuming M-anisotropy, moderate sensitivity to rate of shearing 

and tube sampling. In these figures, Curve I corresponds to the case where 

the mean safety factor is computed on the basis of the corrected mean un­

drained shear strength, whereas Curve II represents the case where the anal­

ysis is based on the direct use of the average laboratory strength without 

any correction. Examination of these figures shows that due to the discrep-

ancies between the in situ and laboratory shear strengths, a design based on 

the direct use of the average laboratory shear strengths will give a false 

indication of reliability. For a given mean safety factor the difference 

between the ordinates of Curve II and Curve I shows the difference in the risk 

levels of a design. This difference is quite significant for stiff-fissured 

clays (Fig. 4.12) relative to that for intact clays (Fig. 4.13). 

4.4.1 ,Effect 'of Sample Size 

The required mean safety factor as a function of the number of test 

specimens, ns ' corresponding to a specified risk level, Pf' are shown in Figs. 

4.14a and 4.14b for four different values of ~q. The resisting moment MR is 

assumed to be lognormal. As ns increases, the uncertainty in the mean strength 

decreases, resulting in a reduction in the uncertainty of MR. As a consequence, 

the required mean safety factor for a specified risk level will be lowered; 

however, the rate at which the safety 'factor decreases diminishes consider-

ably for large val~es of n (say n > 25). For example, from Fig. 4.14b, for s s 
~ = 0.20, increasing n from 25 to 50 reduces the mean safety factor from q s 
2.05 to 2.02 (only by 1.5 percent). Thus, extensive sampling (large ns) will 
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not be efficient; additional sampling will only reduce that portion of the 

total uncertainty that is associated with insufficient sampling. It will 

be more effective if additional testing efforts are directed to assessing 

information about the corrective factors for the particular project. For 

example, tests performed at a particular site to estimate the effect of 

mechanical disturbance during tube sampling may reduce ~2(s) from 0.13 to 

0.03 (see Section 2.3.2). This, in turn will reduce the total uncertainty 

in MR from 0.224 to 0.184, causing the safety factor to decrease from 2.05 
-3 to 1.80 (by 12 percent) for the case where n = 25, ~ = 0.20 and Pf = 10 . s q 

In short, the effort spent in soil exploration and testing to re-

duce the uncertainty in MR should be a balanced combination of soil sampling 

to reduce the sampling uncertainty ~ , plus information gathering (including o 
testing) for the corrective factors to reduce the uncertainty arising from 

the discrepancies between laboratory and in situ undrained strengths, i.e., 

~. For this purpose, methods of decision analysis may be utilized in choosing q 

the optimum allocation of effort to decrease the'overall uncertainty. 

4.4.2 Evaluation of Risk 

The level of risk implicit in the present method of design of earth 

slopes can be evaluated on the basis of the minimum safety factor currently 

in use. Sowers and Sowers 102 consider a safety factor of 1.J to 1.4 to be 

satisfactory for cuts and fills as far as the stability of earth masses is 

concerned. Meyerhof 71 suggested a minimum overall safety factor of 1.3 to 

1.5 for shear failure in earthworks, whereas Jumikis47 gave 1.5 as the factor 

of safety against sliding and rotation failures. Lumb 66 indicated that with 
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slope stability, the conventional safety factor is commonly less than 2 and 

often as low as 1.3. The lower value of the recommended safety factor, 1.3, 

is suggested for temporary works or when the design is based on detailed soil 

information, such as using the results of failure analyses of slopes with 

similar soil properties. On the other hand, 1.5 is commonly used in stabil-

ity analyses under normal service conditions. 

In practice, the engineer generally does not base his design on the 

average strength of the soil deposit; instead, he uses a conservative value 

of soi 1 s in connection wi these safety factors. Regarding the 

choice of soil parameters for design, Sowers and Sowers 102 indicated that: 

"In most strata the deviations from the average are so 
great that unsafe conclusions will be reached from aver­
ages. For design, therefore, the lower values are given 
emphasis. Although some designers argue that the design 
should be based on the poorest condition observed in each 
stratum, this is overly conservative because localized bad 
spots seldom control the behavior of the entire stratum. 
If the weak areas occur at random, a reasonable basis 
for design is the lowest quartile--the value for which 
25 percent of the data are poorer and 75 percent better." 

Thus, based on this statement, the safety factors of 1.3 to 1.5 could be con­

sidered as the minimum safety factors corresponding to designs based on the 

lowest quartile strength. According to the data presented in Table 4.1, Os = 

0.30 appears to be a representative value for the variability in the undrained 

strength within a soil deposit. With Os = 0030 and assuming the undrained 

strength to be normally distributed, the lowest quartile undrained strength 

is found to be 20 percent below the mean undrained strength. Accordingly, 

* the minimum value of the "actual ll mean safety factor, llF' will be between 
1 3 1 5 . 
O:S = 1.63 and O:S = 1.SS. 

* In the sense that this is based on IIcorrectedli design variables and 
design equations. 
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The total uncertainty associated with the discrepancies between 

the laboratory and in situ undrained strengths, as measured by 6 , has been q 

found to vary between 0.20 to 0.24 for the general soil conditions given in 

Table 4.16. In these cases it is assumed that minimum soil exploration has 

been performed at the site. However,6 will be less for a particular site q 
than those computed for these general cases, if test data or additional infor-

mation on the corrective factors are available from the site under consider-

ation. For example, tests performed to estimate the effect of mechanical dis-

turbance during tube sampling may decrease 62(S) from 0.13 to 0.03 (see Section 

2.3.2). Similarly, if the engineer knows that a certain type of soil will be 

slightly sensitive to the rate of shearing, then 64(S) will be 0.03 instead of 

0.14 which is used in the case of minimum soil exploration. Thus, if extensive 

soil exploration is performed at the site, it is estimated that 6 will be re­q 

duced to a range of 0.12 to 0.17 (by assuming triangular distributions for the 

various corrective factors considering the local soil conditions observed at 

the sit~. 

For the above values of 6 , the failure probabilities corresponding q 

to the recommended conventional design safety factors of F = 1.3 (WF = 1 .63) 

and F = 1.5 (W F = 1.88) are given in Table 4.17. It may be seen that the 

customary safety factors of 1.3 to 1.5 used in earth slopes correspond to a 

probability of failure between 0.9 percent to 0.006 percent if test data and 

information from the particular site is used in evaluating the effect of the 

various systematic errors. On the other hand, in the case of minimum soil 

exploration, the uncertainty level will be higher, and the failure probability 

corresponding to the conventional safety factor of 1.5 will be between 0.3 
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Table 4.17 

Failure Probabilities of Slopes Designed 
with Current Safety Factors 

Minimum Soil Extensive Soil 
F llF 

Exploration Exploration 
'p* * QM Q

M Pf R f R 

1 .3 1 .63 0.22 0.018 O. 16 0.0015 

1 .3 1 .63 0.26 0.044 0.20 0.0090 

1 .5 1 .88 0.22 0.003 O. 16 0.00006 

1 .5 1.88 0.26 0.011 0.20 0.0010 

* Calculated assuming lognormal MR 

percent to 1 percent. Based on the number of failures (by sliding) in earth 

dams constructed in the last 30 years, Meyerhof 71 estimated the frequency of 

failure of earth slopes to be around 0.1 percent, which is within the range of 

failure probabilities calculated above for various degrees of soil exploration. 

In Fig. 4.15 the risk levels corresponding to different values of mean safet~ 

factor are shown for the cases of minimum and extensive soil exploration in 

relation to stiff-fissured clays. 

4.5 Recommended Safety Factors for Design 

The value of the computed (laboratory-based) mean safety factor to 

be used in design for a given level of reliability can be obtained from Eq. 

2.20a. The recommended values of the computed mean safety factor f for dif-

ferent soil conditions that may be encountered in practice are shown in Table 
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1 -2 -3 4.18 corresponding to risk levels of 10- ,10 and 10 (i.e., 10 percent, 

1 percent, 0.1 percent). The various soil conditions considered in Table 4.18 

are the same as those for Table 4.16. In all these cases, it is assumed that 

tube sampling will be performed at the site. In the last three columns of 

Table 4.18 values of the conventional safety factor, assuming that the lowest 

quartiles of the soil parameters are to be used in design, are also shown. 

The safety factors given in Table 4.18 correspond to the case where minimum 

soil exploration has been performed at the site. 

In Tables 4.19 and 4.20 the recommended values of the mean and con-

ventional safety factors are given for stiff-fissured and intact clays con-

sidering extensive soil exploration. Since 6 will be smaller in this case, q 

compared to those given in Table 4.16, the recommended safety factors will 

also be smaller. 

The safety factors given in Tables 4.18,4.19 and 4.20 are to be 

used for slopes which are located in one soil deposit. However, a representa-

tive value of the recommended safety factor can be obtained for slopes in which 

the potential failure surface passes through n layers of different soil pro­

perties by computing the weighted average of the safety factors recommended 

for each layer. For example, a representative value of the computed mean 

safety factor f is 

n MR. 
F = I 1 F. (4.2) 

i =1 n 1 

I MR. 
i = 1 1 

where MR. is the mean resisting moment due to the ith layer based on the 
1 



Table 4.18 

Recommended Va 1 ues"ofthe Safety Factor for Des i gn 
(With Minimum Soil Exploration) 

Mean Safety Factor (based Conventional Safety Factor (based 
on the average value of on the lowest guartile value of 

Type of Sensitivity to * Type of the soil parameters) the soil parameters) Corresponding 
Clay Rate of Shearing Anisotropy Corresponding to Pf = to P = f 

10-, 10-2 10-3 10-, 10-2 10-3 

Stiff- Slightly sensitive M-anisotropy 2.09 2.74 3.36 1.67 2. 19 2.69 
fissured to sensitive 

Stiff- Slightly sensitive C-anisotropy 1.90 2.49 3.05 1 .52 1.99 2.44 
fissured to sensitive or isotropic 

Stiff- Very sensitive M-anisotropy 2.84 3.70 4.48 2.27 2.96 3.58 co 
. tTl 

fissured 

Stiff- Very sensitive C-anisotropy 2.58 3.36 4.07 2.06 2.69 . 3.26 
fissured or isotropic 

Intact Slightly sensitive M-anisotropy 1 .49 1 .90 2.27 1 . 19 1 .52 1 .82 
to sensitive 

Intact Slightly sensitive C-anisotropy 1.35 1 .72 2.05 1 .08 1.38 1 .64 
to sensitive or isotropic 

Intact Very sensitive M-anisotropy 2.02 2.54 3.02 1 .62 2.03 2.42 

Intact Very sensitive C-anisotropy 1 .83 2.31 2.73 1 .46 1 .85 2.18 
or isotropic 

* Definition of sensitivity in terms of strength reduction (per log cycle of time) is given in Table 4.10. 



Sensitivity to 
Rate of.Shearing* 

Slightly sensitive 

Slightly sensitive 

Moderately sensitive 

Moderately sensitive 

Sensitive 

Sensitive 

Very sensitive 

Very sensitive 

* See Table 4.18 

Table 4.19 

Recommended Values of the Safety Factor for Design 
(With Extensive Soil Exploration, Stiff-Fissured Clays) 

Mean Safety Factor (based Conventional Safety Factor (based 
on the average value of on the lowest uartile value of the 

Type of the soil parameters) soil parameters Corresponding to 
Anisotropy Corresponding to Pf = P = f 

10-1 10- 2 10-3 -1-0- 1 10-2 10-3 

M-anisotropy 1 .54 1.84 2.07 1 .23 1 .47 1 .66 

C-anisotropy 1 .42 1 .71 1 .96 1 . 14 1.37 1 .57 
or isotropic 

M-an;sotropy 1 .66 1 .96 2.21 1 .33 1 .57 1 .77 

C-anisotropy 1 .58 1 .90 2.17 1 .26 1 .52 1 .74 
or isotropic 

M-anisotropy 2.14 2.57 2.93· 1 .71 2.06 2.35 

C'-ani sotropy 1 .94 2.36 2.72 1 .55 1 .89 2.18 
or isotropic 

M·-ani sotropy 2.64 3.26 3.78 2.11 2.61 3.02 

C·-ani sotropy 2.40 2.96 3.44 1 .92 2.37 2.75 
01(' i sotropi c 

00 
0") 



Sensitivity to 
Rate of'Shearing*' 

Slightly sensitive 

51 i ghtly ,sens i ve 

Moderately sensitive 

Moderately sensitive 

Sensitive 

Sensitive 

Very sensiti've 

Very sensitive 

* See Table 4.18 

Table 4.20 

Recommended Values of the Safety Factor for Design 
(With Extensive Soil Exploration~ Intact Clays) 

Mean Safety Factor (based Conventional Safety Factor (based 
on the average value of on the lowest uartile value of the 

Type of the soil parameters) soil parameters Corresponding to 
Anisotropy Corresponding to Pf = Pf = 

10- , 10-2 10-3 10-1 10-2 10-3 

M-anisotropy 1 . 13 1 .31 1 .48 0.90 1.05 1 . 18 

C-anisotropy 1.04 1 .23 1.38 0.83 0.98 1 .10 
or isotropic 

M-anisotropy 1 .21 1 .40 1 .58 0.97 1 . 12 1 .26 

C-anisotropy 1 . 16 1 .36 1 .54 0.93 1 .09 1 .23 
or isotropic 

M-anisotropy 1 .56 1 .84 2.08 1 .25 1 .47 1 .66 

C-anisotropy 1.42 1.70 1 .91 1 . l4 1.36 1 .53 
or isotropic 

M-anisotropy 1 .94 2.33 2.67 1 .55 1.86 2.14 

C-anisotropy 1 .75 2.11 2.41 1 .40 1.69 1 .93 
or isotropic 

00 
.....,a 
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average laboratory-measured undrained strength, and F. is the required mean 
1 

safety factor for the ith layer. The weighting factors are assigned with 

respect to the resisting moment only, since the uncertainty in the overturning 

moment is small compared to that in the resisting moment. An application of 

Eq. 4.2 is described in Section 6.2.7. 
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Chapter 5 

EVALUATION OF LONG-TERM STABILITY OF SLOPES 

5.1 Inherent Variability and Uncertainty Due to Insufficient Sampling 

Within a soil deposit the peak effective stress parameters, C and 

~, will contain some variability. According to Section 3.2.1, the inherent 

variability in the spatial average peak effective stress parameters, 0 and 
c 

°c and o~ . o¢, will be equal to lIT: lIT: ,respectlvely. The equivalent number 
e e 

of independent soil elements ne may be different for c and ¢ depending on 

the corresponding values of the correlation parameters, Vc and v¢" Lumb 66 

and Singh 91 indicated that, generally, the variability in cohesion C is 

larger than that in the angle of shearing resistance~. In general, according 

to Singh,91 0c = 0.20 to 0.40, and o~ = 0.10 to 0.20. 

and 

The errors in c and ¢ resulting from insufficient sampling are 

t:, (c) o = 

= 

where ns is the number of test specimens. 

5~2: Discrepancies Between Laboratory and In Situ' 
Peak Effective Stress Parameters 

The major factors that cause discrepancies between the field and 

1 aboratory-measured. va 1 ues of the peak effecti ve stress parameters are the same 

as those listed for the undrained strength. The effects of each of these fac-

tors on the effective stress parameters are discussed in the following sections. 
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5.2.1 Disturbance During Sampling 

In contrast to the undrained strength~ the effective stress param­

eters C and ~ are not influenced much by mechanical disturbance and changes 

in the stress system from sampling (Bishop and Henkel,9 Kenney,50 and Skempton 

and Hutchinson 99 ). 

Disturbance Due to Changes in the Stress System 

In their study on a clay with sensitivity St = 2, Skempton and 

Sowa 95 reported that C and ~ are not influenced by the disturbance caused 

by the changes in the stress system, indicating that Nl(c) = Nl (¢) = 1.0 

for this case. Therefore, the effect of sampling disturbance on c and ¢, 

specifically resulting from the changes in the stress system, will be neg­

lected. 

Mechanical Disturbance 

As far as the influence of mechanical disturbance is concerned, 

there is no data avaiJable to quantify this effect. However, several inves­

tigators (e.g., Kenney,50 and Skempton and Hutchinson 99 ) indicated that the 

effective stress parameters, especially ~, are probably not sensitive to minor 

sampling disturbances. Accordingly, for the effect of mechanical disturbance 

on ¢, N2(¢) will be taken to be between 1.0 and 1.20, whereas N2(c) is assumed 

to range between 1.0 and 1.30. These ranges are estimated by considering the 

range of N2(s) in tube sampling (see Section 4.2.2), and may be justified 

on the basis that c· and especially ~ are influenced much less than s by mechan-

ical disturbances. A uniform distribution over the suggested ranges gives: 
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= 1.15, ~2(c) = 0.08 and N2(~) = 1.10, ~2(~) = 0.05. 

5.2.2 Size of Specimen 

Little information is available about the influence of specimen 

size on c and~. For stiff-fissured clays this effect could be important. 

Reported values of c and ~ for two such clays are given in Table 5.1. From 

this limited data, it is observed that the effect of specimen size is signifi-

cant for c, and not so significant for~. In the extreme case, if the in situ 

Table 5.1 

Data for the Effect of Specimen Size on c and ~ 

Reference Soil Type Type of Test c 
(psi) 

Marsland and Stiff-fissured 1-1/211 x 311 triaxial 1 .6 24° 
Butler 70 Barton clay tests 

3" x 6" and 511 x 10" 1 .05 23.5° 
triaxial tests 

Along continuous 0.9 18.0° 
fissures 

Skempton 96 Stiff-fissured 1-1/2" x 311 triaxial 2.2 20° 
Blue London tests 
Clay 

Skempton Stiff-fissured Along fissure and 1 .0 18.5° 
et ale 98 Blue London joint surfaces 

clay 
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value of the average peak cohesion intercept is assumed to be equal to that 

measured along fissures and joints, then the 1-1/2 in. x 3 in. triaxial speci­

mens overestimate the value of c by 1.82 times in the case of Barton clay and 

2.17 times in the case of Blue London clay. These values are computed from 

the data given in Table 501. Thus, the corresponding correction N3(c) will 

be 1 .~2 = 0.55 for the Barton clay and 2.\7 = 0.46 for the Blue London clay. 

However, N~(c) should be higher than these extreme values. For example, for 
~ 

Barton clay, comparing the value of c from 1-1/2 in. x 3 in. specimens with 

that for larger specimens gives N3(c) = 0.66. Comparing these with N3(S) of 

Chapter 4, it may be observed that the effects of specimen size on c and on 

the undrained strength s are probably of the same order (e.g., for Barton 

clay N3(c) = 0.66 and N3(S) = 0.67; for Blue London clay N3(c) > 0.46 and 

N3(s) = 0.56). 

The influence of specimen size on ¢ is less marked. Even for the 

extreme cases in which the strength along fissures is compared with the 

strength obtained from 1-1/2 in. x 3 in. specimens, N3(¢) is found to be 

greater than 0.75 (for Barton clay N3(¢) = 0.75, for Blue London clay N3(¢) = 

0.93, and for stiff Italian clays N3(¢) = 0.80 (Esu 33
)). According to these 

results, reasonable ranges for stiff-fissured clays appear to be between 

0.60 and 0.85 for N3(C), and between 0.85 and 1.0 for N3(¢). 

For intact clays, the influence of specimen size on ¢ is expected 

to be negligible (N
3

(¢) ~ 1.0, ~3(¢) ~ 0), since this effect is small even 

in fissured clays. Consistent with the assumption for stiff-fissured clays, 

the range of N3(c) for intact clays is also taken to be equal to that of 

N3(S) which lies between 0.85 and 1.0. The corresponding values of N3(c), 

N3(¢), ~3(c) and ~3(¢) for different cases are given in Table 5.2. 
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Table 5.2 

Mean Correction and Sampling Error Due to Specimen Size 

Strength Soil Type Estimated Range Assumed N (e) tJ. (e) Parameter of N3(e) Distribution 3 3 

c Stiff- 0.60-0.85 Un. 0.73 0.10 
fissured 0.60-0.85 TT2 0.77 0.08 

0.60-0.85 TT3 0.73 0.07 

0.60-0.85 TTl 0.68 0.09 

Intact 0.85-1.0 Un. 0.93 0.05 

0.85-1.0 TT2 0.95 0.04 
0.85-1.0 TT3 0.93 0.03 
0.85-1.0 TTl 0.90 0.04 

Stiff- 0.85-1.0 Un. 0.93 0.05 
fissured 0.85-1.0 TT2 0.95 0.04 

0.85-1.0 TT3 0.93 0.03 
0.85-1.0 TTl 0.90 0.04 

Intact 1 .0 0.0 

5.2.3 Rate of Shearing (Time t6 Failure) 

The effects of rate of shearing on C and ware less than that on 

the undrained strength (Kenney50). Bishop and Henkel 9 reported drained test 

results on remoulded Weald clay in which the variation in strength with time 

to failure is studied. The proportional decrease over the range from 6 hours 

to 1 week amounts to about 3.5 percent per log cycle of time (see Fig. 5.1). 

According to Skempton and Hutchinson,99 the time to failure for peak strength 
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parameters in drained tests under laboratory condition is of the order of 1 

day. Bishop and Henke1 9 indicated that the drained tests normally used to 

determine C and ware performed in a time varying between 1/2 to 3 days de-

pending on the soil type. On the other hand, failure at the site takes 

many years (for example, Northolt 19 years, Kensal Green 29 years, Sudbury 

Hill 49 years). 

To estimate the ranges of N4(c) and N4(¢), the effective stress 

parameters corresponding to laboratory tests, with time to failure assumed 

to be 1 day, are compared with those corresponding to a long-term failure in 

the field, with time to failure equal to 1 year and 50 years. The results 

of this comparison based on data obtained from three different sources are 

given in Table 5.3. In obtaining these results, it is assumed that the 

Table 5.3 

Data for N4(c) and N4(¢) from Different Sites 

Strength Nn(c) Nn(c) NJI(¢) NJI(¢) 
Reference Soil Type and Reduction '+ '+ '+ '+ 

Site (per log cycle 1 50 50 
of time) year years year years 

Bishop and General case 5.0% 0.87 0.79 0.87 0.79 
Henkel 9 

Bishop and Remoulded Weald 3.5% 0.90 0.83 0.90 0.83 
. Henkel 9 clay 

Skempton and London clay, 1 .5% 0.96 0.94 0.96 0.94 
La Rochelle 97 Bradwell 
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strength reduction in the cohesive and frictional components are of equal 

magnitude. From these data the lower bound of N4(c) and N4(¢) could both be 

taken as 0.80. However, since soils which are more sensitive to the shearing 

rate (such as Fornebu clay) have not been included, on the basis of Section 

4.2.4, the range of N4(C) and N4(¢) are both estimated to lie between 0.60 

and 1.0. Since data were limited, no classification with respect to sensi~ 

tivity to shearing rate is made in this case. The values for N4 and ~4 com­

puted by assuming four different distributions over this range are given in 

Table 5.4. 

Table 5.4 

Corrections for Rate of Shearing 

Strength Estimated Range Assumed N4(c) = N4(¢) ~4(c) = ~4(¢) Parameter of N4( .. ) Distribution 

c,¢ 0.60-1.0 Un. 0.80 0.14 

0.60-1.0 TT2 0.87 o. 11 

0.60-1.0 TT3 0.80 0.10 

0.60-1.0 TTl 0.73 O. 13 

5.2.4 Sample Orientation and Anisotropy 

Some work has been done to investigate the effect of sample orienta­

tion and anisotropy on the effective stress parameters. The reported data 

from various sites concerning c and ¢ values obtained by testing specimens 

at different orientations are shown in Fig. 5.2. The corresponding values of 
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N5(c) and N5(¢) are computed in a similar manner as was done for N5(s) in 

Section 4.2.5. The results are summarized in Table 5.5. 

Table 5.5 

Data for N5(c) and N5(¢) from Different Sites 

Reference Soil Type and c (S = 00 2 ¢t S = 00

2 N5(C) N5(¢) Site c (S = 90 0
) ¢ S = 90 0

) 

Bishop London clay 
et a 1 .10 Ashford Common 

Shaft, 
Level C 1 .04 1 .03 1 .02 1 .02 
Level E 0.90 1 .07 0.95 1 .04 

Duncan and San Francisco 0.92 0.96 
Seed 28 Bay mud 

L0 62 Welland clay 0.82 0.91 

Ranganatham Black cotton 0.90 0.95 
et a 1 .83 soil, India 

Skempton and Blue London 0.91 1 .01 0.96 1 .01 
Hutchinson 99 clay, Wraysbury 

Based on the above values, the range of N5(c) and N5(¢) are both 

estimated to be between 0.90 and 1.05. Due to the limited data, no classifi-

cation can be made according to the type of anisotropy. A uniform distribution 

thin the indicated range gives N5(c) = N5(¢) = 0.98 and 65(C) = 65(¢) = 0.04. 

In this case, using the N5(c) and N5(¢) values given for London 

clay at Ashford Common Shaft (levels C and E) and Wraysbury, the coefficient 

of correlation between N5(c) and N5(¢) is computed using Eq. 2.11, yielding 

P5 = -0032. 



97 

5.2.5 .Plane Strain Failute 

The values of N6(C) and N6(¢) obtained by comparing the effective 

stress parameters from plane strain tests with those measured in triaxial 

tests are given in Table 5.6. In each of the four cases, the discrepancy 

Table 5.6 

Data for N6(C) and N6(¢) from Different Sites 

Reference 

Bishop7 

Bishop and Henkel 9 

Duncan and Seed 28 

Henkel and Wade 39 

Soil Type 

Compacted moraine 1 .0 

San Francisco Bay mud 

Remoulded Weald clay 

1 .06-1 . 11 

1 .08-1 . 14 

1 .10 

1 .05 

is reported in terms of ¢ since the cohesion intercept is small and assumed 

to be zero. As an example, data given by Henkel and Wade 39 are shown in 

Fig. 5.3. These data show that for the remoulded Weald clay, the average 

angle of shearing resistance obtained from the triaxial tests (25.9°) should 

be corrected by a factor of 1.05 to obtain the average ¢ value of 27.1° mea­

sured in the plane strain tests (i.e., N6(¢) = 1.05). In view of the results 

given in Table 5.6, the range for N6(¢) is estimated to be between 1.0 and 

1.15, and N6(c) is taken to be 1.0. -A uniform distribution over the stated 

range gives N6(¢) = 1.08 and 66(¢) = 0.04. As a conservative estimate ~6(c) 

will also be taken as 0.04. 
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5.2.6 Progressive Failure Effect 

A typical stress strain curve for a clay tested under drained con-

dition is shown in Fig. 5.4. The peak shear strength, Sf' occurs at a rela­

tively small displacement, and as the displacement increases after the peak 

strength has been attained, the shearing resistance decreases until it finally 

reaches a constant value. This constant value of shearing resistance is re-

ferred to as the residual strength, S . 
r 

Recently, various studies (Bishop,12 Duncan and Dunlop,30 and Dunlop 

and Duncan 31 ) have indicated that the ratio of shear strength to shear stress 

along a potential failure surface is generally not uniform. Therefore, for 

a first-time slide the peak strength will not be reached at all points of the 

potential failure surface. At points where the peak has already been reached, 

if the clay is forced to pass the peak value, then the strength will decrease 

according to the stress-strain curve. Owing to the reduction in strength at 

these points, some additional stress will be passed on to other points in the 

clay causing the peak strength to be exceeded at these points also. In this 

way, the soil elements at various portions of the slip surface will be suc­

cessively strained beyond the peak, and a progressive failure of the slope will 

occur. Skempton 96 indicated that microscopic fissures, joints, slickensides 

and other imperfections in clay act like stress concentrators causing the peak 

strength to be exceeded, leading to a progressive decrease in strength. As 

a consequence, progressive failure is more marked in stiff-fissured clays 

than it is in intact clays. 

Since the· Fourth Rankine lecture presented by Skempton 96 on pro­

gressive failure and residual strength of soils, Bishop,12,14 Bjerrum,18 
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Kenney,49 Peck,82 Skempton lOO and others discussed this problem and indicated 

that the use of peak strength in the slope stability analyses will be in error 

because the peak strength does not act along the entire failure surface. 

There are as yet no quantitative methods available for predicting the magni­

tude of the influence of progressive failure. However, limited information 

on the effect of progressive failure can be obtained by comparing the aver­

* age mobilized shear strength, s (computed from stability analyses) with the 
m 

average peak strength, sf (computed based on corrected values of c and ~), 

in those cases where failure has occurred. For this purpose, six case records 

reported in the literature are analyzed. In these cases, the average effec­

tive stress, p ,was computed by using the IBbest estimate of pore pressures 

existing, when the slip took place. 1I Laboratory measurements on c and ~ wer~' 

also reported. The corresponding overall mean corrective factors, Nc and N~, 

are computed based on the values obtained in the previous sections for the 

individual site under consideration. In order to compensate for the differ-

ence between the average peak strength and the average mobilized strength at 

failure, the corrective factor N is introduced such that 
sf 

(5. 1 ) 

The required information and the computed values of Nr for each 
~f 

of the six sites are given in Table 5.7. The values of N obtained from 
sf . 

these limited number of failure cases imply the following points relative to 

* For a fail ure case the safety factor mus t be equa 1 to 1.0; therefore, 
the average mobilized shear strength at the time of slip, sm' will be 
equal to the average shear stress. The latter can be computed from a 
knowledge of the overturning moment and arc length of the failure surface. 



Table 5.7 

Summary of Available Data for the Computation of N 
sf 

Type of pi A A 

N Ncp N References Site and Soil Type s c cp sf Slide m c sf 

First-time Skempton and Selset, boulder 640 760 180 32° 0.94 0.98 635 1 .0 
Brown,94 clay, intact psf psf psf psf 
Skempton, 96. 
Skempton and 
Hutchinson 99 

First-time Suklje and Gradot Ridge, seat 27 80 0 22° 0.95 30.4 0.89 
Vidmar,lo3 of the slip sur- ton/m2 ton/m2 ton/m2 
Skempton and face in stiff in- ......! 

0 

Hutchinson 99 tact lacustrine a 

clay 

First-time Skempton,96 Northolt, London 380 750 320 20° 0.70 0.89 466 0.81 
Skempton and clay, s t iff- psf psf psf psf 
Hutchinson 99 fissured 

First-time Skempton 96 Kensal Green, Lon- 380 800 320 20° 0.70 0.89 482 0.79 
don clay, stiff- psf psf psf psf 
fissured 

Slide on pre- Henkel and Jackfield, stiff- 400 1300 220 25° 0.70 0.89 684 0.59 
existing slip Skempton,38 fissured clay psf psf psf psf 
surface Skempton 96 

Slide on pre- Skempton,96 Sudbury Hill, Lon- 160 600 320 20° 0.67 0.86 400 0.40 
existing slip Skempton and don clay, stiff- psf psf pSf psf 
surface Hutchinson 99 fissured 
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the effect of progressive failure on the soil strength: 

1. For first-time slides in slopes of intact clays, sm and sf 

are in close agreement. In view of the two case. records 

analyzed, N is estimated to range between 0.85 and 1.0 .. 
Sf 

2. For first-time slides in slopes of fissured clays, s is less m 
than Sf. For the two failure cases analyzed involving London 

clay, N is calculated as 0.80. More case studies are needed 
Sf 

in order to estimate the effect of progressive failure on first-

time slides in slopes of ssured clays. The range ofN cor-
Sf 

responding to this condition is estimated approximately, based 

on the assumption that it should lie between the minimum value 

of N obtained from the first-time slides in intact clays an~' 
Sf 

the maximum value of N obtained from the slides on pre-existing 
Sf 

slip surfaces in stiff-fissured clays. From the results given 

in paragraphs (1) and (3) below, this range is estimated to be 

between 0.60 and 0.85. 

3. For slides on pre-existing slip surfaces, the difference between 

sm and Sf is large. For the two sites shown in Table 5.7, N 
Sf 

is found to be between 0.40 and 0.60. 

Residual Sttength for the Analysis' of Slopes on Pre-Exi~tin§ 
Slip Surfaces 

Studies (see for example Skempton 96 ,lOO) have demonstrated that 

after a slide has taken place, the strength on the slip surface is equal to 

the residual value; Therefore, it is desirable to analyze the stability of 
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slopes on pre-existing slip surfaces based on the average residual strength, 

s , along the potential failure surface. Let N be the corrective factor 
r sr 

defined as 

(5.2) 

where s is the average residual strength measured in shear box tests with­
r 

out any correction for the effects of such factors as rate of shearing, 

anisotropy, etc. For example, 
. _ 160 psf _ 

Sudbury N
Sr 

- 161 psf - 0.99. 

these two cases indicates that 

for Jackfield N 
sr 

= 400 psf _ 
447 psf - 0.90 and for 

The closeness of the values for sr and sm in 

it is more appropriate to compute the stability 

of slopes on pre-existing slip surfaces based on the average residual strength. 

However, in practice ambiguities exist in the determination of residual strength. 

In Table 5.8 the average values of the residual angle of shearing 

resistance, ¢ (assuming the residual cohesion intercept, 2 = 0), obtained 
r r 

from different methods of testing are given for Blue London clay, Brown London 

clay and Weald clay. These values are computed using the data summarized by 

Bishop et al. 15 In the last column of Table 5.8, the ratio of ¢ from any 
r 

one of the test methods to that measured in the drained multiple reversal 

direct shear box test,'~ ,are shown. Examination of the values given shows 
ro 

that ¢ obtained from different methods of testing could differ considerably 
r 

from each other, with the multiple reversal direct shear box and the ring 

shear tests giving the highest and lowest values, respectively. 

There is no common agreement among the investigators as to which 

method should be used to measure the actual residual strength of a soil in 

the laboratory and also as to the method that gives the best estimate of ¢ 
r 



Soi 1 
Type 

Blue 
London 
clay 

Brown 
London 
clay 

Weald 
clay 
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Table 5.8 

A 

Comparison of ¢ Values from fferent Testing Methods 
r 

Sample and Test Type 

Drained multiple reversal direct 
shear box test. Undisturbed. 

Drained ring shear test. Undis-
turbed. 

Drained triaxial tests: 
a. Presheared to large dis-

placements. Undisturbed. 
b. Cut plane. Undisturbed. 

Drained multiple reversal direct 
shear box test. Undisturbed. 

,Drained ring shear test. Undis-
turbed. 

Drained direct shear box tests: 
a. Cut pl ane'. Undisturbed. 
b. Slip surface. 

Drained triaxial tests: 
a. Cut plane. Undisturbed. 
b. Slip surface. 

Drained multiple reversal direct 
shear box test. Undisturbed. 

Drained ring shear test. Undis-
turbed. 

¢r 
(with 
C = 0) 
r 

13.5° 

9.3° 

10.5° 
13.7° 

14.2° 

10.1° 

12.3° 
14.0° 

1383° 
13.7° 

13.3° 

12.0° 

1 .0 

0.69 

0.78 
1 .01 

1 .0 

0.71 

0.87 
0.99 

0.94 
0.97 

1 .0 

0.90 
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in the field. Nevertheless, based on the discussions given by Skempton and 

Hutchinson 99 and by Bishop et al.,15 the average residual angle of shearing 

resistance in the field, ¢ , may be assumed to lie between the values ob-
r 

tained from the ring shear test and the multiple reversal direct shear box 

test. Hence, ¢r can be expressed as 

¢r = (5.3) 

where N¢ is the corrective factor to account for the use of the multiple 
r 

reversal direct shear box test results in estimating ¢ . 
r 

In view of the above discussion and the values given in the last 

column of Table 5.8, N¢ is assumed to lie between 0.70 and 1.0. A uniform 
r 

distribution over this range gives N¢ = 0.85 and ~¢ = 0.10. 
r r 

The estimated ranges of the corrective factors needed to account 

for the effect of progressive failure under different conditions are sum­

marized in Table 5.9. The corresponding values of N ,~ and N ,~ are 
sf sf sr sr 

also given. By comparing the soil and slope type at a particular site with 

the case records illustrated in Table 5.8, an engineer can choose the appro-

priate values of N 
sf 

5~3 Uncertainty Associated with the Estimation of 
Pore Pressure Distribution 

Pore pressures are usually measured directly from piezometers in 

the field, or estimated by drawing a flow net. For long-term stability of 

slopes, the pore pressure is controlled either by a static ground water con-

dition or by a steady ow pattern. If there is no flow the value of u may 

be determined from the ground water level. On the other hand, for steady-

state seepage, a flow net can be used to obtain the pore pressures at various 



Type of Slide 
and Soi 1 

First-time. 
Intact 

First-time. 
Stiff-fissured 

Slides on pre-
existing slip 
surfaces. Stiff-
fissured 

Slides on pre-
existing slip 
surfaces. Stiff-
fissured 
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Table 5.9 

Mean Corrections and Prediction Errors 
Due to Progressive Failure 

Range of Ns 
f 

0.85-1.0 

0.85-1.0 

0.85-1.0 

0.85-1.0 

0.60-0.85 

0.60-0.85 

0.60-0.85 

0.60-0.85 

0.40-0.60 

Range of Ns 
r 

0.90-1.0 

Assumed 
Distribution 

Un. 

TT2 

TT3 

TTl 

Un. 

TT2 

TT3 

TTl 

Un. 

Un. 

0.93 0.05 

0.95 0.04 

0.93 0.03 

0.90 0.04 

0.73 0.10 . 

0.77 0.08 

0.73 0.07 

0.68 0.09 

0.50 o. 12 

N f1 
sr sr 

0.95 0.03 
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locations. Due to seasonal changes, the ground water level will fluctuate, 

thus affecting the value of u. The highest seasonal values will be more 

critical for the stability of a slope. If the records of water level over 

the years are available, then this data can be used to estimate the vari-

ability in u. Besides the seasonal variations, assumptions made in drawing 

flow nets, the probable errors in piezometric levels and the possible effects 

of future manmade structures could introduce additional uncertainties into 

the estimated pore pressures. 

Scott,87 in studying the slope failures in three soils, estimated 

that the maximum error in the assumed pore pressures at failure for the slopes 

he analyzed, would be ± 5 ft of head. The effects of this error on the safety 

factor for three different slopes were computed. The corresponding safety 

factors are given in Table 5.10 with Fa, F_5 1 and F+5 1 designating the safety 
I 

factors corresponding to the most likely u, to u decreased by 5 of head, and 
R 

to u increased by 5 of head, respectively. 

Bishop6 analyzed the variation of safety factor with pore pressure 

for a specific slope. Based on the data given, the changes in the factor 

of safety due to an estimated ± 10 percent change in the average pore pres­

* sure ratio, r , are computed (see Table 5.10). These results can be used u 
to estimate the uncertainty in the resisting moment due to pore pressure 

variations. Let the corrective factor N be defined as u 

(5.4) 

where ~M (u) and MR(G) are the mean resisting moments computed from the actual 
R 

* ru is defined as the ratio of pore pressure at a point to the weight of the 
overlying soil at the same point. 



Reference 

Scott 87 

Bishop6 

Soil Type 
and Location 

Aftonian 
cl ay, Cut 31 

Yarmouth 
clay, Cut 3 

Kensan till, 
Cut 27 

Boulder 
clay fill 

Table 5.10 

Corrections to Estimated Pore Pressures for Different Sites 

Maximum Minimum 
Value of Value of Assumed F F_5 u F+5J F I F I 

0 N (=-=-L) N (= +5 ) Distribution 
uFo u F· 

0 

1 .37 1053 1 .27 1 . 12 0.93 Un. 

1.27 1.40 1 . 14 1 .10 0.90 Un. 

0.82 0.95 0.66 1 .. 16 0.81 Un. 

Fo F_10% F+10% 
F_l0% F+10% 

Fo Fo 

1.38 1.51 1 .25 1 .09 0.91 Un. 

Statistical 
Parameters of N 

U 

Nu /j, 
u 

1.025 0.05 

1.000 0.06 
.....! 

. 0 
....... 

0.985 0.10 

1.000 0.05 
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and best estimate of the pore pressure distributions along the failure sur­

face, respectively. The value of ~M (u) is not known, but the range of the 
R 

mean resisting moment corresponding to possible changes in u is given in 

terms of the safety factors. These safety factors are tabulated in Table 

5.10 and the range of N for each site is computed. Examination of these 
u 

values (see Table 5.10) indicates that N is about 1.0 and ~ varies be-u u 
tween 0.05 to 0.10. 

5.4 Uncertainty Due to the Method of Analysis (Model Uncertainty) 

The assumption of neglecting the forces acting on the sides of 

slices in the Fellenius method of analysis is on the safe side, and the re-

sisting moment obtained on this basis usually falls below the lower bound 

of MR's which satisfy statics (Whitman and Moore I14 ). Bishop: and Whitman 

and Bail ey l15 have demonstrated that the error in the Fellenius method in-

creases with increasing central angle of the failure arc and increasing pore 

pressure. In certain extreme cases (submerged slopes with large central angle 

of failure arc) this error could be quite high. However, it has been indi­

cated (Turnbull and Hvorslev,~ll and Whitman and Bail ey l15) that the large 

error involved in the extreme cases could be reduced by using more refined 

versions of the Fellenius method. 

In order to estimate Nf , which is the factor suggested to correct 

for the method of stability analysis and its associated uncertainty, the re­

ported safety factors obtained from the Fellenius method (FM) are compared 

with those obtained from more rigorous methods (RM) in which side forces are 

taken into consideration and all the equilibrium conditions are satisfied 
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(see Table 5.11). The safety factors from the Fel1enius and the rigorous 

methods may be expressed as (Lambe and Whitman 59
), 

(5.5) 

(5.6) 

Table 5.11 

Available Data for Nf 

Safety Factor by 
Reference Case Analyzed FM RM Nf 

Bishop6 Boulder clay fill 1.38 1.60 1 . 16 

Moraine fill 1 .53 1 .92 1 .25 

Whitman and Example 4 1 .38 1 .52 1 .10 
Moore l14 

Example 6 1 .57 1 .88 1 .20 

Whitman and Example 1 1.49 1.60 1 .07 
Bail ey l15 

Example 2 1.09 1.25 1 . 15 

Example 3 0.66 0.76 1 . 15 

Example 4 1.84 2.02 1 .10 

Wolfskill Siburua Dam 
and Lambe l16 a. Stage 1 0.88 1 .05 1 . 19 

b. Stage 2 0.83 1 .00 1.20 

c. Stage 3 0.90 1.03 1 . 14 
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where (MR}FM and (MR)RM are the mean resisting moments determined with the 

Fe11enius method and the rigorous method, respectively. M will have the 
o 

same value in both methods. The two equations can be combined to give 

(5.7) 

F 
The ratio RM is by definition equal to N In Table 5.11 the values of Nf FFM f· 
computed for various cases are given. Based on these data the expected value 

and the standard deviation of Nf are found to be 1.16 and 0.051, respectively. 

Therefore, the basic variability in the resisting moment associated with the 

method of analysis will be 

o = 0.051 = 0.044 
fl.16 

whereas the prediction uncertainty in MR due to the approximate Fellenius 

method, as given by the c.o.v. of Nf , is 

~f = 
0.044 = = 3.32 0.013 

However, the rigorous method will also involve an error in the prediction of 

the actual resisting moment. This error is estimated to be 0.10, assuming 

that it will be of the same order as that involved in the ¢ = 0 analysis (see 

Section 4.3). Hence, the total uncertainty due to the Fellenius method of 

analysis is 

~f = ;10.0442 + 0.0132 + 0.102 = 0.11 
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5.5 Analysis of Results 

A general slope example is considered in order to estimate the total 

uncertainty and the required correction on MR based on the results of the un~ 

certainty analysis presented in this chapter. The potential failure surface 

is assumed to be located in a homogenous soil stratum with 0c = 0.30 and 

o~ = 0.15. n is taken as 25; therefore, ~ (c) = 0;030 = 0.06 and ~ (¢) = 
'±' S 0 25 0 

o~ = 0.03. Since the total length of the potential failure surface is large, 

the number of equivalent specimens, ne , will be very large for both c and ¢. 

Accordingly, one can take 0c = o¢ ~ o. 
The mean corrections and prediction errors for c and ¢ are computed 

from Eqs. 3.39, 3.41, 3.45 and 3.46 assuming the component corrective factors, 

Nk(c)B s and Nk(¢)'s, k = 1,2, ... ,6, to be uniformly distributed. Nand 
sf 

~ values for different soil types are obtained from Table 5.9, assuming a 
sf 

uniform distribution. Based on the results of Sections 5.3 and 5.4, values 

of Nu = 1 .0, ~u = 0.10 and Nf = 1. 16, ~f = 0.11 are assumed. 

For this aeneral examoleq the value of K. and ~.. are como, uted .." • - M M 
R R 

for the three different conditions cOMmonly encountered in practice. ~M 
R 

is given by Eq. 3.56, and based on Eq. 2.15 

llM 

NM = R = 
R MR 

m I 

Nf N N . [N c L + tan (NA, ¢") I P. ] 
U Sf C ~ i=l 1 

C L + tan ¢ 
m I 

I P. 
1 i=l 

(5.8) 

NM and ~M will vary depending on the relative magnitude of the resistance 
R R . 

offered by the cohesive component to that offered by the frictional component. 

Let nbe the ratio of these two component resistances defined as 
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c L 
n = m (5.9) 

tan ¢ L P. 
i=l 1 

The statistical parameters of NM ' i.e., NM and 9M ' are computed for two 
R R R 

extreme cases: the cohesive component of the resisting moment is zero (n = 0), 

and the frictional component of the resisting moment is very small (n ~ 00). 

Computations are also done for the case where the cohesive and frictional com-

ponents of the resisting moment are equal (n = 1). The results are summarized 

in Table 5.12 for ¢ = 50, 100,20°,300 and 40 0. From Table 5.12 it is observed 

that: 

1. For all types of slides j neither 0~ nor NM is sensitive to 
R R 

changes in ¢. 

2. For first-time slides in intact clays, NM is close to 1.0, and 
R 

~M is about 0.24. The maximum value of NM (1.00) is attained 
R R 

when the cohesive component of MR is very small compared to the 

frictional component (n ~ 0), whereas the minimum value (0.91) 

is obtained when the frictional component is negligible compared 

to the cohesive component (n ~ 00). 

3. For first-time slides in stiff-fissured clays, the mean resisting 

moment obtained using peak strength parameters without any cor­

rection, MR, overestimates the actual value of ~M by 26 to 44 
R 

percent. This indicates that the effects of specimen size and 

progressive failure mechanism in stiff-fissured clays overrides 

the conservative results of the Fellenius method. ~M is found 
R 

to be about 0.27 for first-time slides in stiff-fissured clays. 

The maximum (0.74) and the minimum (0.56) values of NM are ob­
R 

tained when n ~ 0 and n ~ 00, respectively. 



Table 5.12 

Statistical Parameters of NM for Different Soil Conditions 
R 

(With Minimum Soil Exploration) 

Statistical Parameters of NM 
Type R 

of Slide ¢ NfNN Irl+b. 2+b. 2 N nc N¢ n¢ 
n = 0 n = 1.0 n = 00 

and Soil U sf f U sf c 
NM nM NM nM NM n 

R R R R .R MR 

rst-time 5° 1.08 o. 16 0.84 0.19 0.93 0.16 1 .00 0.23 0.96 0.20 0.91 0.25 
slides in 10° II Ii II II II II Ii II 0.95 II II II 

intact 
clays 20° II Ii II II II II II 0.24 II II 18 18 

30° II II II II II 18 0.99 0.25 II 0.21 II II ....... 

40° II II II II II II 0.98 0.27 0.94 II II II 
w 

First-time 5° 0.85 o. 18 0.66 0.21 0.87 o. 17 0.74 0.25 0.65 0.23 0.56 0.28 
slides in 10° II II II II II II II II II " II II 

stiff-
fissured 20° II 1ft II II 01 II 0.73 0.26 0.64 II II " 
clays 30° II 01 II '.' II II 0.72 0.27 II II II II 

40° II II II II II II 0.70 0.29 0.63 0.24 II 81 

Slides on 5° 0.58 0.19 0.66 0.21 0.87 o. 17 0.50 0.26 0.44 0.23 0.38 0.28 
pre- 10° II II II 81 " II II II II II II II 

existing 
slip sur- 20° . II II II " II (I II 0.27 II 0.24 81 1.1 

faces in 30° II II II II II 

sti ff-
II 0.49 0.28 II II 81 81 

ssured 40° II II II II II II 0.48 0.29 0.43 0.25 II II 

clays 



114 

4. For slides on pre-existing slip surfaces, a large difference 

between MR and ~M (NM = 0.38-0.49) is found. This shows that 
R R 

the stability analysis of slopes on pre-existing slip surfaces 

using peak strength will be in significant error (see Fig. 5.7). 

For this case 9M is about 0.28. 
R 

5. In all three cases, the combined uncertainty arising from the 

method of analysis, pore pressure distribution and progressive 

failure is approximately equal to the combined uncertainty con-

tributed by the effective stress parameters c and ¢. 

For all types of slides the overall mean correction is found to be 

different than 1.0. Therefore, the mean safety factor computed from the 

Fellenius method by using the 2 and $ values as measured in the laboratory 

will be different from the mean safety factor in the field. In Figs. 5.5 

through 5.7 the failure probabilities corresponding to various mean safety 

factors are shown for the three different kinds of slides considered in this 

chapter. For first-time slides (see Figs. 5.5 and 5.6), Curve I corresponds 

to the case where the mean safety factor is based on the corrected value of 

the mean resisting moment. Curve II (n = 0) and Curve III (n ~ 00) are based 

on mean safety factors computed using laboratory-measured parameters of the 

resisting moment. For example, a mean safety factor of 2.0 in a first-time 
. -2 

slide in stiff-fissured clays corresponds to a risk level of 0.7 x 10 (from 

Curve I of Fig. 5.6) if the appropriate corrections are made. On the other 

hand, without any corrections, a mean safety factor of 2.0 will correspond to 

a failure probability between 0.1 (from Curve II of Fig. 5.6) to 0.40 (from 

Curve III of Fig. 5.6) depending on n. 
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In the case of slides on pre-existing slip surfaces (see Fig. 5.7), 

the risk levels corresponding to the "actual ll and computed mean safety factors 

differ significantly. This indicates that the direct use of the peak strength 

parameters in analyzing the stability of slopes will give a false indication 

of reliability. 

Evaluation of Risk 

The minimum safety factor of 1.5 recommended in the current design 

of slopes under normal service conditions, may be considered to correspond 

to designs in which the lowest quartile value of the strength parameters are 

used (see Section 4.4.2). Assuming that C and ¢ are normally distributed with 

0c = 0.30 and o¢ = 0.15, the lowest quartile values of C and ¢ are computed 

to be 80 percent and 90 percent of the respective mean values. Therefore, 

the minimum value of the lIactual" mean safety factor ]JF will be b:~5 = 1.76, 

where 0.85 is obtained assuming that the cohesive and frictional components 

of MR are equal. 

The total uncertainty in the resisting moment, ~M ' is found to vary 
R 

between 0.20 to 0.29 depending on the soil conditions and the value of n (see 

Table 5.12). These values of ~M are obtained assuming minimum soil explora­
R 

tion. However, if additional information is available for a specific site, 

the level of uncertainty will be smaller. In this latter case, it is estimated 

that the range of ~M will be between 0.16 to 0.22. 
R 

The failure probabilities corresponding to the minimum safety factor 

of 1.5 are tabulated for the three site conditions, assuming lognormal MR" 

The ~M values given in Table 5.13 for the cases of minimum and extensive 
R 
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soil exploration are the ones obtained by assuming that the cohesive and 

frictional components of MR are equal. From Table 5.13 it is observed that 

for long-term stability, the recommended safety factor of 1.5 corresponds 

to failure probabilities ranging from 0.06 percent to 0.2 percent in the case 

of extensive soil exploration, whereas with minimum soil exporation the failure 

probability ranges from 0.48 percent to 1.6 percent. Again, this is in general 

Table 5.13 

Failure Probabilities of Slopes Designed with the 
Current Safety Factor of 1.5 

Minimum Soil 

llF 
Ex~loration *' 
DM Pf 

R 

Type of Slide 
and Soil F 

First-time, 1.5 1 .76 0.21 0.0048 
intact 

First-time, 1.5 1 .76 0.24 0.013 
stiff-fissured 

Slide on pre- 1.5 1 .76 0.25 0.016 
existing slip 
surface, stiff-
fissured 

* Calculated assuming lognormal MR. 

Ex tens i ve Soi 1 
Ex~loration 

DM 
R 

Pf 

0.17 0.0006 

0.18 0.0011 

o. 19 0.002 

agreement with Meyerhof 1 s71 estimated frequency of failure of earth slopes 

*' 

(around 0.1 percent). In Fig. 5.8 the effect of the degree of soil exploration 

on the risk level is shown for first-time slides in stiff-fissured clays with 

n = 1.0.· It is observed that for a given mean safety factor the risk level 

will be smaller in the case of extensive soil exploration compared to the 

case with only minimum soil exploration. 
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5.6 Recommended Safety Factors for Design 

The recommended values of the computed mean safety factor correspond-

ing to the three different cases discussed in the previous section are given 

in Table 5.14 considering both minimum and extensive soil explorations. The 

safety factors in the parentheses are for the extensive soil exploration. 

The conventional safety factors to be used with the lowest quartile values 

of the laboratory-measured peak strength parameters are also presented in 

Table 5.14. In designing slopes on pre-existing slip surfaces, the recommended 

values of the safety factors depend on whether the analysis will be based on 

the peak shear strength parameters or on the residual strength parameters 

(see Table 5.14). After a slide has taken place the strength on the slip sur-

face is equal to the residual value (Skempton 96 ,lOO); hence a realistic analysis 

for this type of slopes requires the use of residual strength parameters. The 

recommended values of the mean safety factors (or the conventional safety fac­

tors) given in the last row of Table 5.14 correspond to the case where the 

average (or the lowest quartile) residual angle of shearing resistance ¢r' 

with c = 0, is to be obtained from drained multiple reversal direct shear 
r 

box tests. 



Table 5.14 

Recommended Values of the Safety Factor for Design 

Cohesive Component of MR « Frictional 
Component of MR 

Cohesive Component of MR » Frictional 
Component of MR 

Mean Safety Factor Conventional Safety Mean Safety Factor Conventional Safety 

Type of Slide (based on the aver- Factor (based on the (based on the aver- Factor (based on the 

and Soil ~ value of the lowest guartile va1- ~ value of t~ lowest guarti1e va1-
soil parameters) ue of the soil param- soil parameters) ue of the soil param-
Corresponding to eters) Corresponding Corresponding to eters) Corresponding 

Pf= to p = f P = f to P = f 
10-1 10-2 10-3 10-1 10-2 10-3 10-1 10-2 10-3 10-1 10-2 10-3 

* First-time 1 .43 ** 1 .86 2.25 1 .29 1 .67 2.03 1 .56 2.02 2.45 1..25 1 .62 1 .96 
slides in intact (1.30) (1.59) (1.85) (1 . 1 7 ) (1.43 ) (1 .67) (1.41) (1.68) (1.95) (1.13) (1 .34) (1 .56) 
clays 

First-time 2.07 2.77 3.43 1.86 2.49 3.09 2.65 3.54 4.40 2.12 2.83 3.52 c:o 

slides in stiff- (1.81) (2.25) (2.63) (1 . 63) ( 2 .03 ) (2.37) (2.36) (2.95) (3.45) (1 .89) (2.36) (2.76) 
fissured clays 

Slides on pre-
existing slip 
surfaces in 
stiff-fissured 
clays: 

Based on peak 3.04 4.06 5.04 2.74 3.65 4.54 3.92 5.23 6.50 3.14 4.18 5.20 
shear strength (2.71) (3.39) (3.96) (2.44) (3.05) (3.56) 
parameters 

(3.50) (4.37) (5.10) (2.80) (3.50) (4.08) 

Based on resid- 1 . 17 1 .44 1 .65 1.05 1 .30 1 .49 
ual shear (1.13) (1.33) (1.51) (1.02) (1.20) (1 .36) 
strength param-
eter cp (c = 0) 

ro r 

* With minimum soil exploration. 
** With extensive soil exploration. 
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Chapter 6 

APPLICATIONS TO ACTUAL FAILURE CASES 

6.1 General Remarks 

In designing earth slopes, the geometry of the slope is usually 

first chosen on the basis of experience, and then its stability is analyzed. 

Stability analyses are also made as an aid in the choice of remedial work 

whenever a slide has occurred, or when there is some reason to believe that 

slides might occur in the future. In any case, the geometry of the slope is 

defined by its actual or assumed dimensions. 

In the conventional method of slope stability analysis, we search 

for the critical surface with the smallest safety factor. Similarly, in the 

present probabilistic procedure, we look for the surface with the largest 

failure probability (see Section 2.2.2). In the following sections, the 

failure probabilities for two slides, Congress Street Open Cut and Selset, 

are computed based on actual data. Also, in both cases the slopes are re-

designed to meet a specified reliability level. These two slope failures 

are chosen for the analysis due to the availability of ample data from the 

sites. 

6.2 An Example of.Short-Term'Slope Stability: 
The Congress Street Open Cut in Chicago 

6 . 2. 1 ,Ge n era 1 In forma t ion 

During the excavation of an open cut in Chicago for the Congress 

Street superhighway, a slide occurred, with the slope on the south side of 
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the cut failing for a length of about 200 ft. The failure took place prin-

cipally in saturated glacial clay, and there was no time for any appreciable 

dissipation of pore water pressure. Therefore, the stability analysis will 

be based on the total stress method. 

The failure was described as a rotational slide taking place on a 

more or less circular slip surface (Skempton and Hutchinson 99
). The approxi­

mate position of the actual slip surface and the approximate dimensions of 

the slope at the time of failure are shown in Fig. 6.1. Detailed information 

about this slide has been reported by Ireland. 43 

6.2.2 Inherent Variability and Error Due to Insufficient Sampling 

The failure surface, whose depth is limited by a stiff underlying 

layer, is located mostly in a gritty blue clay which has been divided into 

three layers of different consistencies. The upper clay layer has been sub­

jected to desiccation and contains some cracks and joints. Above the upper 

clay layer is a relatively thin layer of sand and silt, which is covered by 

fill (Fig. 6.1). 

The undrained shear strength of the clays was measured by compres-

sion tests on triaxial specimens obtained from 8 borings. Sampling was done 

by 2 in. diameter Shelby tubes with the samples being at least 3 ft apart. 

The mean undrained strength and the coefficient of variation as computed from 

the reported laboratory results are given in Table 6.1 for each one of the 

clay layers. Assuming that the spatial correlation for the undrained strength 

within a layer is given by Eq. 3.8 with the spatial correlation parameter 

v = 0.21 (as obtained from Hooper and Butler's data 41
), the values of n are e 
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Table 6.1 

Data for the Undrained Strengths at Congress Street 

- _ Os 
Layers s Os Os n ° n 

6 e s s - Ins (ksf) (ksf) 0 

Upper clay 1 .06 0.54 0.51 28 0.096 38 0.083 
layer 

Middle clay 0.62 0.16 0.26 54 0.035 55 0.035 
layer 

Lower clay 0.78 0.25 0.32 125 0.029 33 0.056 
layer 

taken from Fig. 3.2 as 28, 54, and 125 for the upper, middle and lower clay 

layers, respectively. The basic variability of the spatial average undrained 

strength, os' computed for each layer are given in Table 6.1. In the same 

table, the uncertainty associated with insufficient sampling is also shown 

for each layer. 

The estimates of the spatial average undrained strengths of these 

three cohesive layers are expected to be correlated among themselves. Data 

from the 8 boring holes about s are given in Table 6.2. Based on these 8 

sets of observations, the coefficient of correlation (using Eq. 2.11) between 

the upper and middle, upper and lower, and middle and lower clay layers are com­

puted to be 0.66, 0.59 and 0.40, respectively. 

Spatial Trend with D~pth 

In order to demonstrate the application of the procedure described 
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Table 6.2 

Data for 5 from Different Borings 

Upper clay layer Middle clay layer Lower clay layer 
/\. /\. /\. 

Borings slk s2k s3k 
k 

(ksf) (ksf) (ksf) 

1 . 15 0.59 0.86 

2 0.51 0.45 0.60 

3 1 .38 0.70 0.72 

4 0.73 0.70 0.68 
5 0.96 0.68 0.91 

6 1 .06 0.60 0.60 

7 0.97 0.48 0.85 

8 1 .68 0.77 0.96 

in Section 3.2.2, the variability in undrained strength with depth is analyzed 

for each layer. For this purpose the layers are divided into segments as 

shown in Fig. 6.2. Within a layer the lengths of the segments are taken to 

be equal. Linear regression analysis is carried out through the use of com-

puter, and the results are presented in Table 6.3. The values computed for 

the segments and the resulting equivalent statistical parameters of s for 

each layer are also shown in Table 6.3. Since the variability in the un­

drained strength exhibits a different trend in the different layers (see Fig. 

6.3), it is not possible to lump the three layers into one common regression 

line. Computations for the first layer a~e illustrated in Appendix F. 

The c.o.v.ls obtained for each layer based on the regression analysis 

may be interpreted as describing the combined uncertainty associated with the 



Table 6.3 

Statistical Parameters of s Based on Regression Analysis 

Results of Regression Analysis Computations for the Segments 
Layers for Each Layer Seg-

ment 
. A -S as z a z. s. VAR COV z 1 1 

(ksf)2 (ksf)2 (ksf) (ksf) (ft) (ft) (ft) (ksf) 

I 9.5 1 .29 1.71xlO-2 o .12xl 0-2 
Upper (I,ll) 
clay -0.051z 0.51 14.0 3.67 
layer +1.77 II 16.5 0.93 1.00xlO-2 0.12xlO-2 

(11,1) 

I 25.0 0.61 8.45xlO-4 1.30xlO-4 

Middle (I,ll) 

clay 0.00084z 0.163 30.1 5.87 
layer +0.59 

II 35.0 0.62 8.21xlO-4 1.30xlO-4 
(11,1) 

Equivalent Statistical 
Parameters for the Spa­
tial Average Undrained 
Strength of Layers 

as s C.OaV. 

(ksf) (ksf) 

0.086 1 . 11 0.077 

0.022 0.62 0.036 

--=---__________________ ~ _____ ~~_.=~ _____ ~_=_= _____ ~ _________ u ____ ~ ____ ~ _____________________________ ~ ______ ___ _ 

Lower 
clay 
layer 

0.039z 
-0.97 

0.22 45.3 3. 14 

I 44.0 0.75 

II 48.0 0.90 

lIt 44.5 0.77 

0.17xlO-2 0.lxlO-2 
(I,ll) 2 
0.17xlO-
(1,111) 

0.26x10-2 0.lx10-2 0.039 
(11,1) 2 
0.12x10-
(11,111) 

0.16xlO-2 0.17xlO-2 

(111,1) 2 
0.12xlO-
(111,11) 

0.81 0.047 

N 
w 
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inherent variability and insufficient sampling (i.e., /o~ + ll~). In Table 

6.4, the results of the regression analysis are compared with those obtained 

from Table 6.1. Except for the upper clay layer, the values calculated from 

the regression analysis are in close agreement with those obtained assuming 

no spatial trend. It should be pointed out that the values given in Table 

6.1 for the inherent variability in s. are computed assuming that the spatial 
1 

correlation between two points is an exponentially decaying function of the 

distance separating them. On the other hand, in the regression analysis the 

spatial correlation between two points is expressed only as a function of depth. 

In cases where the variation of soil strength indicates a marked spatial trend 

with depth, the use of regression analysis will be a better choice. 

Layers 

Upper clay 
layer 

Middle clay 
layer 

Lower clay 
layer 

Table 6.4 

Comparison of the Statistical Parameters of s as 
Obtained from Two Different Methods 

Based on the Values Based on Regression 
Given in Table 6.1 Analysis 

102 102 s + ~2 s + 112 
s (ksf) s 0 (ksf) 0 

i .06 0.127 1 . 11 0.077 

0.62 0.050 0.62 0.036 

0.78 0.063 0.78 0.047 
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For this case study, the subsequent computations will be based on 

the values given in Table 6.1, where the inherent variability and the uncer-

tainty associated with insufficient sampling are quantified separately. 

6.2.3 Discrepancies Between laboratory and In Situ Strengths 

Among the various factors that contribute to the discrepancy between 

the laboratory-determined average undrained strength and the in situ average 

strength acting along the failure surface, the most important is the effect 

of mechanical disturbance during tube sampling. The suggested values given 

in Table 4.5 are combined with the additional data reported by Peck 79 to ob­

tain the updated mean and coefficient of variation of N2(S), yielding N2(S) = 

1.38 and ~2(s) = 0.024 (see Section 2.3.2 for computations). 

The Chicago clays have a medium sensitivity (St ~ 4). Hence, the 

value of Nl and ~l are estimated to be 1.05 and 0.02, respectively (see Table 

4.2). 

The clays in the middle and lower layers are intact, whereas due 

to desiccation there exist some cracks and joints in the upper layer. Based 

on the values given in Table 4.8, it is estimated that for the fissured upper 

clay layer N3 = 0.75 and ~3 = 0.09,-and for the other two intact clay layers 

N3 = 0.93 and ~3 = 0.05. 

The slide at the Congress Street Open Cut occurred during excava-

tion, and therefore failure was not delayed; still, the rate of shearing could 

have been much slower than that in laboratory tests. There is no information 

available on the effects of rate of shearing on the undrained shear strength 

of Chicago clays. Nevertheless, if the sensitivity to rate of shearing of 

the clays in the three layers is assumed to lie between slightly sensitive to 
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sensitive, then from Table 4.10 the range of N4(S) could be taken as 0.6 to 

1.0. A uniform distribution over this range gives N4 = 0.80 and 64 = 0.14. 

Skempton and Hutchinson,99 in connection with their analysis of 

this failure, have indicated that Chicago clays probably show little varia-

tion in strength resulting from anisotropy. Therefore, from Table 4.12, 

assuming the isotropic case, one gets N5 = 1.0 and 65 = 0.03. 

For the effect of plane strain, the mean correction and error for 

the three layers are taken to be N6 = 1.05 and 66 = 0.03 (see Section 4.2.6). 

As far as the effect of progressive failure is concerned some re-

duction in the undrained strength could be expected. Based on the results 

of Section 4.2.7, it is assumed that N7 = 0.93 and 67 = 0.03 for the stiff 

upper clay layer, and N7 = 0.97 and 67 = 0.03 for the middle and lower clay 

layers. 

Observe that N.'s and 6.'S, j = 1, 2, 4, 5, 6, are taken to be the 
J J 

same for all of the three layers, since all these layers consist of the same 

gritty blue clay. However, the upper clay layer differs from the middle and 

lower clay layers due to the presence of cracks and joints. Accordingly, 

different values of N.'s and 6.·S j = 3, 7, are taken for the upper clay layer 
J J 

from those of the middle and lower clay layers. 

Based on these values, the mean correction and error are computed 

for each of the clay layers, including the uncertainty due to insufficient 

samplinge For the upper clay layer, Eq. 2.13 yields 

Ns = (1.05) (1.38) (0.75) (0.80) (1.0) (1.05) (0.93) = 0.85 

and from Eq. 3.12 
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Similarly, it is found that N = 1.10 and 6. = 0.16 for the middle clay layer, s s 

whereas N = 1.10 and 6. = 0.17 for the lower clay layer. Because of the ad-s s 

ditional information on the discrepancies between the in situ and laboratory 

undrained strengths, the total uncertainty for this site is smaller than those 

(0.21 to 0.24) for the general case considered in Section 4.4. 

The resultant C.o.v. of the corrective factors that are the same for 

both the upper and middle clay layers is found to be 6.12 (s) = 0.15, whereas 

~'3(s) = 0.15 and ~23(S) = 0.16. The subscripts 1, 2 and 3 refer respectively 

to the upper, middle and lower clay layers. 

6.2.4 .Consideration of the Cohesionless Layer 

The resistance contributed by the layer of cohesionless material 

(sand and miscellaneous fill) is small compared to the total resistance of 

the other three cohesive layers. However, in order to have a complete analysis 

of this slide, the effect of the cohesionless layer will be taken into con~ 

sideration. In Appendix G, the mean and c.o.v. of the resisting moment con­

tributed by this layer are derived as (see Appendix G for the explanation of 

notati ons) 

(6.1) 

(6.2) 
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Based on a study for a similar case (Tang et al. 105 ), Np and Dp 
o 0 

are estimated to be 0.80 and 0.20, respectively. The value of ¢ is given 
o 

as 30° (Ireland 43
), and D¢ is estimated to be 0.05. Sowers and Sowers 102 

o 
suggested that Ko = 0.6 for loose sand and Ko = 0.4 for dense sand. Accord-

ing to Terzaghi and Peck,108 Ko ranges from about 0.40 for dense sand to 

0.50 for loose sand. Assuming a TT3 distribution between 0.4 to 0.6, K = 
o 

0.5 and ~K = 0.08. The uncertainties associated with y and the dimensions 
o 0 

describing the geometry of the slope and the failure surface (S , h , r) are o 0 

small relative to the other variables in the analysis and are assumed to be 

negligible. 

It will be assumed that there is no correlation between the soil 

parameters of the cohesionless layer and the soil parameters of the cohesive 

layers. Within the cohesionless layer, K and ¢ are assumed to be statisti-o 0 

cally independent. In reality, these are correlated because both ¢ and K o 0 

depend on the relative density of the sand (Terzaghi and Peck 108 ). 

6.2.5 . Computation of Failure Probability 

pressed as 

From Eqs. 3.14 and 6.1 the resultant mean resisting moment is ex-

l-lM 
R 

3 
= N

f 
r I ~. N s. 

. 1 1 S . 1 1= 1 
+ 1/2 Np y h2 K 

o 0 0 0 cos (Q + ~ ) 
f-Jo '+"0 

(6.3) 

where the first term consists of the total resistance from the three cohesive 

layers, and the second term denotes the resistance from the cohesionless layer. 
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Substitution of the respective values obtained earlier into Eq. 6.3 gives 

~M 
R 

= 902 + 1281 + 3804 + 125 

= 5987 + 125 = 6112 kip-ft/ft 

with only 2 percent of the resisting moment contributed by the cohesionless 

layer. The total uncertainty in MR is obtained by combining Eqs. 3.17 and 

6.2, giving nM = 0.18, where a resistance model uncertainty of 0.08 is as-
R 

sumed. Approximately 40 percent of n~ is contributed by the correlation 
R 

among the cohesive layers, whereas the contribution by the uncertainty in the 

cohesionless layer is negligible (less than 0.1 percent of ~~ ). 
R 

The overturning moment is due to the weight of the soil mass above 

the failure surface. 

as 5164 kip-ft/ft. 

The expected value of M is computed from Eq. 3.20a o 
The uncertainty in density is assumed to be negligible 

compared to the other random variables in the analysis; hence, nM = o. 
o 

The probability of failure for the estimated actual slip surface, 

therefore, becomes (assuming lognormal MR) 

~ [In(~) - } 0.18
2

] = 
0.18 

= 1 - 0.80 = 0.20 

1 - @(0.84) 

The failure probabilities for twelve other potential failure surfaces are 

also computed and given in the second column of Table 6.5. The failure prob­

abilities are all high. In g. 6.4 it is observed that the most critical 

fail'ure surface (Na. 13) is not the same as the estimated actual slip surface 

(No.1). This is not unexpected since ¢ = 0 analysis generally will not lead 
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to a correct prediction of the actual shear surface (Skempton 92
). Therefore, 

consistent with the ¢ = 0 analysis, the failure probability for the slope is 

found to be 0.82 considering the most critical failure surface. This value 

is very high and agrees with the fact that the slope has actually failed. 

Table 6.5 

Failure Probabilities Computed from the 
Original and New Slope Profiles 

Potential Failure Pf Pf 
Surface Number (Original Profile) (New Profile) 

( 1 ) (2) (3) 

1 0.20 0.15xlO-3 

2 0.42 0.11xlO- 2 

3 0.72 0.55x10-2 

4 0.60 0.12xlO-2 

5 0.77 0.14xlO-1 

6 0.71 0.24xlO -2 

i' 0.69 0.39xlO -2 

8 0.70 0.22x10 -2 

9 0.76 0.14x10 -1 

10 O. 11 0.12xlO -5 

11 0.77 0.50x10-1 

12 0.68 0.11xlO-1 

13 0.82 O.17xlO-1 

6.2.6 Risk-Based Design 

Suppose the probability of failure of the slope is desired to be 
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* 5 percent; this implies that none of the potential failure surfaces should 

have a probability of failure greater than 5 percent. A new slope profile 

is chosen (see Fig. 6.4), and the corresponding failure probabilities for 

each one of the potential failure surfaces are computed (see third column 

of Table 6.5). For the most critical failure surface (No. 11), Pf = 5 per­

cent. Since this value is not greater than the specified risk level of 5 

percent, the new profile is acceptable. 

6.2.7 De'sign Using Recommended Mean Safety Factors 

If there had been no detailed information available from the site, 

with the exception of the description of the soil, the slope could be designed 

by using the mean safety factors suggested in Table 4.18. In this slope, the 

clay is stiff-fissured in the upper layer and intact in the middle and lower 

layers; thus, according to Table 4.18, the recommended value of F will be 

between 1.72 and 2.49 if a 99 percent reliability (i.e., Pf = 10-2) is de­

sired. A representative value of F can be obtained from Eq. 4.2. Hence, 

F = (~j~~) 2.49 + 
135 

(8715) 1.72 

= 1.85 

where F is taken to be 1.72 for the cohesionless layer. A design profile 

in this case should be chosen so that the value of f for the most critical 

potential failure surface will be greater than 1.85. For example, if the new 

p~ofile obtained in Section 6.2.6 is chosen (see Fig. 6~~), then the re­

sisting and overturning moments for the most critical potential failure 

* This is approximately equivalent to requiring the minimum lIactual Jl mean 
safety factor to be greater than 1.37 from Eq. 2.20. Considering that the 
design of this temporary slope will be based on the results of a failure 

,analysis, this low value of the safety factor is acceptable. 
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surface (No. 11) of this profile are computed as 8715 kip-ft/ft and 6736 

kip-ft/ft, respectively. Thus, 

8715 
F = 6736 = 1.29 < 1.85 

Therefore, this profile is not acceptable at a 99 percent reliability (Pf = 

10-2), and another slope profile with a smaller angle of inclination should 

be chosen. 

By using the same procedure it is found that the new profile is not 

acceptable at a 95 percent reliability level either. It should be observed, 

however, that the analysis given in Section 6.2.6 with appropriate correc­

tions for the method of analysis and local soil conditions indicates that the 

same profile is safe at a 95 percent reliability level (see third column of 

Table 6.5). 

6.3 An Example of Long-Term Slope Stability: Landslide at Selset 

6.3.1 General Information 

Details of this slide have been published by Skempton and Brown. 94 

The slide was a rotational landslide and the long-term conditions existed 

(Skempton 96
). The slip was entirely within a deposit of heavily over-con-

solidated boulder clay, which was very uniform with no fissures and joints. 

The landslide took place in the south slope of the River Lune valley, which 

was 42 ft high .with an inclination of 28°. The length of the slip was about 

180 ft. Based on the six profiles of the slope, an average section through 

the slip was given by Skempton and Brown. 94 The exact location of the slip 

surface was not determined by the investigators; for this purpose, various 
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possible slip circles were examined. The average section of the slope and 

the most critical potential failure surface as given by Skempton and Brown 94 

are shown in Fig. 6.5. 

6.3.2 v Inherent Variability "and Error Dtle"'to Insufficient Sampling 

Eight samples were taken at different locations of the slope. From 

each sample at least three specimens (1-1/2 in. diam. x 3 in.) were prepared, 

and the peak effective stress parameters were measured in slow drained tri­

axial tests on these specimens. Owing to the presence of occasional large 

stones, it was sometimes necessary to form the specimens by packing the ma-

terial into brass tubes, without change in water content and with zero air 

voids. The values of the peak effective stress parameters obtained from these 

specimens and from the ones that are cut from the undisturbed cores are given 

in Table 6.6. 

Table 6.6 

Summary of Test Results at Selset 

Bulk Drained Shear Undisturbed 
Sample D~pth Density Strength Parameters or Remoulded 

e A. 

~ 
(ft) (lb/cu ft) (ksf) 

a 3 140 O. 17 34° Remoulded 
b 9 135 0.20 32° Undisturbed 
c 25 141 0.08 34° Remou1ded 
d 42 134 o "I () !)()O II 

• I J L::J 

e 12 141 0.27 33° Undisturbed 
f 6 139 o. 12 32° II 

g 10 140 0.26 30° Remoulded 

h 9 141 O. 16 32° II 
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whereas 
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Based on hhese data, the specimens cut from the undisturbed cores 

c = 0.197 ksf 

0
C 

= 0.0613 ksf 

¢ = 32.3° 

0cp = 0.6° 

from the remoulded 

-
c = 0.172 ksf 

0.058 ksf 

cp = 31.8° 

2.0 0 0cp = 

specimens 

To check whether there is a significant difference between the two 

sets of data, the differences in the sample means of the strength parameters 

are tested at a 5 percent significance level. No significant difference is 

found between the two sample means of C and cp at a 5 percent significance 

level. Thus, the two sets of data are combined and the following values are 

obtained for the entire stratum of the boulder clay: 

-c = O. 181 ksf cp = 32° 

0C = 0.060 ksf 0cp = 1 .7° 

°c = 0.33 Ocp = 0.05 
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The average unit weight of the boulder clay is computed to be 0.139 kip/cu ft 

with a c.o.v. of 0.02. 

If the spatial correlation for C and ~ are given by Eq. 3.8, then 

the value of n obtained from Fig. 3.2 corresponding to L = 104 ft will be e 

very large compared to n = 8 (for example, n = 72 for v = 0.10 and n = see 
315 for v = 0.30). Therefore, 0c and o¢ may be neglected in computing ~c 

and Q¢. 

The uncertainties associated with insufficient sampling are com-

puted to be 

~ (c) = 0.33 = o. 117 
0 IS 

I::, (¢) = 0.05 = 0.018 
0 IS 

I::, (y) 0.02 = 0.007 = --
0 18 

6.3.3· Discrepancies Between Laboratory and In Situ Strengths 

For this site Skempton and Brown 94 indicated that the effect of 

disturbance due to sampling is not significant. The comparison of the strength 

parameters (c and ¢) obtained from remoulded specimens and undisturbed cores 

also shows that this effect is rather small. Based on the results of Section 

5.2.1, it is estimated that Nl(C) = Nl (¢) = 1.0, N2(¢) = 1.10, N2(c) = 1.15 and 

~l(c) = 1::,1 (¢) = 0, 1::,2(¢) = 0.05, 1::,2(c) = 0.08. 
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The boulder clay at Selset was intact; therefore, from Table 5.2 

N3(c) = 0.93, 63(C) = 0.05 and N3(¢) = 1.0, 63(¢) = O. Skempton and Hutchin­

son,99 in studying this landslide have reported that lithe strength of this 

type of clay would presumably be little influenced by the rate of shearing, 

and anisotropy may well be insignificant. 11 Thus, based on the results given 

in Section 5.2.3 and 5.2.4 it is estimated that N4(c) = N4(¢) = 0.87, 64(C) = 

64(¢) = 0.11, and N5(c) = N5(¢) = 0.98, 65(C) = 65(¢) = 0.04. For the effect 

of plane strain, the following ~alues are taken (see Section 5.2.5): N6(c) = 

1.0, 66(C) = 0.04 and N6(¢) = 1.08, 66(¢) = 0.04. 

Using these values in Eqs. 3.39,3.41,3.45 and 3.46 gives N = 0.91) 
c 

6c = 0.17 and N¢ = 1.Ol~ 6¢ = 0.14. Hence, from Eqs. 3.40a and 3.44a 

0u 
c 

= n 17 V.I/ 

In this intact, non-fissured clay, the reduction of the peak strength 

due to the influence of progressive failure is expected to be small. From 

Table 5.9, for this first-time slide, N is taken as 0.95 and 6 as 0.04. 
Sf Sf 

6.3.4 Uncertainty Associated with Pore Pressure Distribution 

Based on shallow piezometers and open boreholes, the free water sur-

face was well defined. The water level was practically at the ground surface, 

except at the top of the slope. Field observations at this site indicated 

that the rock was more permeable than the boulder clay. Since the available 

information was not sufficient to construct an accurate flow net, two flow 



137 

net patterns corresponding to two extreme conditions were suggested by 

Skempton and Brown 94
. (see Fig. 6.6): 

a. Rock is of the same permeability as the boulder clay (Flow net A), 

b. Rock is infinitely permeable as compared with the boulder clay 

(Flow net B). 

These two assumptions do not cause great differences in the pore 

pressures in the region of slope failure, since the flow nets in this area 

are controlled mainly by the free water surface which coincides with the 

ground surface in the lower two-thirds of the slope. In addition to the 

two flow nets, two other simple ground water conditions have also been anal­

yzed as indicated by Skempton and Brown: 94 

c. Horizontal flow, 

d. Flow parallel to the slope, which leads to an extreme upper 

limit for stability. 

The failure probability of the slope will be computed using the 

flow net B, which gives MR(U) = 61 .. 9r kip-ft/ft. The mean resisting moments 

corresponding to the other three different pore pressure distributions are 

given in Table 6.7. The correction for pore pressure, N , as computed from u 
Eq. 5.4 ranges from 0.91 to 1.10 (see Table 6.7). A uniform distribution over 

this range gives N = 1.005 and ~ = 0.06. u u 

6.3.5 . Computation of the Failure"Probability: 

The mean resisting moment based on flow net B is computed from Eq. 

3.50 as 
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Table 6.7 

Mean Resisting Moments Corresponding to Different 
Pore Pressure Distributions 

Assumed Pore 
Pressure 

Distribution 

Flow net A 
(Case a) 

Horizontal flow 
(Case c) 

Flow parallel 
to slope 
(Case d) 

~M (u) 
R 

(kip-ft/ft) 

65.3r 

56.5r 

68.1r 

1 .05 

0.91 

1 .10 

~M = (1.16)(1.005)(0.95)r[0.91 x 0.181 x 104 1 

R 
+ tan (1.01 x 32°) x 62.19J 

= 1.108r (17.1 + 39.2) = (1.108)(56.-3r) 

= 62.4r kip-ft/ft 

and the total uncertainty from Eq. 3.56 is 

2 
Q~1 

R 

+ 49~12 x 0.142 ] 

= 0.0173 + 1 (8.45 + 47.25) = 0.0173 + 0.0175 
56.32 

= 0.0348 
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~ 0.19 

The expected value of Mo is computed from Eq. 3.57, yielding 

6l.2lr kip-ft/ft, whereas ~M = ~ = 0.007 is negligible. The depth of the 
o y 

tension crack is given as 4.5 ft. Only a very small portion of the crack is 

below the free water surface and, therefore, the moment due to the force of 

the water pressure in the crack (=0.005r kip-ft/ft) is negligible compared 

to the overturning moment due to the weight of the soil. 

The failure probability for the most critical sliding surface, 

from Eq. 2. 1 9, is 

1 (62.4r) 1 0 .192 
<p[n 61.2lr -"2. J 

0.19 

= 1 - <P(O.OOl) = 0.50 

The failure probability above is quite high, and since the slide has actually 

failed, we can say that this result is consistent with the observation; in 

other words, with such a high failure probability, failure should be expected. 

6.3.6 Risk-Based Design 

Suppose this slope is to be designed for a risk of 1 percent. In 

this case the desired reliability level of 0.99 may be attained by reducing 

the neutral stresses through adequate drainage. The corresponding intensity 

of the pore pressure can be computed by using the same corrected data as 

follows: 

From Eq. 2.20, the required mean resisting moment is 
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61.21r [cp-l(1.0 - 0.01)0.19 + 1 0.192J 11M = exp -x 2 R 
= 61 .21 r exp (0.458) = 61.21r x 1 .58 

= 97r ki p-ft/ft 

but, from Eqo 3.50 

11M 
R 

= 1.108r [17.1 + tan (32.3°)( 

From Eqs. 6.4 and 6.5 

9 9 
I w. cos 8. - I u. 

i=l 1 1 i=l 1 

9 
97r = 1.108r [17.1 + 0.630 (130.1 I u. )] 

i=l 1 

9 
I u. = 18.4 kip/ft 

i = 1 1 

In the case of no drainage, from flow net B, 

9 
I u. = 67.9 kip/ft 

i=l 1 

(6.4) 

Q, • ) ] 
1 

(6.5) 

Therefore, a 72 percent reduction in the intensity of pore pressure is necessary 

for a reliability of 0.99. Well systems and horizontal drains could be used 

to control the ground water and seepage conditions within the slope, and thus 

achieve the required reduction in the pore pressure. For more information about 

slope stabilization with drainage, the reader is referred to Cedergren. 21 

6.3.7 Design Using Recommended Mean Safety Factors 

For this site, n = 0.48; thus, the recommended computed mean safety 
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factor corresponding to Pf = 10-2 is about 1.59 (see Table 5.14). The re­

quired intensity of pore pressure for F = 1.59 can be obtained from 

9 
[cL + tan ¢ ( L 

F = i =1 
w. cos 8. , , 

9 
- L U. )jr 

. 1 ' ,= 

The substitution of the respective values indicates that a 91 percent (versus 

72 percent obtained in Section 6.3.6 where the required corrections were made 

based on a detailed evaluation of the available data) reduction in the inten­

sity of pore pressure is necessary for a reliability of 0.99. 
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Chapter 7 

SUMMARY AND CONCLUSIONS 

Probabilistic and statistical methods are used to develop a pro­

cedure by which the risk of failure may be systematically analyzed and incor-

porated into the practical design of sloPes. The proposed probabilistic pro-

cedure provides a consistent method for the modeling, analysis and updating 

of uncertainties that are involved in the stability analysis of earth slopes. 

The available data and reported research results, together with experience, 

supply valuable information for determining realistic measures of uncertainties. 

The safety of a particular slope is found to depend not only on the 

inherent variability of the shear strength parameters, but also on the uncer­

tainties in the assessment of their in situ values along the potential failure 

surface and any simplifying assumptions used in the slope stability analysis. 

On the basis of the results bf the preceding chapters, the following 

conclusions can be made: 

1. In the short-term stability of slopes, the uncertainties are due 

mainly to the incomplete knowledge of the in situ value of the 

average undrained shear strength along the potential failure sur­

face. The total uncertainty in the spatial average undrained 

strength, measured in terms of the c.o.v. ~s' is estimated to be 

between 0.14 to 0.25, depending on the degree of soil exploration. 

2. The safety of long-term stability of slopes should consider also 

the errors associated with the approximations in the method of 

analysis and the inaccuracies in the estimation of the pore 
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pressure distribution. The total uncertainty in the resisting 

moment MR is estimated to be between 0.17 to 0.29 for first-time 

slides and is about 0.19 to 0.29 for slopes on pre-existing slides 

depending on the degree of soil exploration. 

3. For slopes in stiff-fissured clays, it is observed that the re-

sisting moment, computed on the basis of the peak shear strength 

parameters without any corrections for the systematic biases in 

the design variables and equations, significantly overestimates 

the actual resistance that can be mobilized in the field. For 

first-time slides this difference is about 26 to 44 percent, 

whereas for slopes on pre-existing slides it is about 55 percent. 

Due to the compensating effect of various factors, this discrep-

ancy is somewhat smaller for first-time slides in intact clays. 

4. For slopes in which the weight of the soil mass above the sliding 

surface is the only external load, the uncertainty in the over-

turning moment is small relative to that in the resisting moment; 

thus, the overturning moment M may be treated as a determinis­o 
tic quantity in the reliability analysis. 

5. The risk level of present slope design (with recommended minimum 

safety factors of 1.3 to 1.5 defined in terms of the lowest 

quartile values of the strength parameters) is found to vary 

between 0.006 percent to 4 percent for short-term stability, where­

as with the safety factor of 1.5 the failure probabilities for 

long-term stability range between 0.06 ·percent to 1.6 percent. 

These failure probabilities are obtained assuming that the various 
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corrections required in the estimation of the resisting moment 

have been considered. If these corrections are not considered, 

designs using simply the laboratory-measured strength parameters 

may yield much higher failure probabilities. 

6. If laboratory-measured average values are to be used directly 

in design, mean safety factors between 1.4 to 4.5 will be re­

quired to achieve a reliability of 99.9 percent. 
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APPENDIX A 

I I I I 

COMPUTATION OF N2 AND 6.2 FOR s FROM PECK'S DATA 

The data given by Peck 79 is shown in Table A.l. From this data 
I I I' 

N2 (s) and 6.2 (s) are computed as follows: 
I J 

Let N2 (S) be the corrective factor for the individual soil speci-

men to account for the effect of mechanical disturbance. For the ith speci-

men it is given as 

(A.l ) 

A \ 

where Si and Si are the undrained strengths measured from block specimens 

(undisturbed) and tube specimens (disturbed), respectively, at the same 

(ith) location. By definition 

s = 
1 n I s. 
n i =1 1 

(A.2) 

n 
A A 

I s = <:: 
...J. n i =1 1 

(A.3) 

I I A 

S = N2 (s) s (A.4) 

From Eq. A.4 

I I s 
N2 (s) = 

S 

However, based on the first-order analysis 
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TableA.l 

Comparison of Shear Strengths of Undisturbed and 
Shelby Tube Samples at Chicago Subway 

A 

N2(Si) Measurement S. S. 
Number: 1 1 

(ksf) (ksf) 

1 0.35 0.31 1 . 13 

2 0.40 0.32 1 .25 

3 0.41 0.28 1 .46 

4 0.42 0.35 1 .20 

5 0.43 0.30 1 .43 

6 0.48 0.32 1 .50 
7 ('\ 110 ('\ '211 , 1111 
I v.'"tJ v.v, I." 
8 0.58 0.40 1 . 45 

9 0.68 0.43 1 . 58 

10 0.70 0.50 1 . 40 

11 0.75 0.56 . 1 . 34 

12 0.87 0.63 1 . 38 

13 0.96 0.65 1 .48 

I I ~ E(s) 
N2 (s) E(g) (A.5) 

From Eqs. A.1 and A.2 

(A. 6) 

Hence, using Eqs. A.3, A.5 and A.6 
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and 
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1 n I' A 

E [- I N2 (5,.) 5. ] 
n . 1 ' ,= 

n 
E [l I S. ] 

n ;=1 ' 

1 -' I A n n N2 (5) E(5) 
= 

1 n E(5) 
n 

I I 

= N2 (5) 

n 
J I I I I I S I I 

N2 ( s ) = E [N2 ( 5 ) ] = N2 ( 5 ) - I N ( 5 ) 
- ns i=l 2 i 

I I 

I I 

VAR(N? (s)) 
I-

I I 

~ . VAR(N2 (5)) = 
VAR(N2 (5)) 

or in terms of C.O.v. 's 

I' 
I I 

~2 (s) = 
~2 (5) 

;n; 
where ns is the number of specimens tested. From the given data one computes 

and 

0.09 = 0.025 
113 
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APPENDIX B 

COMPUTATION OF THE SPATIAL CORRELATION PARAMETER 
v FROM HOOPER AND BUTLER'S DATA 

Let p(A) be the coefficient of correlation for the undrained strength 

values measured at two points within the same segment of the potential failure 

surface that are A distance apart. The spatial correlation between these two 

measurements are assumed to be a function of A. Cornel1 22 suggested that a 
2 

reasonable choice for this function could be e- VA or e- VA for describing 

correlation with distance. If e- VA is chosen, then 

p(A) = e -VA (B.l) 

where v is a spatial correlation parameter to be estimated from data. To es­

timate the value of v, data reported by Hooper and Butler41 about the shear 

strength of London clay is used. A large number of undrained triaxial tests 

were performed on specimens that are 1-1/2 in. in diameter and 3 in. high. 

Samples were obtained either by using 4 in. diameter open-drive sampling 

equipment (U4) or by using hydraulically pushed 1-1/2 in. diameter and 18 in. 

long sample tubes (Ul-l/2). Three specimens were extruded from each of these 

samples and tested at the same lateral pressure in the triaxial cell. The 

means, standard deviations, and coefficients of variation corresponding to 

sets of three U4 and Ul-l/2 samples for various sites are given in Table B.l. 

In the same table the means, standard deviations, and coefficients of variation 

obtained by considering each specimen separately (group size 1) are also shown. 

Let ml be the number of U4 samples and nl be the total number of 

specimens prepared from the U4 samples. Since from each sample three speci-

mens were prepared 
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TableB.l 

Summary of Shear Strength Data 
(from Hooper and Butler, Ref. 41) 

Average Standard Sample Group 
Region Depth n Mean Deviation C.O.v. Type Size 

(ft) s (psf) (psf) 

Block 1 87 47 7000 2000 0.29 U4 3 
139 7000 2250 0.32 U4 1 

27 7250 900 0.12 U1-1/2 3 
79 7250 1300 0.18 Ul-l/2 1 

Block 11 64 74 5200 1400 0.27 U4 3 
212 5200 1700 0.33 U4 1 

Ra i 1 way 60 82 6450 1050 0.16 Ul-l/2 3 
246 6450 1350 0.21 U1-1/2 1 

Block 3 73 31 7000 1000 o. 14 Ul-l/2 3 
92 7000 1200 o. 17 Ul-l/2 1 

(B.2) 

Based on data on samples (group size 3), with the distance between two samples 

being large enough so that the spatial correlation is negligible, one gets 

2 2 
am a 

2 1 
ml a = = s ml nl 

(B.3) 

3 
where a is the standard deviation of the undrained strength computed from ml 
the data on U4 samples (group size 3). 

If the data obtained by considering each specimen separately (group 

size 1) is used, then the correlation among the three sPecimens extracted from 

the same sample should be taken into account, whereas specimens from different 

samples are assumed to be uncorrelated. Correlation coefficient will be the 
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same among the specimens since, the three specimens are all equidistant from 

each other with A ~ 1.75 in. (see Fig. B.l). Therefore, 

P12 = P13 = P23 = p(1.75 in.) 

and 
2 

° 3 3 2 nl 2 2 2 
0 = + -2- ml I I p .. os. oS. s nl i=l j=i+l lJ nl 1 J 

with oS. = 0 = ° , S. nl 1 J 
2 

0 

2 n
1 + 0 = s nl 

3p(1.75 in.) 

2p(1.75 in.) 

+ 2p(1.75 in.)) (B.4) 

where 0 is the standard deviation of the undrained strength obtained by con­
n1 

sidering each specimen separately (group size 1) in U4 sampling. Equating 

Eqs. B.3 and B.4 and simplifying 

p(1.75 in.) 

o ml 2 
= 1.5( a--) - 0.5 

nl 

(B.5) 

Similarly, if m2 is the number of Ul-l/2 samples and n2 is the total 

number of specimens prepared from the Ul-l/2 samples, based on data on samples 

(group size 3) 
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° s = 

2 
om 

2 
n2 
3 
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(B.6) 

where ° is the standard deviation of the undrained strength computed from 
m2 

the data on Ul-l/2 samples (group size 3). 

In using the data obtained by considering each specimen separately 

(group size 1), it is again assumed that only the specimens from the same sam-

ple are correlated. However, due to different distances between specimens 

(see Fig. B.2) the correlation coefficients will be 

Pl2 = P23 = p(~) = p(6 in.) 

P13 = p(2~) = p(12 in.) 

From Eq. B. 1 

p(6 in.) - e -6v 

p(12 in.) -12v 2 = e = [p(6 in.)] 

Therefore, for group size 1 

2 
2 

on 
2 3 3 2 = 2 + I I Os - 2" m2 p .. On n2 n2 i=l j=i+ 1 lJ 2 

2 
on 

= 2 {l + -32 [2 p(6 in.) + p2(6 in.)]} 
n2 
2 

on 
n~ [1 + t p(6 in.) + t p2 (6 in.)] = 

(B.7) 

(B.8) 

where ° is the standard deviation of the undrained strength obtained by con­n2 
sidering each specimen separately (group size 1) in Ul-l/2 sampling. Equating 

Eqs. B.6 and B.8 and simplifying 
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0" 
2 m2 2 

P (6 in.) + 2p(6 in.) + 1.5 - 4.5 ( 0--) = 0 
n2 

Solving for p(6 in.) 

p(6 in.) = -1 + (B.9) 

Substitution of the data given in Table B.l into Eqs. B.5 and B.9 

gives the values of p(A) as shown in Table B.2. From Table B.2, p(l .75 in.) 

and p(6 in.) are computed as 0.61 and 0.47. Corresponding to these values, 

Eq. B.l gives v = 0.28 and v = 0.13, the average of which is 0.21. Only for 

Region 

Block 1 

Block 11 
Rai lway 
Block 3 

Table B.2 

Values of p(A) 

Sample 
Type 

U4 
Ul-l/2 

U4 

Ul-l/2 
Ul-l/2 

p(1.75 in.) p(6.0 in.) 

0.69 
0.29 

0.52 
0.49 
0.62 

one site (Block 1) data exists for both p(1.75 in.) and p(6 in.), and both of 

them give v = 0.21. Based on Hooper and Butler's data v is taken as 0.21, 

and the spatial correlation as expressed by Eq. B.l becomes 

p(A) = e-0. 21A (B.10) 
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A = 611 

Fig. B.2 Ul-l/2 Sampling 
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APPENDIX C 

DERIVATION OF AN APPROXIMATE EXPRESSION FOR PN.N. 
1 J 

The correlation between N and N wi 11 be due to those s. S. 
1 J 

the same for both s. and s .. Using Eq. 2.12 one can write 
1 J 

n 
0 

Ns . = 11 Nk(si) 
1 k=o 

n 
0 

N = 11 Nk (s j) s . k=o J 

factors 

(C.l ) 

(C.2) 

For simplicity in notation and in order to get a general expression, consider 

two random variables Zl and Z2 given as 

n 
Zl = Xl .. X2 

.. . .. X = 11 Xk n k=l 

n 
Zl = Y, .. Y2 

.. . .. Y = 11 Yk n k=l 

Pz Z ' the coefficient of correlation between Zl and Z2' is 
1 2 

n n n 
E [ ( 11 Xk)( 11 Yk)] - E( 11 Xk) E ( 

k=l k=l k=l 
PZ1 Z

2 
= 

I VAR ( 
n I VAR ( 

n 
11 Xk) 11 Yk) 

k=l k=l 

(C.3) 

(C.4) 

n 
11 Yk) 

k=l 

(C.5) 

It is assumed that only Xk and Yk, k= 1, 2, ... , n, may be 
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correlated, with the corresponding correlation coefficients denoted by Pk, 

k = 1, 2, ... , n. The following expressions are obtained based on the 

Taylor series expansion about the mean values and assuming that terms involving 

third and higher degrees of the c.o.v.·s are negligible. 

n n 
E( II Xk) = II Xk k=l k=l 

n n 
E( II Y k) = II Yk k=l k=l 

n n n n 
E[( II Xk)( II Yk)] = II Xk) ( II Yk) 

k=l k=l k=l k=l 

+ 12 
n aZl az 
L (_. ) ( ay2) COV 2 k=l aX k 0 k 0 

n n n 
= II Xk)( II Yk)[l + I Pk 6 k (X) 

k=l k=l k-' 

n 
VAR ( II Yk) ~ 

k=l 

-I 

n _ 2 n 
II Xk) [ L 6

2 (X)] = 
k=l k=l k 

n _ 2 n 
II Yk) [ L 62 (Y)] = 

k=l k=l k 

6 L (Y)] 
K 

(Xk,Y k) 

where 6k(X) and 6k(Y) are the c.o.v.·s of Xk and Yk' respectively. Substituting 

these equations into Eq. C.5 and simplifying, one gets 
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n 
k~l Pk 6k (X) 6k(Y) 

PZ1 Z
2 

~ 6
X 

6y 
(C.6) 

From Eq. C.6, the correlation between Nand N can be expressed as s. s . 
1 J 

(C.7) 

In this study it is assumed that Pk = 1.0 for those corrective 

factors that are the same for both s. and s., and Pk = a otherwise. For 
1 J 

example, if the same kind of mechanical disturbance during sampling occurs 

in two layers, then the same corrective factor would be used, and N2(si) and 

N2(Sj) would be perfectly correlated (i.e., P2 = 1.0). 

those corrective factors for which Pk = 1.0, then 

PN.N. = 
1 J 

PN.N. = 

1 J 

I 6k(S.) 6k(S.) 
{n } 1 J 

c 
6 6 s. s . 

1 J 

I 6~(S) 2 {n } 6 .. (s) 
c = lJ 

6 6 6 6 s. s· s. s . 
1 J 1 J 

Thus, if {n } denotes 
c 

(C.8) 

(C.9) 

where 6~ .(s) is the sq,uared sum of the C.O.v. IS of those corrective factors 
1 J' . 

that are the same for both s. and s .. 
1 J 
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APPENDIX 0 

MEAN, VARIANCE AND COVARIANCE OF s. BASED 
ON REGRESSION ANALYSIS 1 

The estimators a and 61 could be treated as random variables de­

noted by A and B, respectively (Benjamin and Cornel1 4 ). Then, from Eq. 3.24 

s. = A + Bz. 
1 1 

(D. 1 ) 

The expressions for E(A), E(B), VAR(A), VAR(B) and COV(A,B) as obtained from 

Mood and Graybil1 72 are 

E(A) = a 

E(B) = b 

VAR(A) = 

VAR(B) = 

COV(A,B) 

2 -2 ° .-l (1 + z 
VAR(z) ns 

2 Os 
ns VAR(z) 

2 -Os z 
- - -n ~V:-;:-A=-R --;('--z""-) 

s 

The expected value of s. is 
1 

and the variance 

E(A) + E(B z.) 
1 

(D.2a) 

(D.2b) 

(D.2c) 

(D.2d) 

(D.2e) 

(0.3) 



198 

VAR (s.) = VAR (A) + z~ VAR (B) + 2 z. COV (A,B) (0.4) 
1 1 1 

Using Eqs. 0.2c, 0.2d and 0.2e one gets 

2 - 2 as (z. - z) 
VAR (5;) = ~ [1 + VlR (z) ] (0.5) 

For two segments (for example ith and jth) within the same stratum 

A 

s. = A + B z. 
1 1 

A 

s. = A + B z. 
J J 

A first-order approximation of the covariance between ~. and ~. is (Benjamin 
1 J 

and Cornel1 4 ) 

COV (s" s .) 
1 J 

as. as. a~. a~. 
~ ( al) ( (1) cov (A,A) + ( al) ( a~) cov (A,B) 

o 0 0 0 

a~ . as . a~ . a~ . 
+ ( a~) ( (1) cov (B,A) + ( a~) ( a~) COV(B,B) 

o 0 0 0 

= VAR (A) + (z. + z.) COV (A,B) + Z.z. VAR (B) 
1 J 1 J 

2 as {z. - i)(z. - i) 
= ~ [1 + 1 VAR (Z1 ] (0.6) 



-* 

199 

APPENDIX E 

RELATION BETWEEN MEAN SAFETY FACTOR AND CORRECTIVE 
FACTOR Nf FOR SHORT-TERM SLOPE STABILITY 

Consistent with the first-order approximation 

(E.l ) 

where MR is the mean resisting moment determined from the adopted function 
A 

f and based on the corrected component random variables. Since the slopes 

have failed, it may be assumed that ~M is equal to M ; therefore, 
R 0 

(E.2) 

Due to detailed soil investigations in the failure cases, the soil strengths 

at the site are accurately determined, and thus the errors and uncertainties 

associated with their assessment are reduced to a minimum (Meyerhof 71
). Ac-

cordingly, the mean safety factors computed for the failure cases, such as 

-* those given in Table 4.15, can be expressed in terms of MR as 

-* Mn 
F = K 

M 
0 

Hence, from Eqs. E.2 and E.3 one gets 

Nf = 
F 

(E.3) 

(E.4) 
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APPENDIX F 

COMPUTATION OF THE STATISTICAL PARAMETERS OF s FOR THE 
FIRST LAYER BASED ON REGRESSION ANALYSIS 

From Eq. 0.3 

-0.051 x 9.5 + 1.77 = 1.29 ksf 

-0.051 x 16.5 + 1.77 = 0.93 ksf 

From Eq. 0.4 

= 0.51
2 

[1 + (9.5 - 14. 0) 
2 

] = 1. 71 x 10-2 (ks f) 2 
38 3.672 

0.51 2 (16.5 - 14.0)2 ] 
= 38 [1 + 2 = 

3.67 
1.0 x 10-2 (ksf)2 

From Eq. 0.6 

= 0.51
2 

[1 + (9.5 - 14.0)(16.5 - 14.0) ] 
38 3.672 

= 0.12 x 10-2 (kSf)2 

Since the lengths of the segments within a layer are equal, therefore, for 

the first layer 
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- 1 s = 2 (1.29 + 0.93) = 1.11 ksf 

/ i -2 -2 -2 = 4 [1.71 x 10 + 1.0 x 10 + 2 x 0.12 x 10 ] 

= 0.086 ksf 

c.o.v. = 0.086 = 
1 . 11 0.077 
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APPENDIX G 

ANALYSIS OF THE COHESIONLESS LAYER 

The resultant earth pressure of the cohesionless layer is taken 

as llcos a times the horizontal component of earth pressure at rest 
o 

(Ireland 43
). This could be expressed as (see Fig. G.l) 

where: 

p 1 h2 K 
o = "2 Yo 0 0 cos a 

o 

Yo = average unit weight of the cohesionless layer 

ho = thickness of the cohesionless layer 

Ko = coefficient of earth pressure at rest 

(G.l ) 

a = angle of inclination of the resultant with respect to the o 

horizontal 

The point of application of the resultant is assumed to be the lower third 

point of the depth of the cohesionless layer (ho/3), and the resultant is 

assigned an inclination equal to the average friction angle ¢ with the normal 
o 

to the surface of sliding (Ireland 43
). The resultant shearing strength, So' 

due to the cohesionless layer is 

s = P sin cb -0 0 '0 

or 

S 1 h2 K sin ¢o = 2' Yo 0 0 0 cos 0.
0 

(G.2) 

and the resisting moment 
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cos a 
o 

with 0.
0 

= Bo + CPo (see Fig. G.l). 

sin cP r 
o 

(G.3) 

The main uncertainty in MR is due to the model used in the com­
o 

putation of the resultant earth pressure. In order to account for this 

modeling error associated with Po' a corrective factor, Np , will be inserted 
o 

into Eq. G.3. Accordingly, MR can be expressed as 
o 

MR = 1 Np Y h2 K 
o "2 0 0 0 0 

sin cP r 
o 

(G.4) 

Assuming that Ko and CPo are statistically independent, the first-order analysis 

gives 

1 
Np Y h2 K 1 

sin CPo r 11M !:::! 

2 0 0 cos (8 + CP. ) 
Ro o 0 o 0 

(G.S) 

0,2 0,2 + 0,2 + [cot ¢ + tan ,2 cp2 0,2 - aoJ 0 MR P Ko 0 CPo 
0 

0 
(G.6) 
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h 
o 

Sand and 
Miscellaneous Fill 

Fig. G.l Resistance Due to Cohesionless Layer 




