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Abstract

Flight delay is a significant problem resulting in the wasting of billions of
dollars each year. Although this problem has been investigated in previous
studies, all these previous studies rely on the historical records of flights
provided by other agencies. Our work utilizes the emerging Internet of
things (IoT) paradigm. It is now possible to collect and analyze sensors
data in real-time. Our goal is to improve our understanding of the roots and
signs of flight delays in order to be able to classify a given flight based on the
features from flights and other data sources. We extend the existing works
by adding new data sources and considering new factors in the analysis
of flight delay. Through the use of real-time data, our goal is to establish a
novel service to predict delays in real-time. In this project, we made a novel
approach to collect the real time data from distributed sensors to study the
flight delay. We create regression models to classify flights whether these
flights are on-time or delayed as well as predicting how many minutes
the delay would be. There are three main steps we conduct: first, we
build a crawler to crawl the data from the pre-specified IoT data sources.
Second, we implement an integration algorithm to integrate the data of all
data sources using temporal and spatial criteria. Third, we conduct the
analysis on the data with the aim to build a prediction model that could
classify the flights and predict the delay time. This conducted analytical
study provides three cases studies: Australia, China, and Europe. In
addition, this project shows high correlation among the collected data. In
addition, it shows that the prediction models in all case studies achieves
very high accuracy. Comparing our models to others in previous studies,
our model brings new factors that have impact on the flight delay as well
as accomplish higher precision and recall.
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Chapter 1

Introduction

With the rapid advances in the economy, air traffic has become one of the
main means in the transportation industry, but the air traffic is suffering
from the flight delay problem. Flight delay is a longstanding problem with
the aviation industry, which massively affects the productivity of airlines
and airports around the world. Thus, this problem cannot be ignored
due to its impacts on the economy worldwide. Direct and indirect losses
of flight delays are mind-blowing in terms of cost and span. A study
by the National Center of Excellence for Aviation Operations Research
(NEXTOR) estimates that the annual cost of air transportation delays only
in the US surpass $32.9 billion in the year 2007 [23]. This number includes
$8.3 billion airline component (consisting of increased expenses for crew,
fuel, and maintenance, among others), $16.7 billion passenger component
(based on the passenger time lost due to schedule buffer, delayed flights,
flight cancellations, and missed connections) and $3.9 billion cost from lost
demand. The indirect costs of flight delays can also be much higher in
terms of the number and the span.

Many recent studies have investigated the flight delay problem in order
to discover the issues that cause delays. Flight delays are often subjected to
be caused by a number of sources of irregularity. However, many existing
features and potentials are dismissed because the flight delay problem is
very complex. Statistical studies suggest that nearly 20% of the flights are
delayed for various reasons [2][4]. In particular, weather is responsible for
nearly 75% of delays [24]. Moreover, due to the recent changes in weather
patterns as an effect of global warming, we expect to see it a rise in those
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numbers as a result of increased harsh conditions.

It is a fact that each airport and airline operate with limited resources
including airport capacity, number of aircrafts, number of flight crews and
etc. Thus, many bottlenecks lead to delays in the scheduled flights. Based
on the Federal Aviation Administration (FAA) policy, any flight departs
or arrives after 15 minutes from the scheduled time is considered delayed
[1]. Therefore, many researchers have studied this phenomenon in order
to identify the major factors that cause the flight delay.

Previous studies of the flight delays assess this problem using the his-
torical records that have been obtained from the bureau of transportation
or the FAA [6][9]. In this project we use real-time IoT data to investigate
this problem. We identify some important factors, which can suggest that
a scheduled flight is going to be deferred. We provide a statistical analysis
of the delays and their possible origins or signs. Furthermore, in this study
we create a predictive model to predict the flight status in the future. We
classify the flight status based on real-time sensors’ data.

Prediction and analysis of flight delays are useful to reduce the direct
and/or indirect associated costs. However, due to the highly dynamic en-
vironment, relying on a single historical dataset of flight delays in previous
works [25] [29] may not be sufficient. For instance, the users of a flight
delay prediction system would be interested to find out the chance of the
delay for a scheduled flight rather than a flight in the past.

The emerging paradigm of the Internet of Things (IoT) aims at establish-
ing a worldwide pool of sensors to interconnect physical devices [26] [3].
Thus, sensors will become the main generator of data on the Internet and
enable a ubiquitous sensing of the environment. Based on the IoT data,
Context-Aware Computing [27] can increase the effectiveness of the flight
delay analysis. We use the following scenario in Figure 1.1 to illustrate this
idea.
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Figure 1.1: Online Service Scenario

In this study, we tackle a number of technical challenges to enable real-
time flight delay analysis based on the IoT data. To the best of our knowl-
edge, due to privacy issues, the access to the real-world IoT data remains
very limited. In addition, none of the previous works has investigated
the connection between contextual IoT data and flight schedules. In this
project, we crawl and use real- world datasets to identify the correlation of
the different data sources which consist of flight, weather and air quality
data sources. We summarize our contributions as follows:

1. We create an IoT search engine to crawl the data from publicly avail-
able websites. In our crawler, we identify and standardize a set of
steps to facilitate the Extract, Transform and Load processes in ac-
quiring IoT data. In the context of IoT, users would normally be less
interested in finding the pages of things (unlike finding Web pages
in the Internet). Thus, we add the analysis of the flight delays to
enhance the interests of the users in the result.

2. We crawl IoT data from different data sources. We examine the cor-
relation between different datasets and the projected flight delays
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dataset. We use two machine learning models. First model is mul-
tiple logistic regression to classify flights whether they are on-time
or delayed. Second is multiple linear regression to investigate the
effectiveness of each feature base on the crawled datasets and predict
the delay time.

This study is a significant step as we obtain the data from IoT data sources
in real-time. We also consider novel features and new data sources in our
study. There are many applications to the results of our study. This project
would be beneficial for helping all stakeholders. One of the applications is
to enable airlines and airports to identify the sources of delays and resolve
the issues in a short time. Moreover, customers can select the best flight
for their journeys and get recommendations for flights with lower risks of
delay, where it is applicable.

As mentioned above, we use various IoT data sources such as flights
and flights schedules data, air quality data and publicly available weather
stations records, all in real-time. The novelty of our work lies on the idea
of correlating different datasets together rather than focusing on trends on
a single dataset. This enables us to more effectively analyze the environ-
mental and organizational features, which suggest that a given flight is
going to be delayed. We identify a set of features from our dataset and use
multiple linear regressions and categorized factor analysis to study their
correlations. In the first step of our work, we focus on the domestic flights
in two countries including Australia and China and international flights
in some selected capitals. We plan to extend our study by including more
regions and international flights. Furthermore, we anticipate that in the
second part of our project, we develop a novel service to classify scheduled
flights based on the trained model.

1.1 Motivating Scenario

Assume Alice has an important meeting in another city, and the best way
to attend that meeting is to travel by airplane. She arranges everything,
and she plans to arrive just in time before the meeting starts. She does not
want to go a night before and waste her time. So, on the day of her flight,
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Alice arrives at the airport and discovers that her flight is delayed. She also
notices that there is another flight, which is operated by different airline
which is going to the same destination on the same time and on-time. Then
she asks herself this question ”why did I not select that flight?”. In our
study, we will enable such customer to determine the status of the desired
flight in the future. We will create a service that can classify the flights
based on new and real-time data. Figure 1.2 shows the abstract idea.

Flight Data Weather Data AQI Data

Flight Delay Prediction System

Prediction

Figure 1.2: The Flight Delay - Abstract Idea

1.2 Project Benefits

The outcome of our project is a service that can predict the flight status
in the future.

1. Travelers can utilize our service to reduce the chance of encountering
unwanted flight delay. The can be able to plan their journeys effec-
tively with the best options of flights. They can know in advance the
status of the desired flight.

2. For airlines, this service will benefit them to improve their perfor-
mance and engagement with their customer. They can be capable to
manage their operations when they anticipate their flights future.

3. Flight delay has a large negative impact on the airports. When there
is a delayed flight, that can increase congestion [3]. Also, it will
impact the airports’ management operations [7][8]. So, having this
service, airports can alleviate the negative impact in advance impacts
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by predicting the delays in advance. Furthermore, many airports and
airlines can use this service to reduce their dependency on relatively
expensive environmental data. This is achieved by using publicly
available data, which is free.

1.3 Project Goals

The main objective of this project is to develop a better understanding
toward the flight delay issue and develop a novel system that can identify
the significant factors that contributes to the flight delay. We use new
and real-time data to study this problem. Considering such data requires
developing a tool that could help to collect the data we are targeting.
Therefore, we are building a novel approach for that purpose. We aim to
develop machine learning algorithms to classify flights and predicts the
delay time for every individual flight.

1.4 Document Purpose

The main purpose of this document is to summarize the work I have done
in my Master project. Firstly, this document highlights on the related work
in this research area. Secondly, it presents the key background knowledge
and the approaches applied in this project. Thirdly, it summarizes the
comprehensive statistical analysis conducted for this project. Fourthly, it
describes the implementation in details and the experimental results for
evaluating the machine learning models.
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Chapter 2

Related Work

This problem is not a new problem, and it has been considered by many
researchers. Here it is the most relevant work to our work.

In [1] the authors analyzed the time factor influence of the flight delay
in twenty airports in the US. They observed the changes of the delay rate
using historical data. Their investigation aim was to predict the delay
of each period based on their mode. They used ANOVA and k-means
clustering model in order to demonstrate the periodic of the delay rate.
After that they applied the Fast Furious Transform to find the period of
the delay. Although their model was able to predict accurately for the
first airport they were studying, they found out that their model should be
improved in order to be applied to the other 19 airports. However, they
did not consider the airline influence.

Liu and Yang studied in [2] the flight delay propagation in the flight
chain. So they proposed a new algorithm that could estimate the delay
from the beginning in order to to determine how much time the flights
in chain could be delayed. Authors of [2] did not focus on the potential
causes of the delay. They only modelled the problem utilizing the Bayesian
Network.

Liu and Ma (2009) the authors of [3] analyzed how flight delay is influ-
enced by delay propagation using Bayesian Network. First, they investi-
gated the correlation between the departure delay and the arrival delay
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at a particular airport. They found that the majority of delays happens in
the period between 8 am and 9 pm. They measured the delays as light,
medium, or heavy. They proposed that canceling flights when there is a
heavy delay in the chin will relief the problem. Even though canceling
the flights will definitely help other subsequent flights in the chain to be
on-time, other factors that may cause the flight delay should be taken in
account.

In the study in [4], authors studied the major factors that contribute to
flight delay. They developed a model to predict the flight delay using
historical records of Denver International Airport. Basically, their model
considers two types of delays. First is daily propagation patterns that
might be caused by crew connection problems, propagated delay from
previous flights, or other factors. Second is seasonal trend where weather
or seasonal demand have impact on it. However, as in [1] predicting
the status of the flight in the future would require additional dynamic
resources that could enrich the model.

In [7] the authors looked at how the arrival delay could be propagated
and impact the other subsequent flights in the stream. They believe all
these types of delay only happen in busy hub-airports. They created three
models. First, they had a propagation model after they investigated the
relationships among flights. After that, they came up with an arrival delay
model using Bayesian Network. Then they discussed the propagation
delay in the hub-airport. They claim that the arrival delay is the source
that mainly cause the departure delay.

Geng in his paper [11] provided statistical analysis of the flight delay.
He listed all potential factors that may cause the flight delay. Some of
these factors are airports, airlines, passengers, public safety, weather, fuel,
departure control system, and air force. All these factors are actually play a
role on the flight delay. Then he discussed some countermeasures in order
to deal with the flight delay.

In [12] the authors focused on study the flight delay problem based
on the random flight point delays. They used series analysis on airline
data and presented an influence factor model of the random flight points.
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The basic idea of this model is to combine the Bayesian Network with the
Gaussian Matrix Model? expectation maximization algorithm. This model
can predict the delay of the downstream.

As the best of our knowledge, there is no study has considered the real-
time data to investigate the flight delay. In [1] the authors recommend
for the future work to combine the analysis of historical data with real
time data. That would predict the on-time performance of any airport.
Our work will consider the real time data to predict the performance of
individual flights.

Rebollo an Balakrishnan in [9] presented a new model to predict the
flight delay. They consider the temporal and the spatial delay states as
explanatory variables. Their approach is to predict the delay sometime in
the future between 2 to 24 hours. They use the Random Forest algorithm
to do so. Although this model predicts the flight status in the future, the
aforementioned interval seems too short because people require time more
than that when they book their flights.

Cheng 2014 [18] developed a prediction model for flight departure delay.
First, he studied historical data for finding the main factors that cause flight
delay. These data are weather, holiday influences and hourly pattern. After
that, he used these factors as variables of mixed function to combine the
weight function to a smoothing spline model with ARIMA models. His
model can estimate delays for each flight on a specific day and hour and
show a high accuracy result. It achieves actual probability is 91.8% with a
delayed more than 60 minutes and the model achieves 2.78% with delayed
more than 120 minutes.

In addition, some researches used machine learning method based on
graph theory. Qianya .et al 2015 [19] developed a new analysis method
which analyze and predict the delay during the flight based on Bayesian
Network They tested the series experiments on actual airline data and the
results show high accuracy 81.95%. Liu .et al 2008 [20] also used Bayesian
Network to estimate the arrival delay and the propagation delay. They
focused on one busy hub-airports and discuss the influence of propagation
between the flights belonging to same air company.
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Alonso and Loureiro 2015 [21] studied the flight departure delay. They
focused on Porto Airport, and they treated the problem of predicting flight
departure delay as an ordinal classification task and a suitable approach,
based on the so-called unimodal model, is used to predict the delay. The
unimodal model is implemented using neural networks. For comparison
purposes, they also implemented the binomial model using trees( Hastie
et al. 2009 [22] ) . The neural networks outperform binomial model. It also
obtained a better result using only half of the predictor variables used by
the tree to predict the departure delay.
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Chapter 3

Background and The Internet of
Things (IoT) Data Sources

3.1 Background

In this section, several key conceptions that are referred to throughout
this thesis are explained. It is important to understand these conceptions
since they provide the foundation on which the project is built.

As stated above, this study will be based on the data produced from the
distributed sensors. Doing that will definitely require an approach that
help us to obtain the real-time data from their sources. Actually, in the
beginning we will use several sources such as 24FlightRadar, Xively, waze,
and others. Each source provides different type of data. Then we need
to build a crawler discussed in [10] to collect the required real-time data
from the aforementioned sources. After collecting the data, we will need
to clean the data. Additionally, we will need to explore it by visualizing
it and get familiar with it. That will help us to investigate the correlation
among all collected variables in order to observe the potential impact of
them on the flight delay. Furthermore, when you look at the flight delay
problem, you would realize that there are several elements involved in it
such as airports, airlines, weather, and others.

3.1.1 Internet of Things IoT
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The IoT is the network of physical objects, and these objects are em-
bedded with electronics, sensors, software [16][7]. These objects are also
provided network connectivity. So they are able to collect and exchange
data.

The Internet of Things paradigm increases the ability of objects commu-
nication among each other. A thing can be anything such people, items,
animals, etc. This paradigm will help to reduce the amount of human
intervention with physical objects [16][17] because these objects will be
smart enough to determine the surround situation and act based on that.

3.1.2 Multiple Linear Regression

It is a statistical method, and it is used to study and measure the re-
lationships among variables in form of a function. The variable that we
want to predict is called the dependent variable. The variables that are
used to predict the dependent variable are called predictors. These pre-
dictors determine the value of the independent variable. In our study we
will use this technique in order to identify the major factors that cause the
flight delay. As well, we will use this approach to determine the delay at
departure for each flight.

3.1.3 Principal Component analysis

It is a mathematical approach that is used to convert the number of corre-
lated variables into less number of uncorrelated variables called principal
components. The purpose of this method is to ease the interpretation of
these complex variables.

%chapterThe Internet of Things (IoT) Data Sources

3.2 The Internet of Things Data Sources

In order to be able to investigate the flight delay and implement a pre-
diction system, we must have an adequate real-time datasets. Since all the
previous studies only considered the historical data of flights and weather,
our data model will be based on new and real-time data. As a result, we
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use real-time data obtained from sensors publically distributed in order
to explore and analyze the flight delay phenomenon. We develop a novel
approach to collect the real-time datasets we need in our study. In the
subsequent sections, we describe the crawler engine we use. In addition,
we provide a full description for each one of the real-time data sources
along the features that we can extract.

This chapter describes the real-time data sources used in this study. The
real-time investigation and prediction study has been conducted based on
the Internet of Things data. We use three various real-time data sources:

1. Real-Time Flight Data

2. Real-Time Weather Underground Data

3. Real-Time Air Quality Index

Our main goals for this research are to identify the most important
factors that contribute to the flight delay, to create a model that predict the
possibility if an individual flight would be on-time or delayed, and finally
to estimate the magnitude of this phenomenon. In the next section, we
describe a subset of real-time data sources types with some examples that
we use in this research. Then, we discuss all features from the data sources
in order to provide some understanding of each one of them.

3.3 Data Sets

3.3.1 Real-time Flight Data

There are several data sources which provide live data of flights every
day. They leverage data from several resources such as air traffic control
systems. More importantly, they utilize the network ADS-B ground sta-
tions. As in Figure 3.1, Flightradar24 is an example of real-time data source
that offer substantial data of large number of flights around the world. We
can realize the flight number, the origin, the destination, the scheduled and
actual departure time, the scheduled and actual arrival time, the aircraft
type, and many other flight details. Figure 3.2 shows the feature list we
extract from the FlightRadar.
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Figure 3.1: Information of a flight from FlightRadar24 [13]

Airport

Origin/Destination

Time of day

Time of week

Departure/Arrival Delay

Flight Number

Aircraft Type

Airline

Scheduled/Actual Departure

Scheduled/Actual Arrival

Country

International/Domestic

Figure 3.2: Flight Radar data source features list [13]

3.3.2 Real-time Weather Data

Many weather websites incorporate real-time weather data obtained
from various weather and climate agencies. These sources offer wide
range of relevant weather information. They deliver their data in various
format such as XML or map format. Weather Underground is one of the
well-known data sources that provide live weather data. Its large network
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includes more than 180,000 weather stations see Figure 3.3. In Figure 3.4,
we can see the feature list of the weather underground data source.

Figure 3.3: Weather information from WeatherUnderground [14]
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Figure 3.4: Weatherunderground data source features list [14]

3.3.3 Real Time Air Quality Index Data

An air quality index (AQI) ( Figure 3.5 ) is an index that indicates the
quality of air in a place. This number is measured by monitoring the air
data, and this index reflects the air quality standards. It tells how the good
or bad the air quality is. Figure 3.6 shows the feature list of this data source.
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Figure 3.5:AQI of Beijing City, China from Air Quality Index [15]
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Figure 3.6: Air Quality Index data source features list [15]

We spend sometime on each one of these sources in order to understand
the features and data they provide. All of these sources offer their data
through APIs. We use these APIs in order to retrieve the data in our
machine.
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3.3.4 Features Description

This section will describe features we get from IoT sources. These features
will be used later in our analysis while studying the flight delay problem
and creating the predective model.

Real Time Flight Data

Table 1: Features of flight data
Feature Description
Time of day This feature represents the time of the flight dur-

ing the day.
Day of week This feature represents the day of the flight dur-

ing the week.
Departure/Arrival Delay This feature represents the departure delay and

the arrival delay of the flight in minutes.
Origin/Destination This feature represents the origin airport, city,

country of the flight.
Airport This feature represents the airport where the

flight departs or arrives.
Airline This feature represents the airline that operates

the flight.
Scheduled/Actual Departure This feature represents the scheduled/actual de-

parture time of the flight.
Scheduled/Actual Arrival This feature represents the scheduled/actual ar-

rival time of the flight.
Aircraft Type This feature represents the airplane type of the

flight.
Flight Number This represents the flight number.
International/Domestic This feature represents if the flight domestic or

international.
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Real Time Weather Data and Air Quality Data

Table 2:The features of weather and air quality data
Feature Description

Temperature This feature represents the current temperature of the
weather at the airport where the flight departs or ar-
rive.

Dew This feature represents the dew at the airport.
Humidity This feature represents the Humidity at the airport.
Wind Direction This feature represents the Wind Direction at the air-

port.
Wind Speed This represents the Wind Speed at the airport.
Wind Gust This feature represents the Wind Gust at the airport.
Wind Chill This feature represents the Wind Chill at the airport.
Raining This feature represents the Raining at the airport.
Snowing This feature represents the Snowing at the airport.
Visibility This feature represents the Visibility at the airport.
Pressure This feature represents the Pressure at the airport.
Heat Index This feature represents the Heat Index at the airport.
aqi This feature represents the air quality index at the

airport.
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Chapter 4

The Crawler and Data Collection

4.1 The Crawler

Since there is no a ready tool for collecting data from the targeted IoT
data sources, we develop a novel tool based on ThingSeek search engine
[10] [30]. To minimize the required amount of work when collecting data
from a new source, we have broken down the crawling procedure into a
certain set of steps in a unified framework.

In the first step of crawling, a URL generator initializes the queue of
queries. Each entry in the queue is supplied with certain parameters to
construct a query to a page or a specific location. The parameters can
be the time window, the boundaries of the querying region and/or other
parameters. Then for each entity in the queue, a reader function reads the
selected part of the page, and the contents are converted to a set of vectors
and refined using a refiner. The refiner basically bind all read data from the
previous step into subsets. The data for each subset is separately held until
all subsets are refined where we merge all of the subsets of the resource’s
data. In this step, a specific enricher can be possibly used to collect the
missing information, if any, from other sources. This can, for example, fill
the incomplete fields such as IP address by acquiring them from Shodan.
Finally, the collected data from different sources are integrated and stored
on a distributed back-end.
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Due to the size and dynamics of the sensor-generated data, IoT data
sources often provide a subset of their data with a call to their API.
Thus, pagination techniques such as location-based queries are deployed
to present the data. We use the same mechanism through implementing
the URL generator. The URL generator plays a key role in adjusting the
workload on the data source. It converts a set of spatial segments to a
sequence of queries which can be submitted via the API of the data source.
Thus, a highly populated area can be placed multiple times in the process-
ing queue while an empty area may appear only once (or not appear) in
the queue. For example, through a URL generator, URL b will be repeated
three times for others during a scan as it contains more dynamic objects
than others.

To accomplish the data collection process, we need a tool that achieve
this task. It was a tricky task to perform since there is no a ready tool
that enables us to collect the required data. Therefore, we built a crawler
in order to obtain the data from the aforementioned data sources using
the proper API for each data source. The idea of building this tool was
explained in [10].

We have developed our crawler using a set of tools to collect, process
and visualize the dataset. Some of the tools we used are as follows: R pro-
gramming language, SparkR, Apache Spark 1.4.1 and Rails framework. We
initialized the crawler with around 3 data sources for air quality, weather
watch and aircraft tracking.
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Figure 4.1: ThingSeek Search Engine [10]

As mentioned above, we will target the IoT data sources. For that reason,
we borrow idea of implanting a crawler based on ThingSeek search engine
in [10] [30]. We use the structure in order to be able to gather the required
data for the targeted data sources. The following section will discuss the
data collection phase including all steps as shown in Figure 4.1.

Input: IoT Data Source
Output: Data Matrix from The IoT Data Source
URLs = Generate list of URLs for the targeted data sources to start
reading the data from;
for i = 0 to length(URLs) do

Read the from each URL individually using the API of the IoT
data source;
Refining the response from URL by transforming the read data
into data matrix;

end
After reading the data from the IoT data source, Store the data matrix
.

Algorithm 1: Crawling algorithm

4.2 Data Collection

4.2.1 The Collection Process
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The data collection process depends on the steps mentioned in the
crawler procedure. For any IoT data source we need to create a sepa-
rate crawling procedure. We build a function for each step: generating
URLs, reading data, refining data, and finally merging data. In the first
step, a URL generator function generate a list of queries for the IoT data
source using the API of the IoT data source. Each entry in the list is sup-
plied with particular parameters to build a query to a page or a specific
location. In the second step, a reader function will start reading each entry
in that list. Then the refine function will refine the read content to be ready
for the merge step. Finally, the merge function combine all read data for
each entry in just one container. After having the data of a particular data
source, we store it in our machine to be ready for the cleaning phase.

We crawl the IoT data sources and collect the data from the distributes
including flights, weather and air quality sensors. In the beginning, our
goal was to improve our understanding of the roots and signs of flight
delays in order to be able to classify a given flight based on the features
from flights and other data sources. We extend the existing works by
adding new data sources and considering new factors in the analysis of
flight delay. Through the use of real-time data, our goal is to establish a
novel service to predict flight delays in real-time.

In our project we have constructed three different case studies. We con-
sider specific criteria such as the weather factor, air quality factor, spatial
size for cities, and distance between cities to select the areas. We study
the flight delays issue in three case studies: China, Australia, and Europe.
In those regions, we select the cities based on the previous criteria as we
explained above.

Each data source has several variables. We referred to those variables in
the chapter 3.

The temporal scope of the collected data for this study was from April 1st
to September 30th 2016. The spatial scope included three various places:
China, Australia, and Europe. The time of collection for the data was
consistent since we use three blocks for each day: 14-16 pm to collect the
data for China case study, 16-18 pm to collect the data for Australia case
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study, and 20-22 pm to collect the data for Europe case study. The raw data
we get from the IoT data source is in json format.

Our data collection process is fully automatic. We utilize the crontab
jobs in Mac systems. We automate the collection for each case study based
on the specified time. Hint: We discovered later on that RStudio framework
has built this feature in the newer version. We downloaded it, it does the
same thing like crontab but in a graphical user interface.

The flight data consists 1,134,000 , 2,394,000 , and 810,000 records for
Australia, China, and Europe respectively. The weather data contains
234,000 , 360,000, and 4,500,000 records for Australia, China, and Europe
respectively. The air quality index data consists 14,580 , 558,000 , and
396,000 records for Australia, China, and Europe respectively.

29



4.3 China Case Study

4.3.1 Flight Data

We select 7 airports in 7 big cities in China. The cities are: Beijing (PEK),
Shanghai (SHA), Guangzhou (CAN), Wuhan (WUH), Chengdu (CTU),
Harbin (HRB), and Dalian (DLC). We collect all flights among these cities.
The number of flights is 800 flights. The distribution of the number of
flights varies according to the city size and the population number. The
airlines operate the flight between these cities are: China Air (CA), Shang-
hai Airlines (FM), China Eastern Airlines (MU), China Southern Airlines
(CZ), Juneyao Airlines (HO), Hainan Airlines (HU), Xiamen Airlines (MF),
Sichuan Airlines (3U), Shandong Airlines (SC), Chongqing Airlines(OQ),
Grand China Air (CN), Shenzhen Airlines (ZH), Spring Airlines (9C), Tibet
Airlines (TV), Beijing Capital Airlines (JD), Chengdu Airlines (EU).

Figure 4.1: Sample of the flight records we get when we run the crawler - China
Case Study

4.3.2 Weather Data

The process of collecting the weather data for a country differs from the
process we do when we collect flights data. To collect the flight data, we
need to prepare the flights data set in order to allow the crawler to check
them online and bring all the required records. However, to collect the
weather data for a particular country such as China, we need to write a
function to instruct the crawler to fetch the data from the stations that are in
the range of the search. Otherwise, the crawler ignores reading data from
the other stations. We do that for two reasons. First we only need weather
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data of China. Second, we build this method in order to generalized it for
any other country.

Figure 4.2 Sample of the weather records we get when we run the crawler -
China Case Study

4.3.3 Air Quality Index Data

To collect the air quality index data, we use the same idea of collect-
ing weather data. So we write a function that set the required location
parameters of our case. In this case, we set the location parameters of
China.

Figure 4.3 Sample of the AQI records we get when we run the crawler - China
Case Study
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4.4 Australia Case Study

4.4.1 Flight Data

For Australia case study, we select 6 airports in 6 big cities. We are
interested in the main airport in each state in Australia. The cities are:
Canberra (CBR), Melbourne (MEL), Sydney (SYD), Adelaide (ADL), Bris-
bane (BNE), and Perth (PER). We collect all flights among these cities. The
number of flights is 526 flights. The distribution of the number of flights
varies according to the city size and the population number.

In Australia case study, there are four airlines.These airlines operate the
flight between these cities, and they are: Qantas Airways (QF), Virgin Aus-
tralia International Airlines (VA), Jetstar Airways (JQ), and Tiger Airways
Australia (TT).

Figure 4.4 Sample of the flight records we get when we run the crawler -
Australia Case Study

4.4.2 Weather Data

To collect the weather data for Australia, we need to write a function to
instruct the crawler to fetch the data from the stations that are in the range
of the search. Otherwise, the crawler ignores reading data from the other
stations.
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Figure 4.5 Sample of the weather records we get when we run the crawler -
Australia Case Study

4.4.3 Air Quality Index Data

To collect the air quality index data, we use the same idea of collect-
ing weather data. So we write a function that set the required location
parameters of our case. In this case, we set the location parameters of
Australia.

Figure 4.6 Sample of the AQI records we get when we run the crawler - Australia
Case Study
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4.5 Europe Case Study

4.5.1 Flight Data

For Europe case study, we select 8 airports in 8 capitals. We are interested
in the main airport in these capitals in Europe. The cities are: Madrid
(MAD), Paris (CDG), Rome (FCO), Brussels (BRU), Berlin (TXL), London
(LHR), Vienna (VIE), and Moscow (DME) . We collect all flights among
these cities. The number of flights is 620 flights. The distribution of the
number of flights varies according to the city size and the population
number.

In Europe case study, there are several airlines.These airlines operate the
flight between these cities, and they are: British Airways (BA) , Air Europa
(UX), Austrian Airlines (OS), Air France (AF), Iberia (IB), Air Berlin (AB),
Brussels Airlines (SN), Germanwings (4U), S7 Airlines (S7), Ryanair (FR),
Alitalia (AZ), Kuwait Airways (KU), Vueling (VY), Niki (HG), EasyJet (U2),
Ethiopian Airlines (ET), Korean Air (KE).

Figure 4.7 Sample of the flight records we get when we run the crawler - Europe
Case Study

4.5.2 Weather Data

To collect the weather data for Europe, we need to write a function to
instruct the crawler to fetch the data from the stations that are in the range
of the search. Otherwise, the crawler ignores reading data from the other
stations.
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Figure 4.8 Sample of the weather records we get when we run the crawler -
Europe Case Study

4.5.3 Air Quality Index Data

To collect the air quality index data, we use the same idea of collect-
ing weather data. So we write a function that set the required location
parameters of our case. In this case, we set the location parameters of
Europe.

Figure 4.9 Sample of the AQI records we get when we run the crawler - Europe
Case Study
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Chapter 5

Data Processing

5.1 Data Exploration - Uni-variate Data Analysis

After we collect the data from the IoT data sources, it is important for
us to investigate the nature collected data in order to determine its qual-
ity, because the quality of the data determines how the modeling will be.
For that reason, we conduct a comprehensive uni-variant analysis. At
this stage, we examine variables individually in the datasets. In order to
perform this analysis, first we need to identify the data type of each vari-
able because choosing the proper method for conducting the uni-variate
analysis depends on the data type of the variables. Thus, variables can
be continuous or categorical. Whenever we know that, we can perform
the statistical measures on these variables. However, there is one point
we must be aware about. Sometimes, the data type of a variable can be
categorical, but the values of this variable are continuous. In this case, we
need to convert the type. Performing this requires a better understanding
of the domain we target.

In case if the variable is continuous, we must understand the central
tendency and the how the variable is spread. There are several statistical
metrics and visualization methods in R language can help us to do this. If
the variable is categorical, we need to understand the distribution of each
category. We can do that by using frequency table or percentage of values
under each category. Frequency table can measured by the metric Count,
and the percentage can be measured by the Count%.
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5.1.1 China Case Study

In China case study, we perform uni-variant analysis on the three datasets:
flight dataset, weather dataset, and air quality dataset. On each dataset,
we perform statistical analysis. First, we investigate the structure of the
data. Second, we summarize the content of the data to see the distribu-
tion of values. Finally, we present a sample of some variables’ density
distribution.

Flight Data Uni-variate Analysis

Structure of the Data

Figure 5.1 Sample of the flight dataset structure - China Case Study
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Data Summary

Figure 5.2 Sample of the weather dataset summary - China Case Study

Sample of Density Analysis
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Figure 5.3: Sample of Continuous Variables Distribution of Flight Data - China
Case Study
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5.1.2 Weather Data Uni-variate Analysis

The Structure of the Data

Figure 5.4 Sample of the Weather Dataset Structure - China Case Study
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Data Summary

Figure 5.5 Sample of the Weather Dataset Summary - China Case Study

Sample of Density Analysis
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Figure 5.6: Sample of Continuous Variables Distribution of Weather Data - China
Case Study
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5.1.3 Air Quality Index Data Uni-variate Analysis

The Structure of the Data

Figure 5.7 Sample of the AQI Dataset Structure - China Case Study

Data Summary

Figure 5.8 Sample of the Weather Dataset Summary - China Case Study
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5.2 Australia Case Study

In Australia case study, we perform uni-variant analysis on the three
datasets: flight dataset, weather dataset, and air quality dataset. On each
dataset, we perform statistical analysis. First, we investigate the structure
of the data. Second, we summarize the content of the data to see the
distribution of values. Finally, we present a sample of some variables’
density distribution.

5.2.1 Flight Data Uni-variate Analysis

The Structure of the Data

Figure 5.9 Sample of the flight dataset structure - Australia Case Study
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Data Summary

Figure 5.10 Sample of the weather dataset summary - Australia Case Study

Sample of Density Analysis
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Figure 5.11: Sample of Continuous Variables Distribution of Flight Data - Australia
Case Study
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5.2.2 Weather Data Uni-variate Analysis

The Structure of the Data
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Figure 5.12 Sample of the Weather Dataset Structure - Australia Case Study

Data Summary

Figure 5.13 Sample of the Weather Dataset Summary - Aust Case Study
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Figure 5.14: Sample of Continuous Variables Distribution of Weather Data - Aus-
tralia Case Study
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Sample of Density Analysis

5.3 Data Cleaning

5.3.1 The Cleaning Process

Data cleaning is an essential step in data mining and knowledge discov-
ery. Therefore, after we gathered the data from all targeted IoT data sources
and analyze all variables, we should start cleaning the data. First of all,
based on the uni-variate analysis stated previously, we can realize that our
data suffers from two main things missing values and outliers. Another
point we should highlight, there are some variables that we do not need,
so we summarize the data by selecting the most important variables based
on our interest. In addition, since the columns’ names are confusing, we
change their names and the order of the columns to make them meaningful
as you can see in the Figure 8.1. We do the same process for the weather
data and the air quality data.

As you can see from Figure 8.1, the flight number is duplicated. Each
record of that flight is in a different date, so we will use them in our study.

Figure 5.15: Flight data after cleaning and changing the columns names

5.3.2 Dealing With The Missing Values and Outliers

After conducting the comperhensive uni-variant analysis, we realized
that our datasets are suffering from the missing values and outliers. When
we investigated the datasets, we found that the missing values are at
random. For that reason, we set up 5% as a threshold for the missing
values. Any variable fails to achieve this threshold will be ignored.
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To resolve the missing values issue, we have two strategies. First strategy
is to ignore the records that contain the NA values. Second is to is to impute
the missing values by a particular means. Based on best practices, selecting
the strategy depends on the situation that we face. We decided to use the
imputation strategy. We could impute the missing values using median,
mean or mode, but that is not advisable. Although doing this will keep the
median, mean, or the mode unchanged, it would decrease the variance,
and that is not desirable.

R language provides a good package called MICE. This package offers
several functions to deal with this issue. We can get a better understanding
of our data using md.pattern()function. This function will enable us to
know the pattern of the missing data. Another function is mice(). This
function takes care of the imputing process.

Also, our data contains outliers. We are able to capture the outliers
values in our dataset by using boxplots for each variable. Figure 2 and
3 show some outliers in the variables. So far, we have not treated the
outlier issue because we want to investigate the reason. Again, this case
also depends on the situation. Sometimes outliers is the interesting part of
the problem since it gives a hint of discovering something such as fraud
cases. However, in our case, we are dealing flight and weather data. That
means, it is impossible to find for example the Temperature variable holds
a value equal to (- 999). As a result, whenever we detect an outlier value,
we treated as we did with the missing value.

5.4 Data Integration

5.4.1 The Integration Process

After collecting the data from each source separately by running the
crawler, we need to integrate all data from the three data sources in one
place to prepare it for the next steps. Since we study the flight delay,
we consider the flight data is main container that we integrate the other
data sources with. The idea of the integration is to bring data from the
weather and the aqicg containers based on some criteria. The integration is
complicated because there is no common columns among the data sources
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except the latitude and longitude columns as names. We know that airports
and sensors possess unique latitude and longitude. Therefore, our idea is
to utilize these two columns for the integration. We use the haversine
formula as shown in [oo] to calculate the distance among the airports and
the sensors. After that we determine the proximity between an airport and
the other sensors. Then we bring the records from these data sources that
match these criteria and attach them with the flight data based on the date
and the proximity of the stations. We implement an integration algorithm
as shown below.

Performing exploration and analysis of the data to predict the flight
delay requires us to combine all data sources in one container. Therefore,
integratng data from different data sources requires sharing a common
column among the datasets. Thus, the integration process we do in this
project was tricky because there are no common data among our datasets.

However, after a deep investigation we made on the three data sources,
we find that all data sources share the longitude and latitude column as
a names, and the values in these columns are different. The longitude
and the latitude represent the location of a particular object such as an
airport and other sensors for weather and air quality index. That means the
integration process should be done in a particular way. We can utilize these
two columns in order to complete the integration process. Mathematically,
it is possible to combine the flight data, weather data, and the air quality
data based on the location of objects. As a result, we successfully integrate
all data sources together by using haversine formula. We implement the
integration algorithm as shown below.

Figure 5.16 shows our basic idea to integrate the data sources, and after
that is the algorithm that we implement for the integration.

1. Get the location of the airport from the flight data.

2. For each weather record, check the distance between the airport and
the weather station.

3. If the distance is 5 km or less then take the weather information from
that station
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• We set the distance to be 5 km because we tried to use smaller
distances, but we did not find enough information. So 5 km
seems a realistic distance to get the data from the nearest station.

• The calculation of the distance is based on the Haversine for-
mula.

Figure 5.16: Integration Structure

Input: Flight Data and other sensors
Output: All Matched Data in one Container
for i = 0 to length(sensor data records) do

Long1 = longitude of the sensor
Lat1 = latitude of the sensor
Point 1 = (Long1, Lat1)
for j = 0 to length(sensor data records) do

Long2 = longitude of the airport
Lat2 = latitude of the airport
Point2 = (Long2, Lat2 )
Distance = calculate the distance (Point1, Point2) using
haversin formula
if Distance <5 km then

Take the matched data from the sensor data and attached
it to the matched record in flight data

end
end

end
Algorithm 1: Integration algorithm
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5.4.2 Feature Engineering

Furthermore, we create some extra columns by transforming the content
of some columns and by doing some calculation such as the delay at
departure and the delay at arrival in minutes.

The purpose of this study is study the flight delay issue in particular the
delay at departure. Our data does not have the delay at departure in order
to study it. However, using feature engineering technique, we can create
several variables from the data we have. Thus, the delay at departure can
be created by subtracting the real departure from the scheduled departure.
In addition, we can construct six additional variables (data, day of the
week, time, day of the month, month ,year) from the Timestamp variable.
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Chapter 6

Data Exploration and
Visualization: Bi-variate Analysis

6.1 The Purpose of Bi-variate Analysis

After conducting the data integration successfully, our data becomes
ready for performing comprehensive bi-variate analysis. Our primary aim
is to investigate the correlation among variables in the three data sources.

6.2 Variable Correlation

After having a deep insight of the data, we move to analyze all features
of the data sources we have. We want to see the correlation among all
variables from all data sets. We need to know how they are correlated to the
delay at departure DAD because that will enable us to identify the potential
factors of our predictive model. Here it is some observation as Figures 10.1,
10.2, and 10.3 show: what we are interested in is the correlation between
the delay at departure (DAD) and the remaining variables. We can see
there is a very strong correlation between DAD and the delay at arrival.
Also, there is good correlation between the DAD and the weather elements
(Temperature, Heat index, Dew, visibility, and elevation). When we look
at the correlation among the weather data, we can observe that some of
them have almost perfect correlation. So, we will continue to analyze the
data more with having various study cases where the weather plays a
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significant role. We will also see the correlation again when we add more
extra data sets.

6.2.1 Variable Correlation in Australia Case Study
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Figure 6.1: Correlation Analysis - Australia Case Study
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6.2.2 Variable Correlation in China Case Study
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Figure 6.2:Correlation Analysis - China Case Study
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6.2.3 Variable Correlation in Europe Case Study
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Figure 6.3: Correlation Analysis - Europe Case Study

6.3 Airlines and Airport Performance

6.3.1 Airlines Performance - China Case Study

We analyze the collected airline performance data in China case study
by exploring them using one of the statistical methods. We use boxplot in
order to find out the overall performance of each individual airline. We
get interesting plot that gives us an indication about the airline impact on
the flight delay problem. We believe that airline factor plays a significant
role on the flight delay. As we can see from the Figure 10.4, some airlines
do not operate the majority of their flight on-time. For example, in figure
10.4 the majority of the Xiamen Airlines (MF) flights are delayed likewise
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the Tibet Airlines (TV).
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Figure 6.4:Delay at departure performance for airlines - China Case Study

6.3.2 Airports Performance - China Case Study

When looking at the individual airports, we also use boxplot to figure
out the performance of each one of them. At this stage, we do not consider
the capacity of the airport and how busy it is. We just want to see how
much delay each airport have. Interestingly, we find that Shanghai airport
(SHA) does not perform well since the majority of flights are delayed.

60



We know that Beijing airport (PEK) is as big as Shanghai (SHA), but the
performance of (PEK) airport seems normal. As a result, this indicates that
the airport factor should be taken in account in the future. Figure 10.5
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Figure 6.5: Delay at departure performance for airports - China Case Study

6.3.3 Airlines Performance - Australia Case Study

We analyze the collected airline performance data in Australia case study
by exploring them using one of the statistical methods. We use boxplot in
order to find out the overall performance of each individual airline. We
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get interesting plot that gives us an indication about the airline impact on
the flight delay problem. We believe that airline factor plays a significant
role on the flight delay in Australia case study. As we can see from the
Figure 10.6, the majority of the Jetstar Airlines (JQ) flights are delayed.
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Figure 6.6:Delay at departure performance for airlines - Australia Case Study

6.3.4 Airports Performance - Australia Case Study

When looking at the individual airports, we also use boxplot to figure
out the performance of each one of them. At this stage, we do not consider
the capacity of the airport and how busy it is. We just want to see how much
delay each airport have. Interestingly, we find that Sydney airport (SYD)
does not perform well since the majority of flights are delayed. We know
that Sydney airport (SYD) is as big as Brisbane (BNE), but the performance
of (BNE) airport seems normal. As a result, this indicates that the airport
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factor should be taken in account in the future. Also, the majority of flights
at Melbourne (MEL) airport are delayed. Figure 10.7
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Figure 6.7: Delay at departure performance for airports - Australia Case Study

6.3.5 Airlines Performance - Europe Case Study

We analyze the collected airline performance data by exploring them
using one of the statistical methods. We use boxplot in order to find out
the overall performance of each individual airline. We get interesting plot
that gives us an indication about the airline impact on the flight delay
problem. We believe that airline factor plays a significant role on the flight
delay. As we can see from the Figure 10.8, some airlines do not operate the
majority of their flight on-time. For example, in figure 10.8 the majority of
the Vueling airlines (VY) flights are delayed likewise the Ethiopian Airlines
(ET).
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Figure 6.8:Delay at departure performance for airlines - Europe Case Study

6.3.6 Airports Performance - Europe Case Study

When looking at the individual airports, we also use boxplot to figure
out the performance of each one of them. At this stage, we do not consider
the capacity of the airport and how busy it is. We just want to see how
much delay each airport have. Interestingly, we find that Rome (FCO) does
not perform well since the majority of flights are delayed. We know that
London airport (LHR) is larger than Rome (FCO), but the performance of
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(LHR) airport seems normal. As a result, this indicates that the airport
factor should be taken in account in the future. Figure 10.9
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Figure 6.9: Delay at departure performance for airports - Europe Case Study

6.4 Heat Maps

6.4.1 Heat Map For China Case Study

We create a heat map in order to visualize the delay size of each air-
port. As the Figure 10.10 shows, most of the flight delays happen in large
Shanghai, Beijing, and Guangzhou. This is due to the large size of these
cities and the large number of flights in their airports. As a result, this is a
good indication that the airports factor plays a significant role on the flight
delay problem.
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Figure 6.10:HeatMap to visualize the size of delay at each airport - China Case
Study
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6.4.2 Heat Map For Australia Case Study

We create a heat map in order to visualize the delay size of each airport.
As the Figure 10.11 shows, most of the flight delays happen in Sydney,
Perth, and Melbourne. This is due to the large size of these cities and
the large number of flights in their airports. As a result, this is a good
indication that the airports factor plays a significant role on the flight delay
problem.
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Figure 6.11:HeatMap to visualize the size of delay at each airport - Australia
Case Study
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6.4.3 Heat Map For Europe Case Study

We create a heat map in order to visualize the delay size of each airport.
As the Figure 10.12 shows, most of the flight delays happen in large Paris,
Madrid, and Berlin. This is due to the large size of these cities and the large
number of flights in their airports. As a result, this is a good indication
that the airports factor plays a significant role on the flight delay problem.
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Figure 6.12:HeatMap to visualize the size of delay at each airport - Europe Case
Study
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Chapter 7

Modeling

7.1 Predictive Model

The purpose of studying the correlation among the features in the IoT
data sources in chapter 10 is to determine their impact on the flight delays.
When we identify how each contributes to this problem, we will be able to
create a predictive model using some machine learning methods as we will
see in the subsequent sections. The predictive models that we will build
have to classify and predict the flight delays correctly. We want when we
pass a given flight ID along with the time of the flight, our model should
classify the flight whether delayed or on-time. In addition, our model
should determine the delay time for each flight because that will increase
the awareness of the user if he/she wants to accept that delay or not.

Therefore, after we have investigated the correlation among variables
in our cases studies, we can proceed to create our models. However, we
need to set up a unified procedure for building the models. The following
section shows the procedure of creating the machine learning models.

7.1.1 The Proposed Model

In this section, we explain the prediction models that can classify the
flights and predict the delay time of a flight. In order to build the predic-
tion model, we need to identify the variables that are statically significant
to delay at departure (DAD) to conduct the analysis and create the classi-

69



fication and prediction models. For building the model, we perform the
following procedure:

1. The first step is to initially create a full model that contains all the
variables from the three aforementioned data sources;

2. The second step is to conduct a variable selection process using the
Akaike Information Criterion (AIC) approach. So, we remove un-
necessary independent variables where its p-value larger than 0.05.

3. The third step is to eliminate the variables with correlations through
the multicollinearity test and update our prediction model;

4. The Final step is to test our final prediction model by conducting
the residual analysis on the normality and homoscedasticity of the
prediction model.

7.2 Flight Delay Classification and Prediction Model
for China

We develop two types of models: multiple logistic regression and multiple
linear regression. The first is to classify the flights whether they are on-time
or delayed. The second is to predict the delay time for each flight. In the
following sections, we discuss the variables selection step and the models
creations for China Case Study.

7.2.1 Variable Selection

Before we create our models, we need to identify the variables that are
correlated to the delay at departure DAD. We use AIC method for this
purpose. We present the statistically significant variables using correlation
plot. This plot has X sign on the variables that are not statistically significant
to the DAD output. That means the variables that are not crosses with X
sign will be used in the our models in China case study.
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Figure 7.1: Statistically Significant Variables to the Delay At Departure DAD -
China Case Study

7.2.2 Multiple Logistic Regression

After conducting the variable selection, we create multiple logistic re-
gression based in order to be able to classify the flights. The model is able
to achieves 91.01 % accuracy. We can see the performance of the model us-
ing Area Under Cover (AUC) plot. Our model is able to classify the flights
correctly. Below is the AUC chart for the multiple logistic regression model.
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Figure 7.2: Area Under Cover AUC - China Case Study

7.2.3 Multiple Linear Regression

After we are able to classify the flights correctly, we need to determine
how much time the delay will be. The departure delay DAD can be
predicted using multiple linear regression algorithm. We use the variables
we get from the variable selection step. In Table 11.1, the coefficient is a
variate for the corresponding variable while p-value is the probability value
explaining the significance of the variable. Standard coefficient expresses
the power of influence on each variable floating population whereas VIF
is the standard value with which to diagnose multicollinearity. The R-
squared of this model is 90.59 %. That means the model is able to predict
almost the correct value of the delay time DAD for each flight.
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Table 7.1: Predictors in Multiple Linear Regression - China Case Study

Variable Coeff. Variable Coeff. Variable Coeff.
AQI -3.749e-02 Dew.Point 1.636e+00 Elevation -2.908e-03
Wind.Speed.mph 1.287e-03 DAA 9.343e-01 Flight.ID -4.856e-02
Wind.Direction -8.175e-04 Real.Depart 4.516e-04 Orig.Airport 3.075e+00
Wind.Gust.MPH 5.779e-04 Scheduled.Depart 6.879e-05 Dest.Airport 2.535e-01
Heat.Index 6.170e-04 Real.Arrival -1.867e-05
Tempreture.FEH -1.202e+00 Scheduled.Arrival -4.461e-04 Humidity -4.331e-01
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Figure 7.3: Multiple Linear Regression Diagnostic Plots- China Case Study

7.3 Flight Delay Classification and Prediction Model
for Australia

We develop two types of models: multiple logistic regression and multiple
linear regression. The first is to classify the flights whether they are on-time
or delayed. The second is to predict the delay time for each flight. In the
following sections, we discuss the variables selection step and the models
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creations for Australia Case Study.

7.3.1 Variable Selection

Before we create our models, we need to identify the variables that are
correlated to the delay at departure DAD. We use AIC method for this
purpose. We present the statistically significant variables using correlation
plot. This plot has X sign on the variables that are not statistically significant
to the DAD output. That means the variables that are not crosses with X
sign will be used in the our models in Australia case study.
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Figure 7.4: Statistically Significant Variables to the Delay At Departure DAD -
Australia Case Study

7.3.2 Multiple Logistic Regression
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After conducting the variable selection, we create multiple logistic re-
gression based in order to be able to classify the flights. The model is able
to achieves 88.63 % accuracy. We can see the performance of the model
using Area Under Cover (AUC) plot. That means our model is able to
classify the flights correctly.
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Figure 7.5: Area Under Cover AUC - Australia Case Study

7.3.3 Multiple Linear Regression

The departure delay DAD an be predicted using multiple linear regres-
sion. This model consists variables that could explain the delay there. In
Table I, the coefficient is a variate for the corresponding variable while
p-value is the probability value explaining the significance of the variable.
Standard coefficient expresses the power of influence on each variable
floating population whereas VIF is the standard value with which to di-
agnose multicollinearity. The R-squared of this model is 76.97 %. That
means the model is able to predict almost the correct value of the delay
time DAD.
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Table 7.2: Predictors in Multiple Linear Regression - Australia Case Study

Variable Coeff. Variable Coeff.
AQI 5.748e-02 Real.Arrival -2.054e-03
Wind.Speed.mph -3.717e-05 Scheduled.Arrival 7.402e-04
Tempreture.FEH -4.573e-02 Elevation -1.892e-03
Dew.Point 2.487e-02 Flight.ID 3.023e-03
DAA 7.975e-01 Humidity 2.054e-02
Real.Depart 1.401e-03
Scheduled.Depart -2.758e-04 Airline -3.782e-01
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Figure 7.6: Multiple Linear Regression Diagnostic Plots- Australia Case Study
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7.4 Flight Delay Classification and Prediction Model
for Europe

We use two types of models multiple logistic regression and multiple
linear regression. The first is to classify the flights whether they are on-
time or delayed. The second is to predict the delay time. The following
discusses the variables selection and the models creations.

7.4.1 Variable Selection

Before we create our models, we need to identify the variables that
correlate to the delay at departure. We use AIC method for this purpose.
We present the statistically significant variables using correlation plot like
the correlation matrix we see in the previous chapter. This plot has X sign
on the variable that is not statistically significant to the DAD.
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Study
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7.4.2 Multiple Logistic Regression

After conducting the variable selection, we create multiple logistic re-
gression based in order to be able to classify the flights. The model is able
to achieves 86.45 % accuracy. We can see the performance of the model
using Area Under Cover (AUC) plot. That means our model is able to
classify the flights correctly.
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Figure 7.8:Area Under Cover AUC - Europe Case Study

7.4.3 Multiple Linear Regression

The departure delay DAD can be predicted using multiple linear regres-
sion. This model consists variables that could explain the delay there. In
Table I, the coefficient is a variate for the corresponding variable while
p-value is the probability value explaining the significance of the variable.
Standard coefficient expresses the power of influence on each variable
floating population whereas VIF is the standard value with which to di-
agnose multicollinearity. The R-squared of this model is 77.68 %. That
means the model is able to predict almost the correct value of the delay
time DAD.
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Figure 7.9: Multiple Linear Regression Diagnostic Plots- Europe Case Study
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Chapter 8

Conclusion

In this project, we provide a comprehensive investigation and analysis
of the flight delays problem. We build a novel service that can predict the
flight delay using new and real-time data. We build a crawler to collect
data. We analyze the data to see how the data from different data sets are
correlated.

Previous studies have addressed the flight delay problem in terms of
historical data that were collected by the Bureau of Transportation and the
Federal Aviation Administration. These studies were helpful to determine
some of the major factors that cause the flight delay. However, studying
this phenomenon requires to consider other data rather than depending
on the data related to the Air traffic.

In order to tackle this problem, we need to widen our vision and the
context of the problem by incorporating some extra data sources that pro-
vide real-time data. Therefore, this project will utilize the real-time data
provided from the various resources as indicated above. Then it will per-
form the data mining process to discover more hidden factors that would
contribute to the delay. This research will look for the contextual data
which is not considered before. This means this study would provide a
new step toward investigating this issue.

After we determine the key factors that cause the delay, we come up
with a mathematical models that predict the flight delay in advance. These
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models achieve very high accuracy. That will enable all stakeholders to
make the right decisions. This study provides a novel method to discuss the
flight delay, and it contributes to allow further investigations by utilizing
the contextual data. Furthermore, this study will be significant in both
academic and industry. With the emergence of the IoT paradigm, huge
amount of data is there. This research is significant because it contributes
to put the first brick in order to fill the gap since there is a lack in this field.

We create two types of models in each case study we have. All the
models perform well. They achieve high accuracy. In some case studies,
we may need in the future to consider other data sources in order to dig
deeply into the problem and discover more factors.
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