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## Abstract

In recent years social media has become a crucial component of online information propagation. It is one of the fastest responding mediums to offline events, significantly faster than traditional news services. Popular social media posts can spread rapidly through the internet, potentially spreading misinformation and affecting human beliefs and behaviour. The nature of how social media responds allows inference about events themselves and provides insight into human behavioural characteristics. However, despite its importance, researchers don't have a strong understanding of the temporal dynamics of this information flow.

This thesis aims to improve understanding of the temporal relationship between events, news and associated social media activity. We do this by examining the temporal Twitter response to stimuli for various case studies, primarily based around politics and sporting events. The first part of the thesis focuses on the relationships between Twitter and news media. Using Granger causality, we provide evidence that the social media reaction to events is faster than the traditional news reaction. We also consider how accurately tweet and news volumes can be predicted, given other variables. The second part of the thesis examines information cascades. We show that the decay of retweet rates is well-modelled as a power law with exponential cutoff, providing a better model than the widely used power law. This finding, explained using human prioritisation of tasks, then allows the development of a method to estimate the size of a retweet cascade. The third major part of the thesis concerns tweet clustering methods in response to events. We examine how the likelihood that two tweets are related varies, given the time difference between them, and use this finding to create a clustering method using both textual and temporal information. We also develop a method to estimate the time of the event that caused the corresponding social media reaction.
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## Introduction

Since the early 2000s, the global usage of social media has expanded rapidly, leading to it becoming much more than a way for people to connect with their friends [4]. Currently, in 2018, social media is regularly used to receive news (Facebook, Twitter), share photos (Instagram), maintain professional contacts (LinkedIn), share interesting websites (Facebook, Twitter) and comment on the latest videos (YouTube). Importantly, social media has become one of the fastest responding mediums to a wide range of offline events, including sport, terrorist attacks and natural distasters. Many traditional news sources, such as newspapers or nightly television news, have a 24 -hour cycle [88]. News organisations with online websites (e.g. CNN) are generally faster, but still have a delay while they write, edit and publish a story about breaking news. Social media is much faster and can react in the time it takes for someone to write and send a tweet, or snap a picture and upload it to Instagram [87]. This is particularly evident during emergencies [8], when information spreads rapidly through social media channels. The largely unregulated nature of social media means there is a high propensity for misinformation spread, such as occurred duing the 2011 London riots [10]. In such situations, it is valuable to understand the temporal dynamics of how this information spreads through social media channels.

The way in which social media reacts in the initial stages after an event tells us much about the event itself. The magnitude and decay of the response gives insight into the longevity of human interest about a topic [90]. As social media responds very quickly, we can make these estimations shortly after the event has occurred. We can estimate the public interest about a social media post by predicting the total size of the information cascade, the number of times that a social media post about the event is shared [60, 83, 97, 180]. The responsiveness of social media also facilitates social sensing, estimating public awareness, in near real time [45].

### 1.1 Research goals, scope and limitations

The central aim of this thesis is to improve understanding of the temporal relationship between events, news and associated social media activity. We wish to explore and characterise this temporal relationship, and attempt to answer research questions which naturally arise. For example, is social media a leading or lagging indicator of major events? Does it drive the news or is it merely a reflection of traditional media outlets?

This thesis explores such questions through a series of case studies on contemporary issues and datasets. In 2018, there are over 500 million tweets per day worldwide [75] and according to the news aggregation website Twingly, there are over 3.2 million news articles per day [152]. It would be infeasible to collect and analyse this volume of data so we consequently must limit the scope of our work.

We limit our social media platform to Twitter, primarily due to the public availability of data. To facilitate subsequent analysis, for the most part we restrict our choice of topics to politics and sport. Politicians are regularly featured in the news, particularly during election campaigns, while sporting events have set start times and predefined hashtags. Within the genre of sport, we collect tweets from cricket and Australian rules football, two of the most popular sports in Australia.

### 1.2 Twitter as a data source

Twitter is one of the few social media platforms that has a public API. Although analysis has been done on other social media platforms including Facebook [69], Pinterest [182], YouTube [71] and LinkedIn [155], Twitter remains the most commonly used social media data source for research [166]. Twitter was founded on 21 March 2006 and has consistently grown since this time [141]. The main form of interaction on Twitter is users updating their status, often referred to as sending a tweet, a text message of up to 280 characters.

Twitter data can be accessed programmatically via its Application Programming Interface (API) [153], which has a series of functions allowing a program to operate an online Twitter account. Twitter has two main APIs, REST (Representational State Transfer) API and Streaming API [153]. The REST API provides programmatic access
to read and write Twitter data. Examples of usage include authoring a new tweet and reading author profile data or follower data. However, the standard (freely available) version of the API has functional restrictions and rate limits, which in particular reduces the ability to obtain older data. The Streaming API gives programmatic access to the global stream of tweet data in selected languages. Tweets can be collected in real time filtered on keywords. If a keyword is sufficiently specific, all data related to this keyword can be extracted. Otherwise, a sample of online traffic is returned, up to $1 \%$ of the total feed.

### 1.3 Literature gap

Within the overall theme of the temporal relationship between events, news and the associated social media activity, we focus our attention on the following identified literature gaps.

The temporal relationship between the volume of social media activity and the news is not well understood [34,123]. In particular, there are no clear conclusions about the causality relationship between news reports and Twitter activity [123]. There also do not exist methods to predict whether news services will report on a topic by analysing the Twitter reaction after events. The effectiveness of such methods provides evidence about whether Twitter is a leading indicator of traditional news services.

While mathematical modellers have studied information propagation through processes such as rumour cascades, a detailed understanding of the temporal dynamics of these processes remains lacking. For example, the distributions of repost times in social media is commonly modelled as a power law [70,180], but these works do not conduct in-depth explorations of the appropriateness of such distributions or their fits to data. Furthermore, there is a lack of appropriate techniques to account for the diurnal (daily) cycle of how Twitter activity varies throughout the day.

For effective microblog summarisation and event detection, there is a need for improved techniques to cluster tweets in an unsupervised manner and associate these clusters to an event with an estimated time. Other authors have created methods for specific event prediction from Twitter such as predicting earthquakes and soccer goals [59, 147, 181]. They have also developed methods for microblog summarisa-
tion using Twitter [82,136], primarily based on keyword frequency. However, these methods are not able to take a series of input tweets, cluster them into associated categories, and then estimate the time of the event that caused this social media response.

### 1.4 Nature of social media analysis

### 1.4.1 Specific challenges

Although social media is a potentially powerful tool, there are challenges that must be overcome. Many authors have outlined the difficulties of analysing Twitter data, e.g. [142,162]. There are bots, tweet processing challenges, diurnal effects and complex social networks which are difficult to detect. In addition, social media is in a constant state of evolution, so older results are not guaranteed to still hold today.

Advertisers use bots on Twitter for automated messages. These bots can create a large quantity of output but very little new content or information. They have the potential to adversely impact Twitter analysis which generally has the goal of understanding human sentiment and behaviour. Researchers have developed a variety of methods to identify bots on Twitter, e.g. Clark et al. [32], which used a natural language processing approach, or Varol et al. [157], which used over 1000 features including friends, tweet content, sentiment, network patterns and activity time series. Twitter bots are not prohibited, provided they adhere to Twitter's terms of service [154]. However, when looking to analyse human responses on Twitter, researchers generally wish to eliminate social media posts created by these bots.

Tweets are short messages of maximum 280 characters (extended from 140 characters on 7 November 2017). They often contain abbreviated words, emoticons and slang terms. Consequently Twitter traffic can be challenging to process [160], as it is difficult to conduct automated text analysis and extract meaningful information from the data. Many techniques have been proposed to deal with these challenges when analysing Twitter data. For example, Marujo et al. [101] developed a method for automatic keyword extraction on Twitter. Vosoughi et al. [160] developed Tweet2Vec, a way to create a vector representation of each tweet for further analysis. Despite these techniques, Twitter data is fundamentally challenging to process, adding to the difficulty of making rigorous statistical conclusions.

The demographics of Twitter users are not the same as the general population. Twitter tends to have users who are younger, richer, more urbanised and more likely to be white $[106,111]$. Some techniques exist to estimate the demographics of Twitter users, but are imperfect, even for relatively straightforword tasks such as gender detection. Approximately $67 \%$ of people use their real names [112], so the gender of a user can be estimated from the social security statistics of their quoted username [106]. Cesare et al. [106] also developed a more accurate machine learning based method using an ensemble classifier on supervised input data that can predict the gender of Twitter users with $82.8 \%$ accuracy. Even with such techniques available, the bias in the demographics of Twitter makes it difficult to conduct population-level estimation, which would be needed for many tasks.

A final challenging aspect of Twitter that is of relevance to this thesis is diurnal cycles. Twitter activity varies depending on the hour, the weekday and even the season [111]. Each city has its own daily cycle of social media activity, with the shape largely determined by the working hours and culture within the city. People have a tendency to synchronise their activity, with the exact times varying throughout the year as the climate and daylight hours change. The global nature of Twitter adds further complexity with time zones, and chosen topics having varying interest levels depending on the location. We discuss previous work on diurnal cycles further in Section 2.5.

### 1.4.2 Limitations to conclusions from social media research

Twitter data has been used for a wide variety of research purposes including finance [20,53, 183], health [36, 85] and politics [25], with varying levels of success. As we shall discuss, some of the most well-publicised claims were later shown to have exaggerated results.

Bollen et al. [20] measured public mood from Twitter data and compared this to world events such as stock market movements, the 2008 US presidential election and Thanksgiving Day. They showed that social, political, cultural and economic events have a direct effect on public mood. Following this, many authors have attempted to predict stock market movements from Twitter data and claimed success, e.g. [53,120,183]. However, although some methods do a reasonable job of modelling financial systems in the past, researchers have been unable to create methods able to
consistently achieve accurate predictions of future stock market trends [24].
In the field of politics, several authors have claimed to be able to predict the result of elections from social media data [25]. However, these studies are generally post-hoc analysis [58], claiming that a prediction could have been made on previous elections, rather than actually predicting future results. So far, a reliable method to predict future elections is yet to be created [58].

In contrast to these controversial articles, in this thesis we do not attempt to make claims about future prediction capability using social media data. Our research primarily focuses on analysing temporal trends from social media and is justified using established statistical techniques.

### 1.5 Ethical considerations

When users post on Twitter, the default privacy settings cause their post to be publically available for anyone to observe and potentially store. However, users might not be aware that their social media posts are being used for academic research. Norval et al. [117] argued that the conditions of informed consent are not always met, and that research into some areas such as health may lead to undesirable consequences. As an example, in March 2018 there was negative public reaction about data mining company Cambridge Analytica using Facebook data to generate personality profiles in order to influence elections [128].

For social media research, any potential risks need to be carefully considered beforehand. Our research was included in a low-level human ethics application approved by the University of Adelaide (H-2016-281). Our primary interest is in populationlevel statistics rather than individuals, and when specific example users are required, we choose public figures, such as Donald Trump. When conducting data aggregation, we remove identifying information, such as usernames, in order to protect individuals' privacy.

### 1.6 Research overview and thesis structure

The outline of this thesis is visually displayed in Figure 1.1.


Figure 1.1: The temporal relationship between events, news, tweets and retweets is analysed in this thesis. The associations between chapters and topics are indicated, and the causality relationships are shown with directed line segments. The causality relationship between tweets and news is less clear and is investigated in Chapter 3, represented here as a dotted line.

Social media has disrupted the news industry, providing tips of breaking news stories and fast responses from eyewitnesses of events. Global news services are currently in a transition phase between manually reading social media, to automated processing [94]. In Chapter 3 we show that the number of tweets about given famous individuals is highly correlated with the number of news stories about them. We analyse the Granger causality between tweets and news and show that tweets Granger-cause news, but not vice-versa. This provides evidence that on average, Twitter responds faster to external events than traditional news services. To further illustrate the close relationship between tweets and news, we demonstrate that the current level of public Twitter activity about a given topic, in addition to other variables, can be used to predict the current number of news stories about a topic.

On Twitter, users have the ability to share the content of other users by retweeting. This can lead to a cascade of information through the internet via this social media channel. We are interested in the mechanics of this process and, specifically, the distribution of time gaps between the initial tweet and the retweet. In Chapter 4 we demonstrate, for a selected group of popular accounts, that the distribution of retweets is well-modelled by a power law with exponential cutoff. We show that this provides a better fit than the previously used power law distribution. There is a strong link between the way people behave and their temporal reactions on social
media. We provide an explanation of the observed distribution of retweet times using a model of human behaviour, specifically how people execute tasks based on prioritisation. This governs how frequently people check their social media and the subsequent distribution of response times [103].

A well-studied problem in social media analysis is to estimate the total number of retweets from an initial tweet [60,83,97,180]. In Chapter 5 we simulate both individual human retweet behaviour and population level retweet cascades, and develop a technique to estimate the number of total retweets from a seed tweet. Different to existing methods, our retweet count estimation method is based only on observing the times of the initial retweets and, optionally, the category of the author of the tweet. We do not use other information such as tweet text or past history of the author of the tweet. Using only this limited information, we can accurately estimate retweet counts, particularly for tweets of news stories.

When people post on social media, they are often responding to some kind of stimulus [70], whether it is directly observing an event, watching television, or other social media posts. Naturally, the highest rate of reactionary tweets occurs close to this stimulus, while the event is still fresh in people's minds, with the response rate dropping over time. Using manually classified tweet data, in Chapter 6 we calculate the probability that a pair of tweets will be in response to the same stimulus. This allows us to cluster tweets into related groups based on both textual and temporal information, by first calculating a text-based similarity measurement and then combine it with the time distance between tweets. We show that using temporal information correctly removes a high percentage of unrelated tweets from clusters.

When attempting to automatically summarise a microblog, we wish to know both the nature of key events, and the time when they occurred. In Chapter 6 we also create a model for the temporal response between events and the response tweets using a Weibull distribution. We then use this model in reverse to estimate when events occurred based on the set of response tweets. This allows us to automatically cluster tweets into related groups, and predict the time of the event that caused the tweets.

### 1.7 Key contributions to new knowledge

In this thesis, we make significant contributions to understanding the temporal response on Twitter to real world events and news. We also develop novel and improved methods for social media analysis. We identify the following as our most important contributions to new knowledge (noting that the conclusions apply only to the datasets that we analysed, as we will discuss in the relevant chapters):

- Tweet rates Granger-cause news activity rates, but not vice-versa (Ch. 3).
- The decay of retweet rates over time is well-modelled by a power law with exponential cutoff (Ch. 4).
- The power law observed in retweet rate decay can be explained by human prioritisation of tasking, while the exponential cutoff can be explained by human loss of interest in topics over time (Ch. 5).
- The likelihood of two tweets being related to the same event decays exponentially with the time gap between them (Ch. 6).

We identify the following as our most important new methodological contributions for social media analysis and processing:

- A method to adjust for the diurnal cycle in Twitter activity rates (Ch. 3, 4).
- A method to predict the size of a retweet cascade, particularly effective for tweets of news stories. (Ch. 5)
- An unsupervised method to cluster tweets using both textual and temporal information (Ch. 6).
- A method using reactionary tweets to accurately estimate the time of events (Ch. 6).


## Literature Review and Background

There exists a significant amount of related work about the relationship between events, news and associated social media reaction. In this chapter we discuss key publications upon which our work builds, and illustrate where our research fits into the bigger picture of social media analysis. In Sections 2.1 to 2.4, we discuss literature relevant to Chapters 3 to 6 respectively. In Section 2.5 we discuss diurnal cycles, a topic relevant to several aspects of Chapters 3 and 4 . Finally, in Section 2.6, we discuss tools and techniques used throughout this thesis for analysis including decay functions, filters, model selection criteria and prediction techniques.

### 2.1 The relationship between tweets and news

Here we discuss previous literature related to Chapter 3, The Temporal Relationship between Tweets and News.

Researchers have long been interested in the relationship between Twitter and the news. In a 2010 Twitter paper, Kwak et al. [84] asked, "What is Twitter, a Social Network or a News Service?" At the time Twitter had only 41 million users, and over $85 \%$ of trending topics were headline news or persistent news. Even though the use and dynamics of Twitter have evolved in the eight years since it was published, the important relationship between social media and news identified by this paper is still relevant today. Wu et al. [170] analysed Twitter as a news source and discussed how retweet bursts from news-related tweets occur over a shorter period of time than for non-news tweets. They identified news sources as supernodes with high numbers of followers, a finding that is important for our cascade size estimation in Chapter 5. The temporal relationship between news and tweets is not fully understood. Re-
searchers have speculated about the direction of causality between these two variables, but haven't established clear conclusions. Petrovic et al. [123] examined the overlap of news reporting in Twitter and newswire, and whether Twitter reports the news faster than traditional newswire providers. This was implemented by examining the time when key news events were first mentioned on newswire and on Twitter. In some cases, Twitter responded first while in other cases, newswire did, and they could not conclude whether one source leads the other in terms of breaking news. They also examined this causality relationship in further detail based on topic; although some trends were found, no clear causality results were obtained. When analysing the temporal relationship between news and tweets it is necessary to link entities from both sources. One technique to do this is outlined in Onishi et al. [119] which performs relevance matching of news and tweets based on keywords. Conway et al. [34] looked at whether candidate tweets affected the news conversation in the 2012 US Presidential primaries. They found evidence of correlation between Twitter and news sources, but could not conclude definitively that candidate Twitter feeds directly influenced traditional media.

With the ability to automate tweet processing comes the potential to automate news analysis. Xie et al. [173] developed TopicSketch, a real-time "bursty" topic detection method using Twitter data. The authors found that the method could detect news events in a short time after they occurred, and significantly before any news reporting on the event. Liu et al. [94] developed Reuters Tracer, a way to automate news production from Twitter data. It automatically reads large volumes of tweets and is able to quickly detect news, giving Reuters a claimed 8 to 60 -minute head start over other news media. The system works by filtering noise (including spam and advertising), clustering tweets, detecting news-worthiness, summarising events, estimating scope and determining the event location.

Our work in Chapter 3 uses data from the 2016 US Presidential Election. In 2019, Bovet and Maske [21] analysed the influence of fake news in Twitter during the 2016 US presidential election. Although the focus was on fake news, this article also analysed the causal relationship between Twitter dynamics and news media sources. The authors used a multivariate network reconstruction of the links between the activity of top news spreaders and supporters of the presidential candidates based on a causal discovery algorithm. They demonstrated Granger causality between the top 100 news spreaders and the rest of the population.

### 2.2 The distribution of retweet times

Here we discuss previous literature related to Chapter 4, The Temporal Distribution of Retweets.

### 2.2.1 Information diffusion on social media

Information diffusion has unique characteristics when it occurs through social media. While information diffusion and rumour cascades are widely studied topics generally in applied mathematics, here we focus on data-driven studies. Sun et al. [144] modelled contagion through the Facebook news feed, and found that social media information diffusion is often different to traditional cascade theory, where it is assumed that information flows are from chain reactions beginning at a few nodes. In contrast, in social media networks where user engagement is high, information is able to enter a system from multiple sources.

The network dynamics of Twitter strongly affect the way information spreads. Nguyen et al. [116] analysed influence within Twitter communities and showed that whether a user retweets a message is strongly influenced by the first of his followees who posted that message. Wu et al. [171] performed an extensive analysis of the production, flow and consumption of information on Twitter. They found that different user types, and content types, exhibit dramatically different characteristic lifespans. The lifespan of contents of a social media post varies depending on whether it is from media, celebrities, organisations or bloggers. Yang et al. [176] developed a linear influence model to estimate the influence of nodes in a social network. From this they were able to predict the temporal dynamics of information diffusion. This paper challenged the traditional belief that flows of information on social media could be modelled as diffusion processes over underlying social networks. They claimed that such models were unable to fully capture the complexity of a real social network.

Epidemiology-based approaches have been broadly applied with some success [18, $35,121,168]$. Woo et al. [168] modelled information diffusion with the SIR (Susceptible - Infected - Recovered) model commonly used in epidemiology. They concluded that such a model performed well at predicting the spread of extreme ideology messages on a Jihadi forum. There are parallels between disease spreading and information propagation: both depend heavily on the population network structure and the in-
fectiousness of the disease / social media post. However, there are also fundamental differences, with the SIR structure being arguably a poor description of how information spreads [43]. Consequently we will not use epidemiology techniques for our own social media analysis and modelling.

Many information propagation characteristics of Twitter have been analysed and modelled. Bild et al. [19] showed that lifetime tweet counts are fitted well by a Type-II discrete Weibull distribution. They showed that the tweet rate distribution is asymptotically power law but exhibits a log-normal cutoff over finite sample intervals. They also showed that the intertweet interval distribution for a single user is power law with exponential cutoff. Lu et al. [97] developed a method to model the lifetime number of retweets from an originating source, and found the distribution to be a power law with exponent in the range 0.6 to 0.7 . They proposed that the probability of being forwarded is proportional to the product of preferential attachment and transmissibility. We provide high-resolution evidence of this relationship over short timescales in Chapter 4, where we examine the decay in retweet rate in the first 24 hours.

Meme propagation research has also contributed to our understanding of information spreading on the internet [88,164]. Leskovec et al. [88] analysed how popularity of memes varies over time and created a model with fluctuations similar to what is observed in real news-cycle data. Our work on retweets focuses on a similar problem, but over much shorter time scales. Memes are likely to be popular for months while Twitter users tend to respond to events or tweets in seconds or minutes.

### 2.2.2 Relaxation response of a social system

Relaxation response refers to the way a system will return to its original resting state after being excited by some stimulus [35]. From a social media perspective, this may refer to the amount of social media traffic at some given time after an event, and how this level decays.

As Crane and Sornette observed [35], response to events in a social system can be divided into two primary types, exogenous and endogenous. In the exogenous case, if a network is responding to a large pertubation (e.g. YouTube feature a video on their homepage), the highest rate of activity occurs immediately after the event. Alternatively, in the endogenous case, if a network is responding to small pertubations
which spread more slowly (e.g. users sharing a video with other users), the response will grow over time, hit a peak and then decay. Crane and Sornette [35] found that after the initial peak, activity declines as a power law distribution.

In the context of our work in Chapter 3 on news-driven social media activity, we expect retweets in Twitter to be primarily in response to exogenous events. Twitter users have a number of followers who will possibly be aware of a tweet as soon as they log into Twitter. However, there is also an endogenous component to information propagation on Twitter. When users share a tweet by retweeting, further followers will also be exposed to the initial tweet.

Other authors have built upon Crane and Sornette's fundamental work, observing power law decay on social media following peaks of activity. Matsubara et al. [105] developed SpikeM, a model for the rise and fall patterns of social media influence propagation. This model used a power law to capture the fall pattern after social media spikes, which they claimed was applicable to all classes of social media activity. SpikeM requires fitting a high number of parameters, causing it to potentially overfit, and thus reducing its prediction ability. Also, Sadri et al. [131] showed that decay in discussions about Hurricane Sandy exhibited a power law decay shape.

Although there exists a significant amount of related work modelling Twitter dynamics, [146], the distribution of retweet times has not been analysed in detail. Hodas et al. [70] created a sophisticated method to estimate the probability of whether a user will retweet a given seed tweet. They claimed that the response function was constant for the first two minutes, then dropped as a power law with exponent $\alpha=1.15$. This analysis was based on fitting a straight line on a noisy data log-log plot, which they showed was roughly linear for the first 10,000 seconds (approximately three hours). Zhao et al. [180] performed a similar analysis for retweets from an initial tweet. They plotted retweet times up to 15 hours after the initial tweet and concluded that the observed linear trend on logarithmic axes suggests a power law decay.

As we shall demonstrate in Chapter 4 with more detailed analysis, the rate of retweets has a power law shape for the first three hours, but after this period a simple power law is no longer appropriate. A power law with exponential cutoff provides a better fit to this distribution.

### 2.2.3 Statistical test for power law

We define power law and other decay functions in Section 2.6.1. Traditional crude methods for detecting whether a dataset is a power law involve binning the data and plotting the bin values against time on a log-log scale, e.g. [3,49]. The slope of the line of best fit, usually determined by least squares fitting, is then taken as the rate of the power law. However, these methods can produce substantially inaccurate results [15] and, in many cases, give no statistical evidence for whether the data is power law distributed.

In 2007 Bauke [15] showed that maximum-likelihood fitting methods are more accurate than methods such as logarithmic binning on the emprical data. We use logarithmic binning only to provide a visual understanding of the distribution of our datasets and use maximum-likelihood fitting methods for all our formal statistical analysis. Following on from the work of Bauke, in 2009 Clauset et al. [33] developed a statistical test for determining whether a distribution is a power law. This method uses maximum-likelihood fitting methods to determine the parameter $\alpha$ of the power law, and goodness-of-fit tests based on the Kolmogorov-Smirnov (KS) statistic and likelihood ratios. The basic outline of the Clauset method [33] is as follows :

1. Estimate parameters $x_{\text {min }}$ and $\alpha$ of the power law from the empirical data using maximum likelihood estimation.
2. Calculate the goodness-of-fit between the data and the fitted power law distribution using the KS-statistic.
3. Generate a large number of synthetic data sets with power law parameter $\alpha$ and lower bound $x_{\text {min }}$, and calculate the KS-statistics.
4. Compare KS-statistics between the empirical and synthetic data. The p-value is defined to be the fraction of the synthetic KS-statistics that are larger than the empirical KS-statistic.
5. If the resultant p -value is greater than 0.1 , a power law is accepted as a plausible hypothesis for the data. Otherwise it is rejected.

We use the Clauset test to determine if our datasets could plausibly be generated from a power law function. The implemetation of the Clauset method for our retweet dataset is outlined in Section 4.3.3. Also worth noting, Alstott et al. [5] built upon the work of Clauset to develop powerlaw, a Python package for basic fitting and statistical
tests for power laws. However, for this thesis we wrote our own code for power law parameter fitting and for most statistical tests.

### 2.3 Simulating retweet activity and cascades

Here we discuss previous literature related to Chapter 5, Simulating Retweet Activity and Cascade Size Estimation.

### 2.3.1 Causes of power laws in complex systems

Power laws occur frequently in both nature and man-made systems. Examples of phenomena that can be modelled well by power laws include frequencies of words in most languages, sizes of earthquakes, intensity of wars, severity of terrorist attacks, sightings of bird species [33] and citation distributions [23]. Many human activity patterns also exhibit power law distributions [115]. Li et al. [91] showed that human correspondence patterns have bursty power law behaviour. Neither the interevent time nor the response time show Poisson behaviour, as might be expected, but instead both have approximate power law decay.

Doerr et al. [44] questioned the applicability of fitting power law distributions to temporal behavioural data, and showed that many processes governing online information spread have a log-normal distribution. They argued that the low exponents found in temporal data militates against preferential attachment, and that while preferential attachment provides an explanation for scale-free degree distributions, it does not provide insight into propagation time distributions. Based on this, they claimed that there does not exist a theoretical model able to explain the observed traces of online human behaviour. This paper considered only preferential attachment as the cause of power laws to online information spread. Although preferential attachment is a common and well-known mechanism for the generation of power laws, it is certainly not the only mechanism.

Power laws can also be caused by sand-pile models, as was shown by Bak et al. [9] and also by cascades, shown by Wegrzycki et al. [163]. Mitzenmacher [110] and Newman [115] identified 14 causes of power laws, both natural and man-made. Although theoretically possible, many of these causes of power law occur rarely. In the context of our datasets, for our own power law observations on retweets in Chapter 4, it is
possible to reject some of these causes quickly. Inappropriate models include random walks, phase transitions, coherent noise [138] or highly optimised tolerance [26]. However, other possible causes of power laws cannot be rejected so readily, and we consider specifically the following three causes:

- Growth by preferential attachment, where new entities attach to existing entities proportional to their current size [13, 14, $76,100,178]$.
- Exponential growth with random observations times (giving the Zipf law where the frequency of an item is inversely proportional to its rank) [126].
- The inter-event time distribution for a single event type where the behaviour that causes events is a consequence of a decision-based queuing process [12,158].

We discuss these three causes of power laws in more detail below and explain in Chapter 5 why they are candidates for the distribution of retweet times.

## Growth by preferential attachment

In preferential attachment, new entities attach to existing entities proportional to their current size. In Polya's Urn model [100] where balls are added to urns with probability proportional to the number of balls in the urn, it can be shown that the number of balls per urn is distributed as a power law. Power laws by preferential attachment occur frequently in nature and in human sciences. Cities tend to grow proportional to their current size [76]. Networks have a tendency to grow by attaching new nodes to those that already have a large number of connections [13]. Preferential attachment is also called the Yule process, after it was used to explain the power-law distribution of the number of species per genus of flowering plants [178].

## Power law due to combination of exponentials

Combinations of exponentials can lead to power law distributions [115]. Since exponential functions are very widespread in nature and man-made systems, this is a common cause of power laws. As shown by Reed [126], a process that grows exponentially and is sampled at exponentially distributed times, is power law distributed.

Reed argued that the sampling time for distributions should be considered a random variable, and that in many real-world scenarios an exponential distribution is appropriate. For example, the growth of an individual's income may follow geometric Brownian motion. However, the time an individual has been in the workforce until retirement, may follow an exponential distribution. From a set of individuals with the same starting income, the distribution of incomes is a geometric Brownian motion observed after an exponentially distributed amount of time. This leads to a power law distribution of incomes.

## Power law due to decision-based queuing process

Barabasi [12] showed that the bursty nature of human behaviour can be explained by a decision-based queuing process, which was further explained by Vazquez et al. [158]. When humans execute tasks based on some perceived priority, the waiting time between tasks is heavy-tailed. Consecutive actions from a single user, such as the inter-event times between emails sent, have a tendency to be power law distributed. This is different to the exponential distribution that would occur if human activity was modelled as a Poisson process. Barabasi showed that the timings of five human activity patterns, email and letter-based communications, web browsing, library visits and stock trading, followed non-Poisson statistics.

In Chapter 5 we consider the three aforementioned reasons as possible explanations for the observed power law behaviour in Chapter 4, and deduce whether any of them provides a satisfactory explanation of the phenomena.

### 2.3.2 Decay of user interest in topics

User interest in topics tends to decay exponentially over time [2,42,90]. Li et al. [90] analysed this loss of interest through users' reading history for the purpose of news recommendations. For an exponential decay function, $e^{-\lambda t}$, they assumed the decay parameter $\lambda$ to be three days, based on a user's reading history. However, the exact decay parameter is dependent on the specific scenario, and attention spans on social media are generally shorter than for other information mediums. Exponential decay forms a component of our explanation of retweet rates in Section 5.2, where we consider user interest in tweets after a period of time. It also forms part of our
clustering algorithm, Social Media Event Response Clustering (SMERC), in Chapter 6 where we consider the likelihood that tweets are related given their time difference.

Researchers have analysed and modelled specific cases of loss of interest in topics over time $[107,169]$. Wu et al. [169] modelled the popularity of photos over time, on internet sharing sites such as Flickr, as

$$
s=\log _{2}\left(\frac{r}{d}\right)+1
$$

where $r$ is the view count of the photo and $d$ is the number of days since the photo was published. The view count to day ratio, $r / d$, will drop over time, reducing the popularity $s$ of the photo. However, the more widely-used model based on exponential decay is simpler and was found to be more effective for our purposes.

### 2.3.3 User influence

The influence of Twitter users has a strong effect on whether their tweets will be retweeted. However, the concept of influence is difficult to formally define. Cha et al. [29] estimated the influence of users by assuming it is comprised of three primary components:

- Indegree influence (the number of followers for a user).
- Retweet influence (the number of retweets mentioning the user's name).
- Mention influence (the number of mentions containing the user's name).

Importantly, they assume the outdegree (number of accounts a user follows) and the number of tweets by a user are not useful measures of influence, as they can be completely controlled by the user. Accounts with high outdegrees and tweet counts have a strong tendency to be bots.

Zhu et al. [184] observed that the global distribution of user influence on Twitter has a power law distribution. They attributed this to preferential attachment, with popular users receiving more mentions and retweets, leading to them gaining more followers. This distribution of retweets amongst users has Gini coefficient [27] of $g=0.9034$, an extremely high value corresponding to the top $1 \%$ of users getting more attention than the bottom $99 \%$ combined. Information flow in a network is heavily affected by the presence of these highly influential nodes with super-spreaders [95] promoting global cascades and super-blockers [64] reducing the likelihood of certain types of
cascade.
Bakshy et al. [11] examined the possibility of cascades through social media structures from ordinary influencers. They created a way to predict the influence of users, using user features \{\# followers, \# friends, \# tweets, date of joining\} along with past influence features \{average total influence, minimum total influence, maximum total influence, average local influence, minimum local influence, maximum local influence\}. Here local influence refers to the direct reshares of social media posts, while total influence refers to all reshares, whether direct or indirect. This is an important distinction as for users with a low number of followers, their posts with highest total influence generally occur when a popular user reshares their social media post. A user's influence can be used as a feature to estimate the retweet count.

Having a larger number of followers increases the likelihood that a seed tweet will be retweeted. However, the follower count is not always an accurate measure of a user's influence. Many accounts have artificially inflated numbers of followers due to bots or other techniques such as trading followers [29]. A smaller number of active followers is more impactful and leads to more retweets than a larger number of dormant followers.

### 2.3.4 Retweet cascade size estimation

We first define a retweet cascade as was done by Vosoughi et al. [159], as an unbroken series of retweets from an initial tweet. The size of a retweet cascade is the total number of retweets in this cascade.

The intensity of Twitter activity is often modelled as a self-exciting temporal point process [180,185]. Events and other tweets tend to stimulate other activity, leading to burstiness. The rate of twitter activity is also affected by other factors such as human prioritisation of tasks and diurnal rhythms $[55,103]$.

Estimating the size of a cascade of retweets is a popular research topic, with many different approaches and varied problem formulations [60,83,97, 180]. When discussing retweet cascades we use the notation and metrics introduced by Zhao et al. [180] with $R_{\infty}$ denoting the total number of retweets, and the prediction of this value made at time $t$ by $\hat{R}_{\infty}(t)$.

Kupavskii et al. [83] predicted the size of a cascade based on the initial spread using a
gradient-boosted decision-tree model. They used social features such as the number of followers, friends and favourites of the user. Content features used included tweet length, number of mentions and hashtags within the tweet. They analysed timesensitive features such as retweet ratios up to a given time, as well as features of the infected nodes (which have been influenced by the information spread) up to the given time. For their experimental setup, they used a training window $\left[T_{0}, T_{f}\right]$ where $T_{0}$ took values of 0,15 and 30 seconds, and $T_{f}$ took values of 4 minutes, 15 minutes, 1 hour, and 1 week.

A particularly relevant model for retweet cascade size estimation is the Dynamic Poisson model (DPM) [1] which estimates the retweet rate $\lambda_{t}$ as

$$
\begin{equation*}
\lambda_{t}=\lambda_{t_{\text {peak }}}\left(t-t_{\text {peak }}\right)^{\gamma}, \tag{2.1}
\end{equation*}
$$

where $t_{\text {peak }}$ is the time of peak retweet rate, and $\gamma$ is the power law parameter. Our model in Section 5.4.3 is similar to Equation (2.1), except we use a power law with exponential cutoff instead of a power law.

SEISMIC (A Self-Exciting Point Process Model for Predicting Tweet Popularity) was a method developed by Zhao et al. [180] to estimate retweet information cascades. It uses the theory of self-exciting point processes to develop a statistical model for predicting retweet counts. For the error metric, SEISMIC used absolute percentage error, $\operatorname{APE}(t)$, of the estimation for tweet $w$ at time $t$ after the tweet was posted, given by

$$
\begin{equation*}
\operatorname{APE}(t)=\frac{\left|\hat{R}_{\infty}(t)-R_{\infty}\right|}{R_{\infty}} . \tag{2.2}
\end{equation*}
$$

Zhao et al. [180] also provided a publicly available dataset for testing, which we use in Chapter 5. They collected 3.2 billion tweets from October 7 to November 7, 2011, and kept only tweets with no less than 50 retweets, no hashtags in the text, and written in English. There were 166,076 tweets that met these requirements. One issue with using this dataset is the potential skewing of the optimal cascade size prediction. For example, suppose we have an initial seed tweet from a user with 200 followers and over the first hour it has a total of one retweet. Based on this data, the best possible prediction of the total number of retweets would be less than five total retweets. However, if the data is contained in the SEISMIC dataset, our best guess for the total cascade size would be at least 50 retweets.

Analysing the SEISMIC dataset manually revealed some anomalies in the data. For example, there is a tweet from a user with over 100,000 followers that does not receive any retweets in the first 30 minutes, followed by hundreds of retweets in the next 30 minutes. It's extremely unlikely that such a phenomena would occur, suggesting that at least part of the dataset has been corrupted. We filtered out all tweets where such data corruption appeared to have occurred.

Wu et al. [170] provided a method to estimate the cascade size from tweets from news sources, as is our objective in Chapter 5. However, they did not make their datasets or code public, and the paper is insufficiently specific to accurately replicate their approach. They evaluated their method by calculating the correlation between their prediction vector and the actual tweet count vector, which is not frequently used to evaluate the performance of a prediction method [73].

### 2.4 Automated microblog summarisation and event detection

Here we discuss previous literature related to Chapter 6, Event Detection and Time Estimation from Twitter.

### 2.4.1 Social sensing and microblog summarisation

Social media is a technological tool which provides researchers rich data for social science research. It facilitates social sensing, using crowd response to better understand events in near real time. The progress in our understanding of social sensing has coincided with the rapid growth in social media since the early 2000s [144]. To fully understand social sensing, it is necessary to have accurate models for information flow in large scale social networks [176]. The state of social sensors can be modelled as a probabilistic function of their neighbours, which slowly evolves over time [144]. In addition to posts on social media, other information can be incorporated into social sensing systems, such as ratings on hotel or restaurant review sites, website usage statistics and public social media profile information.

Microblog summarisation refers to techniques to automatically summarise sequences of events from microblogs as they occur in real time [136]. The most common technique overall for automated microblog summarisation is measuring keyword
frequency $[31,82,136]$, detecting keywords that are used more frequently than expected in a period of time. TweetMotif [82] uses this technique, with input tweets tokenised, topics filtered and then scored based on their relative frequency, then merging equivalent topics. Sharifi et al. [136] developed the phrase reinforcement algorithm, a graph-based method using relative frequency of keywords to determine key topics. Chakrabarti et al. [31] developed SummHMM, a hidden Markov model based method detecting bursty keywords. They used knowledge of previous response patterns, at sporting events for example, to better detect future events.

Our work in Chapter 6, creating a technique to automatically summarise key events and their corresponding times from a social media stream, fits into the categories of both microblog summarisation and social sensing. Compared with previous work, we focus more heavily on the temporal relationship between events and response times.

### 2.4.2 Event detection

Event detection on Twitter is the ability to detect key events of interest, such as earthquakes or soccer goals. There exist many methods using Twitter to do this, particularly focusing on sporting events [59,147,181]. Zhao et al. [181] used Twitter response to events in NFL games to identify key events such as touchdowns, interceptions, fumbles and field goals. To determine the nature of events, they measured whether the frequency of content-based keywords was above a pre-defined threshold. The temporal component of their event detection method was based on the rate of relevant posts in specified time windows, using the fact that social media activity increases heavily after key events.

A sequence of tweets constitutes a time series, so the problem of detecting events from Twitter is often transformed into a time series clustering problem [7]. Yang and Leskovec [177] summarised two key components for time series clustering in online media, a distance measure and a clustering algorithm. The most commonly used distance measure is Euclidean distance, which has been used in a variety of works [57]. More advanced measures include dynamic time warping [17] and longest common subsequence [80]. The most common clustering algorithm continues to be $k$-means [99] despite the limitations of having to specify the number of clusters beforehand, and being sensitive to the starting point. Tweet clustering is often focused on using tweet
content and user features, but has limitations based on the amount of information contained in a tweet. Studies typically use either textual features such as tracking the number of pre-defined keywords or hashtags, or purely temporal features such as the timing of posts.

Similar to techniques for microblog summarisation, several authors have created methods to detect events based on bursty keyword usage. Mathioudakis et al. [104] conducted tweet clustering by monitoring keyword frequency, looking for bursty keywords. Twevent [89] extracts continuous and non-overlapping word segments, and then calculates bursty event segments within a fixed length window. To evaluate their method, the authors used the metrics precision, the proportion of detected events related to realistic events, and recall, the proportion of realistic events detected from the data set. Due to the difficulty in assessing whether or not a particular tweet, or cluster of tweets, is related to an event or what constitutes a realistic event, such definitions can be hard to measure on real datasets. Topicsketch [173] uses a more sophisticated method to bucketize and hash tweets and claims to be able to detect events from shorter bursts than Twevent. Both these methods register events only if there is a bursty keyword response, while smaller events won't be detected.

With most similar objectives and datasets to our tweet clustering work in Chapter 6, Gillani et al. [59] developed a way to identify key events in sporting contests by clustering both temporal and textual features. They used a threshold technique to determine whether an event is important, and incorporated the time of posts as a feature, by appending it to a vector of word counts collected within a window. As this method uses $k$-means for clustering and it is not possible to know the number of key events beforehand, it is perhaps more suited to the problem of post-hoc microblog summarisation rather than real-time event detection. Conversely, as we show, our approach in Chapter 6 is more suited to real-time tweet clustering and event detection; by reasoning more probabilistically about the distributions of times between tweets around events, we develop a mathematical model for incorporating temporal information into tweet clustering, instead of simply appending it as part of a feature vector.

Evaluating the performance of approaches for event detection is a known problem, extensively discussed by Atefeh et al. [7]. For information retrieval tasks, precision, recall and $F$-score are commonly used performance metrics, but have the problem of being extremely time-consuming or infeasible to manually calculate. Recall calcu-
lation, in particular, requires the manual identification of all events in a large noisy dataset, where it is not always well-defined what constitutes an event. Many works calculate precision@K instead of precision, the fraction of correctly detected events out of the top $K$ detected events. Doing this reduces the computational burden and increases precision scores, but often prevents direct comparison between the performance of methods. In addition, Atefeh et al. [7] noted the need for public benchmarks to evaluate the performance of different approaches for event detection. We discuss issues of validating methods further in Chapter 6.

### 2.4.3 Similarity and distance measures

Metzler et al. [108] outlined the difficulties in creating similarity measures for small segments of text. They discussed different ways of representing a text string as a stemmed representation in which each word is broken down to its stem, which aids improvement in vocabulary matching. They also gave an alternative representation, in which words are expanded to give their full meaning. For example, text processing is more effective when Bank of America and a river bank can be distinguished. Google researchers led by Mikolov developed word2vec [109], a system of assigning each word to a vector, typically of hundreds of dimensions. The system is designed so that words with a similar meaning are located in close proximity in the vector space. This system allows vector operations on words, for example, King + Woman - Man = Queen. There have also been multiple attempts to extend word2vec to tweets [41,160].

Despite the usefulness of these methods, a drawback is how to deal with words that are not in the dictionary. Our work deals with topics such as sport where the context and meaning of words can differ from other situations. Without dictionaries dedicated to these topics, text vectorisation methods such as word2vec are potentially less useful.

Cha [30] conducted a thorough study of 45 methods to find the distance or similarity score between two vectors. They split the measures into nine categories, which we give in Appendix D.1. Importantly, there is the Minkowski family, involving a norm of some kind, and the inner product family, which considers positive matches only, giving the closeness between any pair of tweets. For our purpose this emphasizes the number of common words between tweets. Cosine similarity normalises the measure based on the tweet length, giving a score between 0 and 1 . While discussing
similarity measures in their survey of clustering algorithms, Xu et al. [174] identified that cosine distance is the "most commonly used distance in document area" [sic]. Compared to other measures, such as Euclidean distance, this method emphasizes the impact of words that tweets have in common.

In Chapter 6, we use cosine similarity, which geometrically is the cosine of the angle $\theta$ between the vectors $\mathbf{A}$ and $\mathbf{B}$ representing the tweets,

$$
\begin{equation*}
\text { similarity }=\cos (\theta)=\frac{\mathbf{A} \cdot \mathbf{B}}{\|\mathbf{A}\|\|\mathbf{B}\|}=\frac{\sum_{i=1}^{n} A_{i} B_{i}}{\sqrt{\sum_{i=1}^{n} A_{i}^{2}} \sqrt{\sum_{i=1}^{n} B_{i}^{2}}} \tag{2.3}
\end{equation*}
$$

## 2.4•4 Clustering methods

Jain and Dubes [77] gave the following definition for clustering:

- Instances in the same cluster must be as similar as possible.
- Instances in different clusters must be as different as possible.
- Measurement for similarity and dissimilarity must be clear and have practical meaning.

Xu et al. [174] split clustering algorithms into 18 categories, 9 traditional and 9 modern, recorded in Appendix D.2. We use affinity propagation [52] as it gives the best performance of all algorithms meeting our requirements, discussed in Chapter 6.

Affinity propagation regards all data points as potential centers of clusters. Messages are recursively passed across the edges of the clustering network until a good set of clusters emerges. The algorithm proceeds by alternating two message-passing steps, updating the responsibility matrix, which quantifies how well each cluster center is suited to serve as the exemplar, and updating the availability matrix, which takes into account other points' preference for cluster centers. The iterations continue until the cluster boundaries remain unchanged over a specified number of iterations, indicating that convergence has occurred. Affinity propagation does not require the number of clusters to be specified beforehand, an important advantage over other clustering algorithms such as $k$-means.

### 2.4.5 Natural language processing

Natural language processing is the use of computers to process and analyse large amounts of natural language data [74]. It began in the 1950s with statistical or rule based approaches, but in the late 1980s, the use of machine learning algorithms became popular. More recently, in the 2010s, neural network approaches began to achieve state-of-the-art results in many natural language tasks [61].

## Stop words

The concept of stop words was first used by Luhn [98] in 1959 in an attempt to isolate parts of a document containing intelligible information. Luhn originally used 16 basic stop words such as $a$, of and the; as the concept has developed, a greater number of stopwords have been identified. The idea is that these connector words provide minimal information about the substance of a document, and removing them prevents documents being associated based on the use of these words. For example, it may be erronous to claim that two documents were similar because they both had a similar frequency of the word the. In our work we use the Natural Language Toolkit (NLTK) [96] set of English stopwords, containing 153 commonly-used English words. With this stopword list and a standard body of text, about $25 \%$ of words are removed as stopwords.

## Word stems

Words such as agree, agreeing, agrees and agreed have the same stem but different affixes. For the purpose of comparing texts, we consider these all as the same word. To do this, each of the words in a tweet is converted to its stem. Sharma et al. [137] performed an extensive study on stemming algorithms and classified them as either being a rule-based approach or a statistical approach. Rule-based stemmers are faster and well suited for English, but have the disadvantages of being timeconsuming to create, not being able to handle additional grammatical information, and having a tendency to over-stem in certain situations. The popular Porter Stemmer algorithm [79], a rule based stemmer which we use for our text processing, reduces the vocabulary to around one third of its original size.

## Bag of words

There are many proposed methods to summarise or "embed" words as vectors. For example, word2vec [109], tweet2vec [41,160] and sentence2vec [86] are recent methods to convert words, tweets and sentences to vectors respectively. These methods are particularly effective when the structure of a sentence is important, not just the contained words [86]. Alternatively, there are modern and effective ways to conduct natural language processing using recurrent neural networks [149].

An older and less sophisticated method to create a vector from a set of text is the bag-of-words model [67], where the vector records the number of occurrences of each word in a text. For our tweet data, we found that using the bag-of-words model was more effective than the methods based on word2vec. This is likely because we are attempting to group tweets about selected topics, without being overly concerned about the structure of the tweet. Also, many of our datasets are about sporting events, which are a particularly unstructured category of tweets and potentially less suited to methods to understand their structure.

## TF-IDF

Term Frequency - Inverse Document Frequency (TF-IDF) [133] weights the importance of words in a document based on a combination of uniqueness and frequency. It works on the theory that words which occur sparsely are more meaningful in detecting content. For example, suppose in a corpus the word hippopotamus occurred in two different documents, but not again in the entire corpus. It would appear likely that these two documents are related. Conversely, if we consider the situation where a word such as hippopotamus was occuring in half of the documents, it is likely that the entire corpus is about hippopotamuses and we would be less confident that two documents with the word hippopotamus would be related.

TF-IDF is defined by

$$
\begin{equation*}
\mathrm{TF}-\mathrm{IDF}=T F_{t} \times \log \frac{N}{D F_{t}} \tag{2.4}
\end{equation*}
$$

where $T F_{t}$ is the frequency of the term $t, N$ is the number of documents in the corpus, and $D F_{t}$ is the document frequency of $t$. There are several popular ways to implement the calculation of TF-IDF depending on edge conditions, we use the default TfidfVectorizer implementation from scikit-learn [122].

### 2.4.6 Event time estimation

Event time estimation from social media has received little attention relative to event detection or microblog summarisation. This is likely due to the lack of publicly available datasets and the time consuming task of creating such datasets. Previous literature $[132,181]$ referred to the first time that events are mentioned on social media, with the implicit assumption that the event occurred some distribution of time prior to this point. Zhao et al. [181] found that on average it takes 17 seconds for a Twitter user to report an NFL game event. However, to the best of our knowledge, there have been no attempts to precisely estimate event times from the associated Twitter response.

Our event time estimation method is based on fitting an appropriate response distribution to available tweet times, and then calculating an offset from the distribution intercept. Consequently we must find a distribution that fits our datasets closely, can be used to create a method for event time estimation, and preferably has an explanation consistent with the underlying processes. We consider the use of both the log-normal and Weibull distributions.

### 2.4.6.1 Causes of log-normal distribution

Log-normal distributions, defined in Section 2.6.1, occur when the growth over a time step is a normally distributed random factor that is independent of the size. For this reason log-normal distributions frequently occur in natural and man-made systems. Voss [161] found that article sizes on Wikipedia are approximately log-normally distributed. They claimed that the likely cause of this is percentage steps of growth, with individual article sizes converging to some perfect size which is influenced by topic. This finding was confirmed and extended by Serrano et al. [135], who found that in addition to Wikipedia, this result also held for two other collections of web pages.

Sobkowicz [139] analysed the distribution of internet comment lengths, finding that they were also log-normally distributed. However, they asserted that subsequent posts in a discussion are not modifications of each other, with almost $99 \%$ of comments original. Consequently they claimed that the model of successive modfication of entries could not be used to explain the observed log-normal distribution.

As we discuss further in Chapter 6, we consider the log-normal distribution as a candidate distribution for the temporal response of tweets from events.

### 2.4.6.2 Causes of Weibull distribution

Weibull distributions, defined in Section 2.6.1, were originally developed to model particle sizes of powdered coal [129]. However, they are more commonly used in industry for failure analysis [179]. An item with a decreasing, constant, or increasing failure rate will potentially have a Weibull lifetime distribution.

The purpose for which we consider using the Weibull distribution in Chapter 6, the time between events and Twitter response, is quite different to its primary use in industry for failure analysis. However, there have been a few instances of authors using Weibull distributions for online information spread. A Weibull distribution was used by Lande et al. [125] to model the number of likes of a Twitter message. They used a stochastic process to simulate online information spread, which produced a distribution of likes with the same shape as a Weibull distribution. Also, Jiang et al. [78] used a Weibull distribution to model the inter-call durations from a Chinese mobile phone operator. Although they did not explain the underlying mechanics that would cause a Weibull distribution, they found that the tail shape of the Weibull was a closer match to their dataset than either an exponential or power-law distribution.

Similar to the justification used by other authors, the early peak and long tail shape of the Weibull density function is a close match to our observed distributions, particularly when fixing the Weibull shape parameter $k$ between 1 and 2 . We thus also consider using the Weibull distribution in Chapter 6 as a candidate distribution for the temporal response of tweets from events.

### 2.5 Diurnal cycles and adjustment

A diurnal cycle describes the way system behaviour varies throughout the day. For example, people are much more likely to use social media during waking hours, compared to the early hours of the morning when most of the population are sleeping. In addition to daily cycles of activity, human internet usage also exhibits weekly trends, as the population has similar overall tendencies at the same times of the week [143].

Gao et al. [56] developed a way to adjust for the daily cycles in social media activity with a concept called Weibo time, which is measured in the number of messages that users post on Weibo at that time. They then did an arithmetic conversion from the Chinese time zone GMT +8 to Weibo time to implement their diurnal adjustment.

In this thesis, we use diurnal cycles in Chapters 3 and 4 when looking at how tweet, retweet and news rates vary throughout the day. We make diurnal adjustments to remove the influence of the hour of the day on the overall tweet activity level. Our method has similar goals to Gao et al. [56] but using our own techniques. One particular benefit of our probabilistic approach is giving a discrete output (an integer number of tweets) which facilitates follow-on analysis. We also observe that a neural network can effectively learn a diurnal cycle.

### 2.6 Definitions, tools and techniques

Here we outline mathematical and statistical definitions, tools and techniques which are used throughout the thesis.

### 2.6.1 Decay functions

We use decay functions extensively, to model the distributions of retweet times in Chapters 4 and 5, and the distribution of tweets in response to events in Chapter 6.
Definition 1. A power law is a distribution that has probability density function

$$
\begin{equation*}
p(x)=C x^{-\alpha}, \quad C=\frac{\alpha-1}{x_{\min ^{1}}{ }^{1-\alpha}}, \tag{2.5}
\end{equation*}
$$

with $\mathrm{C}, \alpha>0, x \geq x_{\text {min }}$.
Importantly, a power law exhibits a heavy tail. Compared with functions that decay exponentially, much more of the distribution of the power law is contained at higher values of $x$. A power law has a well-defined mean only if $\alpha>2$, and it has a finite variance only if $\alpha>3$.
Definition 2. A power law with exponential cutoff is a distribution that has probability density function

$$
\begin{equation*}
p(x)=A x^{-b} e^{-c x} \tag{2.6}
\end{equation*}
$$

with $A, b, c>0, x \geq x_{\text {min }}$.
In constrast to a simple power law, a power law with exponential cutoff always has a well-defined mean and finite variance.

We use the power law and power law with exponential cutoff in Chapters 4 and 5 to model the distribution of retweet rates.

Definition 3. A Weibull distribution is a distribution with probability density function

$$
f(t ; \lambda, k)= \begin{cases}\frac{k}{\lambda}\left(\frac{t}{\lambda}\right)^{k-1} e^{-(t / \lambda)^{k}} & t \geq 0  \tag{2.7}\\ 0 & t<0\end{cases}
$$

where $k>0$ is the shape parameter and $\lambda>0$ is the scale parameter of the distribution.
Definition 4. A random variable $X$ with log-normal distribution has probability density function

$$
\begin{equation*}
f(t ; \mu, \sigma)=\frac{1}{t \sigma \sqrt{2 \pi}} e^{-\frac{(\log t-\mu)^{2}}{2 \sigma^{2}}}, \tag{2.8}
\end{equation*}
$$

where $\mu$ and $\sigma$ are the mean and standard deviation, respectively, of X's natural logarithm.
We use the Weibull and log-normal distributions in Chapter 6 to model the Twitter response after an event.

### 2.6.2 Methods to measure error

We measure the performance of our prediction methods using metrics relative error, mean absolute error (MAE), mean absolute percentage error (MAPE) and median absolute percentage error (MdAPE).

Definition 5. For a value of interest $\tau$, the relative error is given by

$$
\begin{equation*}
\mu=\left|\frac{\tau_{\text {predicted }}-\tau_{\text {actual }}}{\tau_{\text {actual }}}\right| . \tag{2.9}
\end{equation*}
$$

The relative error is not defined if the actual value, $\tau_{\text {actual }}$, is zero.
Frequently used in assessing prediction performance [73,167], mean absolute error measures the difference between two paired variables $X$ and $Y$. One key advantage of mean absolute error is the easy interpretation: it is simply the average distance between values. However, it has the disadvantage of not being scaled based on the
magnitudes of the values.

Definition 6. Given two sets of values $X=\left\{x_{i}\right\}$ and $Y=\left\{y_{i}\right\}$ for $i=1, \ldots, n$, the mean absolute error (MAE) is given by

$$
\begin{equation*}
M A E=\frac{\sum_{i=1}^{n}\left|x_{i}-y_{i}\right|}{n} . \tag{2.10}
\end{equation*}
$$

When we wish to scale the errors by the magnitude of the values being predicted, we use mean absolute percentage error (MAPE).
Definition 7. Given a set of actual variables $\left\{A_{i}\right\}$ and a set of predicted variables $\left\{P_{i}\right\}$ for $i=1, \ldots, n$, the mean absolute percentage error is given by

$$
\begin{equation*}
M A P E=\frac{100}{n} \sum_{i=1}^{n}\left|\frac{A_{i}-P_{i}}{A_{i}}\right| . \tag{2.11}
\end{equation*}
$$

Although easily interpretable, this metric has several disadvantages [73,151]. First, it cannot be used for zero values, as this would lead to division by zero. Also, MAPE is biased, because if the forecast is too low, the maximum percentage error is $100 \%$, but if the forecast is too high the maximum percentage error is unbounded. Consequently, when MAPE is used to optimise a model it tends to prefer a model that forecasts lower than actual values [151]. In this thesis we generally optimise our models using MAE as it is an unbiased metric.

Another commonly used metric is the median absolute percentage error (MdAPE). This is less heavily affected by outlier values than MAE or MAPE, which can be either an advantage or a disadvantage depending on the application.
Definition 8. Given a set of actual variables $\left\{A_{i}\right\}$ and a set of predicted variables $\left\{P_{i}\right\}$ for $i=1, \ldots, n$, the median absolute percentage error is given by

$$
\begin{equation*}
\operatorname{MdAPE}=\operatorname{median}\left(100\left|\frac{A_{i}-P_{i}}{A_{i}}\right|\right) . \tag{2.12}
\end{equation*}
$$

### 2.6.3 One-hot encoded variables

One-hot encoded variables are a way of representing categorical variables in a binary form which allows machine learning algorithms to do a better job of prediction. The concept of one-hot encoding originated in electrical engineering [66], but is now
regularly used in machine learning. For example, consider the make of a car which could take the possible categorical values \{Ford, Toyota, BMW, Mercedes\}. In order to input these variables into a machine learning system we need to use a numeric encoding. However, there is no logical ordering of these variables so an encoding such as $\{0,1,2,3\}$ would potentially cause poor prediction in a machine learning system. A preferable system of encoding is to use one-hot encoded variables, splitting the variable into four binary variables representing whether the car is each of the selected brands. As cars have exactly one make, for each car exactly one variable will take the value 1 while the other three will be 0 .

### 2.6.4 Granger causality

In 1969, Clive Granger proposed the Granger causality test [62] to determine whether one time series is useful in forecasting another. Traditional statistical tests that determine whether two variables are correlated do not provide information about which variable is causing changes in the other. The test was proposed for economics but has been extended, often contentiously [63], to other areas.

Loosely speaking, a time series $X$ Granger-causes $Y$ if $X$ values provide information about future values of $Y$. We use the definition of Granger causality from [118].
Definition 9. Let $X=\left\{X_{t}, t \in \mathbb{N}\right\}$ and $Y=\left\{Y_{t}, t \in \mathbb{N}\right\}$ be stationary time series. Suppose we regress variable $Y_{t}$ on its own past values and past values of $X_{t}$ as follows:

$$
\begin{equation*}
Y_{t}=\alpha_{0}+\alpha_{1} Y_{t-1}+\ldots+\alpha_{p} Y_{t-p}+\ldots+\beta_{1} X_{t-1}+\ldots+\beta_{p} X_{t-p}+\epsilon, \tag{2.13}
\end{equation*}
$$

where $\alpha_{i}$ and $\beta_{i}$ are fitted values while $\epsilon$ is the error. Our null hypothesis for no Granger causality is that $\beta_{1}=\beta_{2}=\cdots=\beta_{p}=0$. If this null hypothesis is rejected, $X$ Granger causes Y.

In Equation (2.13), $p$ is the maximum lag value. We test for Granger causality between news and tweet volumes in Chapter 3. Note that Granger causality is much "weaker" than true causality, as even if a variable X Granger-causes $Y$ we cannot conclude that $X$ actually causes $Y$.

### 2.6.5 Linear Regression

Linear regression is a technique to model the relationship between two variables by fitting a linear equation to given data. Suppose we have datasets $X$ and $y$ given by

$$
X=\left(\begin{array}{c}
x_{1}^{\top}  \tag{2.14}\\
x_{2}^{\top} \\
\vdots \\
x_{n}^{\top}
\end{array}\right)=\left(\begin{array}{ccccc}
1 & x_{11} & x_{12} & \cdots & x_{1 p} \\
1 & x_{21} & x_{22} & \cdots & x_{2 p} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x_{n 1} & x_{n 2} & \cdots & x_{n p}
\end{array}\right), \quad \mathbf{y}=\left(\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right)
$$

where $n$ is the number of samples and $p$ is the number of predictors. Linear regression assumes that $\mathbf{y}=X \boldsymbol{\beta}+\boldsymbol{\epsilon}$ where

$$
\beta=\left(\begin{array}{c}
\beta_{0}  \tag{2.15}\\
\beta_{1} \\
\vdots \\
\beta_{p}
\end{array}\right), \boldsymbol{\epsilon}=\left(\begin{array}{c}
\epsilon_{1} \\
\epsilon_{2} \\
\vdots \\
\epsilon_{n}
\end{array}\right) \text { and } \epsilon_{i} \sim N\left(0, \sigma^{2}\right) .
$$

When fitting a regression model, we find $\beta$ in order to minimise the $L_{2}$-norm $\|\boldsymbol{\epsilon}\|_{2}$. Due to its simplicity, linear regression is used extensively in practical applications [175].

We use linear regression in Section 3.5 as a method to predict news activity and tweet activity.

### 2.6.6 Neural networks

A neural network is a non-linear function that maps real-valued vector inputs to realvalued outputs. The vector input is transformed through a series of hidden layers consisting of a set of neurons, which receive a signal from connecting nodes, process it, and then signal adjacent nodes. In recent years, neural networks have revolutionised many fields including computer vision [92,93], machine translation [50,145] and social network filtering [39].

A multilayer perceptron is a class of feedforward neural networks [68], artificial neural networks where connections between nodes do not form a cycle. Multilayer perceptrons consist of at least three layers (including at least one hidden layer) of


Figure 2.1: Example of a multilayer perceptron with four input variables, one hidden layer with five nodes and one output variable.
fully-connected nodes with non-linear activation functions. As was proven by Cybenko [37], multilayer perceptrons are universal function approximators, so they can be used effectively for regression analysis. An example of a multilayer perceptron is shown in Figure 2.1.

Each node in the neural network consists of a linear combination of the previous layer, fed into an activation function. Commonly used activation functions include the sigmoid function or the Rectified Linear Unit (ReLU) function. Let $\mathbf{a}^{[0]} \in \mathbb{R}^{N}$ be the input to the neural network. We have

$$
\begin{equation*}
\mathbf{z}^{[\ell]}=W^{[\ell]} \mathbf{a}^{[\ell-1]}+\mathbf{b}^{[\ell]} \tag{2.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\left.\mathbf{a}^{[\ell]}=\sigma\left(\mathbf{z}^{[\ell]}\right]\right) \tag{2.17}
\end{equation*}
$$

for $\ell \geq 1$, where $W^{[\ell]}$ are the weights of the $\ell$ th layer, $\mathbf{b}^{[\ell]}$ is the linear offset of the $\ell$ th layer, $\sigma$ is the ReLU activation function [113], $\mathbf{z}^{[\ell]}$ is the output of the $\ell$ th layer before activation, and $\mathbf{a}^{[\ell]}$ is the output after activation. For the final layer in our neural network, we do not use an activation function as we are predicting a real output.

Training the neural network in order to determine the weights $W^{[\ell]}$ requires a loss
function to be selected. The best choice of loss function depends on the application, and a common choice for regression is the mean-squared error

$$
\begin{equation*}
\mathrm{MSE}=\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-\hat{Y}_{i}\right)^{2}, \tag{2.18}
\end{equation*}
$$

where $n$ is the number of samples, $\hat{Y}_{i}$ are the predicted values and $Y_{i}$ are the known values.

One key benefit of neural networks is the ability to model complex relationships with minimal human input required. They work best with very large amounts of input data and extensive computational resources.

Neural networks are trained using backpropagation. During the training phase, inputs are organised in batches and fed into the network, giving a loss result at the output layer. In the backwards pass, the derivative of the error is passed back through the layers of the network, with the gradients for all the learnable weights in the network computed using the chain rule. The weights are then updated using an algorithm such as stochastic gradient descent, with a tailored learning rate parameter. This process is very computationally intensive and is well suited to being conducted on Graphical Processing Units (GPUs).

Disadvantages of neural networks include the computational resources and time required for training, and also the tendency of overfitting caused by the very high number of weights. The overfitting problem can be minimised by using a technique called dropout, where each neuron is dropped from the net with constant probability during the training phase, and then during test phase all neurons are used for prediction. Another disadvantage of neural networks is the tendency to act as a black box, not necessarily giving insight into the underlying mechanisms that are being modelled.

We use neural networks in Section 3.5 to predict news activity levels from tweet activity levels, and vice versa.

### 2.6.7 $k$-fold cross-validation

The technique of $k$-fold cross-validation is used to assess the performance of a prediction method on an independent dataset $[16,81]$. The original sample is split into $k$
equal-sized subsamples. A total of $k$ experiments are run on the dataset. For each experiment, one of the $k$ subsamples being used as the validation set and the other $k-1$ subsamples as the training set. A key advantage of this method is that all observations are used for both training and validation, with every observation used exactly once for validation.

We use $k$-fold cross-validation in Section 3.5, where we predict tweet activity from news activity, and vice versa.

### 2.6.8 Savitzky-Golay filter

A Savitzky-Golay filter [134] is a method for smoothing digital data points. Given a set of $n$ ordered pairs $\left\{x_{j}, y_{j}\right\}$ and filter of length $m$ where $m$ is an odd integer, we generate output $\left\{Y_{j}\right\}$ with convolution coefficients $C_{i}$ according to

$$
\begin{equation*}
Y_{j}=\sum_{i=-(m-1) / 2}^{i=(m-1) / 2} C_{i} y_{j+i} \text { where } \frac{m+1}{2} \leq j \leq n-\frac{m-1}{2} . \tag{2.19}
\end{equation*}
$$

A Savitzky-Golay filter has the effect of fitting a low-degree polynomial to the surroundings of each data point. The best choices of the degree of the polynomial and the window size (the number of points surrounding the targeted data point) depend on the raw data. A Savitzky-Golay filter is used to reduce noise in a signal, but also has the potentially unwanted effect of distorting the data by reducing the peak heights. The extent of distortion and improvement in noise reduction both increase with the degree of the polynomial and the width of the filter.

We use a Savitzky-Golay filter in Section 4.2.5 to smooth our diurnal cycle for Twitter activity.

### 2.6.9 Testing goodness of fit

Given a dataset and a proposed distribution, we often wish to know whether a distribution is a good fit to the data. To do this we use the Kolmogorov-Smirnov (KS) statistic to measure the distance between the empirical distribution and the hypothesised model. For a theoretical distribution, $F(x)$, and an empirical cumulative distribution
function (CDF), $S_{n}(x)$, the Kolmogorov-Smirnov statistic, $D_{n}$, is defined by

$$
\begin{equation*}
D_{n}=\sup _{x}\left|F(x)-S_{n}(x)\right| . \tag{2.20}
\end{equation*}
$$

We use the Kolmogorov-Smirnov statistic in Sections 4.3 .3 and 6.4.3, where we analyse the quality of distribution fits.

### 2.6.10 Model selection criteria

In order to evaluate the suitability of models and the number of parameters they contain, we consider the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC).

The AIC is given by

$$
\begin{equation*}
\mathrm{AIC}=2 k-2 \ln (L), \tag{2.21}
\end{equation*}
$$

where $k$ is the number of parameters in the model and $L$ is the likelihood function. Functions with lower AIC scores are preferable, so we wish to find the function with the highest likelihood score yet with the lowest number of parameters.

An alternative measure of model fit, the Bayesian Information Criterion (BIC) is given by

$$
\begin{equation*}
\mathrm{BIC}=k \ln (n)-2 \ln (L), \tag{2.22}
\end{equation*}
$$

where $L$ is the likelihood function, $k$ is the number of free parameters, and $n$ is the number of observed datapoints. Compared with the BIC, the AIC penalises the number of parameters less strongly.

### 2.6.11 Bootstrapping

Bootstrapping [46] is used to estimate confidence intervals by random sampling with replacement. Suppose we have sample values $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. We resample these values, giving $Y_{j}=\left\{y_{j 1}, y_{j 2}, \ldots, y_{j n}\right\}$, where each $y_{j i}$ is drawn from $X$ with replacement. This is then repeated $m$ times, giving a set of bootstrapped samples $\left\{Y_{j}\right\}$. From each bootstrapped sample $Y_{j}$, a measurement of interest will be made. We then have a set of measurements from which we can estimate standard errors and confidence intervals.

The key purpose of bootstrapping is determing the likely error in a prediction, particularly in cases of limited data. Ideally we would like to have multiple samples from the same population. However, when this isn't possible, bootstrapping is an alternative way of determining the underlying variability caused by a limited sample size.

We use bootstrapping in Section 6.4 .5 to estimate the error of our method to estimate the time of events based on the Twitter response.

## The Temporal Relationship Between Tweets and News

### 3.1 Introduction

The expansion in popularity of social media has changed the way people receive news [84]. Young people in particular are far more likely to check their Facebook and Twitter feeds than to read a newspaper or watch an evening news television program $[148,172]$. Researchers have questioned the role that social media plays in setting the news agenda [28]. Most major news organisations tweet news articles when they are published [6], therefore it is possible to monitor the activity of news organisations by monitoring their Twitter accounts. As Twitter has a public API [153], this process can be automated, providing an efficient method to monitor current news stories. We discuss prior work on the relationship between the news and social media in Section 2.1.

Human activity on Twitter tends to be in response to some stimulus, whether it be watching television, from other tweets, or directly observing events in person [72]. Researchers can monitor human Twitter activity about certain topics by recording the frequency of tweets mentioning selected keywords related to these topics. One challenge this poses for researchers is the difficulty of knowing the keywords that will be used for future news events. For example, if there is a shooting, news organisations will report the event and people will tweet using the keyword "shooting". However, as researchers, we will not know in advance that this shooting event is going to happen and consequently will not know what keywords to collect.

A way to overcome the problem of not knowing the news in advance is to collect
tweets on entities that are regularly featured in the news. One of the best examples is politicians, who regularly generate news stories on a daily basis, particularly during a political race. When Twitter users discuss famous individuals, they often do so by mentioning their Twitter username. As an example, the President of the United States, Donald Trump, has Twitter username @realDonaldTrump.

In this chapter we analyse the relationship between rates of Twitter activity and news about selected famous individuals. In Section 3.2 we outline our data collection methodology and introduce our datasets. In Section 3.3 we give a visual representation of the diurnal cycles of public tweet activity, and how intervals of higher public tweet activity coincide with higher tweet and news counts. We quantify these observations by measuring how the daily news and public tweet counts vary over the day. In Section 3.4 we show that Twitter activity Granger-causes news activity, but not the reverse, providing evidence that Twitter is, on average, a faster responding medium to events than news. Through a novel diurnal adjustment method, we outline a way to conduct automatic event detection using Twitter. When the rate of Twitter activity exceeds a typical value depending on the hour of the day, we can automatically trigger an alert indicating that some significant event has occured. Using diurnal adjustment overcomes the changes caused by the daily Twitter cycle and allows detection of key events at times of lower social media activity, such as in the early hours of the morning. This event-detection method has potential application for news organisations, who wish to know as soon as possible when there is breaking news.

Using the observations about Granger causality as motivation, in Section 3.5 we explore prediction of the current public Twitter activity given other variables such as the recent news activity. This chapter focuses on temporal aspects of social media activity, therefore we deliberately do not use the text content of tweets when investigating causality or making predictions about future tweet volumes. We focus in detail on the text content of tweets, and why using both textual and temporal information is essential for tweet clustering and event prediction, in Chapter 6. This chapter fits into the thesis structure as indicated in Figure 3.1.

This chapter makes the following key new contributions:

- Showing that tweet rates Granger-cause news activity rates, but not vice versa.
- Developing a method to adjust for the diurnal cycle in Twitter activity rates.


Figure 3.1: The analysis in this chapter relates to the temporal relationship between tweets and news (red dotted line).

### 3.2 Data collection methodology

We collected data from two major events, the 2016 US Republican Presidential nomination race and the 2016 Australian Federal Election. Even though the Twitter streaming API does not guarantee returning a complete dataset, manually checking tweets indicated that the usernames of the political candidates had a low enough frequency that every tweet mentioning them was recorded. Modern news organisations tweet every new story as they are published and many of them, including those which we use in this chapter, only tweet each news story once. Using a custom Python script, at sixty-minute intervals we collected tweets in the past hour from every selected news service, giving us a complete collection of their published news stories. At sixty-minute intervals, we also collected all tweets in that hour authored by the selected political candidates.

In addition to storing tweets in our database, we also bucketise the tweet counts during collection. Our block size is six-minutes, which generally does not contain many news stories for the political candidates. Clearly, we can combine blocks to analyse the tweet counts in any multiple of this block size. The bucketisation of tweets in this manner was done to improve the performance of analyses; rather than having to conduct a series of potentially slow database searches for every time interval of interest, it is much more efficient to combine the contents of the blocks.

### 3.2.1 US Republican nomination data collection

For the US Republican nomination race, we collected data between 13 March 2016 to 29 March 2016, and also in the period 11 April 2016 to 20 April 2016. This was in the heart of the race, when Donald Trump was leading in the polls but was still considered unlikely to become the nominee. It was several months before the Republican convention in July 2016 when Donald Trump was announced as the Republican candidate for President. We note that Marco Rubio suspended his campaign during the collection period, on March 20, which affected his news and Twitter volumes.

We counted news events by collecting the tweets from selected news sources that have keywords of interest. For example, for the US Republican race we collected tweets that mentioned usernames of the frontrunner candidates: Donald Trump (@realDonaldTrump), Ted Cruz (@tedcruz), Marco Rubio (@marcorubio) and John Kasich (@JohnKasich).

The thirteen news sources that we considered are the Associated Press, BuzzFeed News, CNN, Fox News, LA Times, McClatchy DC, NY Times, NPR, Politico, ProPublica, Reuters, Wall Street Journal and the Washington Post, as were used by the MIT's Electome project [150]. Of these news sources, four are traditional newspapers (LA Times, NY Times, Wall Street Journal and Washington Post), two are traditionally television stations but with a modern online presence (CNN, Fox News), two are multi-source news agencies (Associated Press, Reuters), four are investigative news agencies (NPR, McClatchy DC, Politco, ProPublica) and lastly but importantly we have a digital media news source with a heavy focus on internet trends (BuzzFeed). Our news sources are also a mix of politcal leanings, for example, Fox News is a right wing television station and CNN a center-left leaning station. We consider these news agencies to be a good cross section of news media in the United States. We denote this dataset A1.

### 3.2.2 Australian election data collection

For the Australian election, we collected data collected from 6 June 2016 to 3 July 2016, in the leadup to the election date of 2 July 2016. Australia has a two-party system, the Liberal Party of Australia and the Australian Labor Party, who at the 2016 election were led by Malcolm Turnbull and Bill Shorten, respectively. For news related to the 2016 Australian Federal Election, we collected data from the six news
sources ABC News (Australia), BuzzFeed News Australia, Crikey News, Guardian Australia, Herald Sun and Sky News Australia.

These news sources provide a cross section of news media in Australia. All major newspapers in Australia are owned by either Fairfax Media or News Limited. Consequently, there is a large repetition of articles from major news sources. Herald Sun is a Melbourne newspaper owned by News Limited. ABC News is a government-owned national news service providing television, radio and online services; it is generally considered slightly left-leaning. Guardian Australia is an Australian version of the British Guardian newspaper, slightly left-leaning. Sky News Australia is a television channel and online news service, which is considered right-leaning. Crikey News is online political commentary and is not mainstream news service. BuzzFeed News Australia is also not mainstream and bears similarity to the worldwide BuzzFeed.

We use a Twitter collection script to count and record the number of tweets mentioning the Twitter hashtag of four major politicians in Australia: the leader of the Liberal party, Malcolm Turnbull (@TurnbullMalcolm), the leader of the Labor party, Bill Shorten (@billshortenmp), the leader of the Greens party, Richard Di Natale (@RichardDiNatale) and the leader of the Xenophon Team, Nick Xenophon (@Nick_Xenophon). The first two of these politicians are the leaders of the two major political parties in Australia, the second two leaders of minor parties. We denote this dataset $A 2$.

### 3.3 Daily tweet activity analysis

Using dataset $A 1$, we first examine the distribution of tweets and news about selected US political candidates for a 24 -hour period. As can be seen in Figure 3.2, for Donald Trump there is a clear diurnal pattern of tweet activity with low point around 9 am UTC, corresponding to the early morning in the United States. The six tweet activity plots have similar shapes, particularly overnight. All the plots have spikes of more intense Twitter activity at other times throughout the day.

Figure 3.3 shows the corresponding plots for Ted Cruz. We can see a similar diurnal cycle to that observed for Donald Trump with low point around 9 am UTC, corresponding to early morning in the United States. We collected data over a much longer timeframe than these six days and observed a similar pattern throughout the


Figure 3.2: 24-hour Twitter activity for Donald Trump, 22-27 March 2016. The public tweet data is split into six-minute blocks. The diurnal cycle can clearly be seen with low point at around 9 am UTC, corresonding to 3 am on the East Coast USA.
dataset. During key campaigning events such as debates, there were intense volume spikes.

We now include tweets by the political candidates themselves, along with tweets of news articles about the candidates by news organisations, to observe if these affect the public tweet volumes. Figure 3.4 shows the histogram for Donald Trump tweet and news activity on 26 March 2016. There is a high number of news stories throughout the day. However, there are higher tweet counts when there is a higher number of news stories, such as between 18:00 UTC and 04:00 UTC, corresponding respectively to 11 am and 9 pm in the East Coast of the United States. In addition, there is a higher number of public tweets after a tweet, or series of tweets, written by Donald Trump.

Figure 3.5 shows the equivalent plot on the same day for Ted Cruz. The same patterns apply, with higher public tweet activity coinciding with higher news activity and increased public tweet activity after tweets by the candidate. However, this public response is far less dramatic than for Donald Trump. Also, there are significantly fewer news stories about Ted Cruz than there were about Donald Trump.

### 3.3.1 Diurnal cycle

Tweet rates vary greatly throughout the day corresponding to changes in human activity [111]. We discuss previous literature on diurnal cycles and adjustment in Section 2.5. In order to quantify our observations about the diurnal cycle, we examine the tweet versus news count for Donald Trump over a 16 day period from 13 to 29 March, 2016. Figure 3.6 indicates that the tweet rate and news count follow the same pattern. The daily spikes can clearly be seen, and the time intervals of highest public tweet counts correspond to the time intervals of highest news activity.

For our collected datasets we calculate the average number of tweets in each hour. We conduct a diurnal adjustment by dividing the number of tweets in a given hour by the average number of tweets within that hour, for a given political candidate over all collected data. For example, if between 8 am and 9 am there are on average 20,000 tweets about Donald Trump, and on a given day there were 25,000 , then we record a relative rate of $25,000 / 20,000=1.25$. This normalisation provides a tweet rate that is independent of candidate and the time of day. We repeat the same process for news stories.


Figure 3.3: 24-hour Twitter activity for Ted Cruz, 22-27 March 2016. The public tweet data is split into six-minute blocks. These plots exhibit a similar diurnal shape as we had for Donald Trump's public tweet data in Figure 3.2. The tweet volumes for Ted Cruz were significantly lower than for Donald Trump

Twitter activity for Trump, 26 Mar 2016


Figure 3.4: 24-hour Twitter activity for Donald Trump, 26 March 2016, with the public tweet data split into six-minute blocks. Higher public tweet activity rates occur around times of news articles or tweets by Donald Trump.

Twitter activity for Cruz, 26 Mar 2016


Figure 3.5: 24-hour Twitter activity for Ted Cruz, 26 March 2016, with the public tweet data split into six-minute blocks. Higher public tweet activity rates occur around times of news articles or tweets by Ted Cruz. Tweet rates and news article rates are significantly lower than for Donald Trump.


Figure 3.6: News and tweet counts for Donald Trump in 16 days of March 2016. Counts are bucketised into one-hour blocks. The news and tweet shapes show corresponding peaks and troughs in the diurnal cycle.

To check whether the diurnal cycles coincide, we bucketise data into one-hour intervals and average the number of news stories and tweets within each bucket. Figure 3.7 shows the resultant average diurnal cycles for news and tweet counts. The shape of the diurnal cycles are remarkably similar, with the time of highest tweet count occurring at around 1 am UTC ( 8 pm EST, US Eastern Standard Time), and the lowest tweet rate at around 9 am UTC ( 4 am EST), when most people in the United States are sleeping, indicates correlation (and possible causality) between the two sets of variables.

We now use this diurnal adjustment to normalise tweet and news counts, removing the effects of the daily cycle. Figure 3.8 shows a plot of news count against tweet count with diurnal adjustment. We divide the tweet and news counts by the average tweet and news counts respectively at each hour of the day. This allows us to see changes in volumes not caused by changes in daily tweet activity. This plot also shows that at times of higher news, there is a tendency for a higher tweet count. Plotting the tweets and news against each other with this diurnal adjustment allows easier detection of key events. The fluctuations in the plot are no longer caused by daily activity variations, but are instead caused by events.


Figure 3.7: Average hourly (UTC) tweet and news rates for Donald Trump (dataset A1). The two sets of rates show remarkably similar diurnal shapes.

## Diurnally adjusted news and tweets vs time for Trump <br> 

Figure 3.8: Diurnally adjusted and normalised news and tweet counts for Donald Trump in 16 days of March 2016. Counts are bucketised into 60 -minute groups. The horizontal black line shows a possible threshold level for Twitter activity, above which an alert could be raised. As can be seen, in this timeframe, the theshold was not reached. The correlation score between the tweets and news was 0.7005 .


Figure 3.9: News and tweet counts for Ted Cruz in March 2016. Counts are bucketised into $60-\mathrm{minute}$ groups. The two counts show similar shapes, but the lower volumes causes the plots to be less similar than for Donald Trump. The correlation score between the tweets and news was 0.4783.

To check whether this property is unique to one individual, we repeat the same experiment over the same time period for Ted Cruz and show in Figure 3.9 the tweet versus news count. Again, the hours with higher tweet counts correspond to hours with more news. The patterns here are not as clear, mostly due to the much lower news count for Ted Cruz: there were many hours when there were no news stories about Ted Cruz. Figure 3.10 shows the diurnal cycle of Twitter activity and news for Ted Cruz. Here we can see that the two diurnal cycles follow the same shape, which is also very similar to the diurnal cycle shape for Donald Trump. We again note that the closeness of these two plots is striking, providing further suggestion of a relationship between these variables.

Figure 3.11 shows an example plot for the tweet and news counts for Ted Cruz, with a diurnal cycle implemented. The overall tweet rates for Ted Cruz are lower than for Donald Trump, so the patterns have more noise and key events demonstrate a much more pronounced spike. An example of such a spike is on 23 March 2016, when an unsubstantiated sex scandal about Ted Cruz was reported by news organisations [165].

Diurnal tweet / news cycles for Cruz


Figure 3.10: Average hourly (UTC) tweet counts for Ted Cruz in 16 days of March 2016. News and tweets show a matching diurnal shape, which is similar to the diurnal shape we observed for Donald Trump in Figure 3.7.


Figure 3.11: Diurnally adjusted and normalised news and tweet counts for Ted Cruz in March 2016, with counts bucketised into one-hour intervals. The horizontal black line shows a possible threshold level for Twitter activity, above which an alert could be raised.

|  | Block size |  |
| :---: | :---: | :---: |
| Politician | 30-min | 60-min |
| Donald Trump | 0.6434 | 0.7005 |
| Ted Cruz | 0.4314 | 0.4783 |
| Marco Rubio | 0.8065 | 0.9252 |
| John Kasich | 0.8098 | 0.8796 |

Table 3.1: Correlations of public tweet count and news count for US politicans, 13-29 March 2016. Data is bucketised into 30 - or 60 -minute blocks. All values show a clear positive correlation indicating that high tweet activity corresponds to high news activity. Correlation scores increase for the larger time block.

We repeat this analysis between news and tweets for dataset $A 2$, using the two leading candidates in the Australian Federal Election, with output plots shown in Appendix A. The overall shape is similar to that for the United States political candidates, but naturally the shape is offset by approximately 13 hours, the time difference between Australia and the United States. However, a difference occurs when looking at the normalised news and tweet ratios. During the evening in Australia, the normalised tweet ratio is much higher than the normalised news ratio for both political candidates. This is likely indicative of the cultural differences between the countries. Whereas US news organisations regularly produce large quantities of news articles throughout the day, including in the evenings, Australian news journalists tend to produce most of their output during the standard 9 am to 5 pm workday.

### 3.3.2 Correlation between tweets and news

Our analysis in Section 3.3.1 suggested a close relationship between tweets and the news. To test this observation, we calculate the correlation between tweet and news counts for the US candidates, Trump, Cruz, Rubio and Kasich, and display the output in Table 3.1. The values range from 0.4314 up to 0.9252 , a clear positive correlation between tweet count and news count. Changing from a 30 -minute to a 60 -minute time block either increases the correlation scores, or leaves it approximately unchanged, for all four candidates. We attribute this to the proportion of randomness for news counts decreasing over longer time periods. Increasing the block size gives us more data in each block and reduces the relative noise of news counts.

We repeat the same correlation analysis for politicians in the 2016 Australin Federal Election. The output is shown in Table 3.2. The correlations are lower here than for

|  | Block size |  |
| :---: | :---: | :---: |
| Politician | 30-min | 60-min |
| Malcolm Turnbull | 0.4749 | 0.5328 |
| Bill Shorten | 0.3751 | 0.4373 |
| Richard DiNatale | 0.3582 | 0.3496 |
| Nick Xenophon | 0.5289 | 0.6996 |

Table 3.2: Correlations of public tweet count and news count for Australian politicans, 6 June to 3 July 2016. Data is bucketised into 30- or 60-minute intervals. Correlations are less strong than for US politicians, but are still positive. Correlations generally increase for the larger time block.

US politicians, although are still all positive. The correlations for 60 -minute blocks are generally higher than for the 30 -minute blocks.

### 3.3.3 Automated event detection through diurnal adjustment

To implement automated event detection using diurnal adjustment, we detect an event as being when the adjusted tweet count has exceeded a selected threshold. The level of the threshold can be chosen based on the significance of the event that a user would wish to detect. For example, the threshold level could be selected as 2.5 times the diurnally adjusted rate of the average tweet count. If over a six-minute period the analysed number of tweets exceeds this value, an alert would be automatically raised. Such automated event detection would be valuable for news organisations who want to know as soon as possible when a significant event is occuring.

Let $d_{i}$ be the diurnally adjusted average tweet count for the $i$ th six-minute interval of the day, $0 \leq i \leq 240$, and let $c$ be the chosen threshold factor. We denote the measured rate in the $i$ th six-minute interval of the day as $a_{i}$ and diurnal adjustment function as $f$. We can raise an alert if

$$
\begin{equation*}
f\left(a_{i}\right)>c \times d_{i} . \tag{3.1}
\end{equation*}
$$

Examples of this threshold are shown in Figure 3.8 for Donald Trump and Figure 3.11 for Ted Cruz, with $c=2.5$. In the given time period, the threshold for public tweet volumes mentioning Donald Trump wasn't reached, but was reached for Ted Cruz several times between 23 March and 26 March, 2016, during discussion of the unsubstantiated sex scandal. This would indicate to news journalists or other groups that there is significantly more Twitter activity about these selected policitians.

|  | News $\rightarrow$ Tweets |  |  | Tweets $\rightarrow$ News |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Lag | Test statistic | p-value |  | Test statistic | p-value |
| 1 | 1.81 | 0.177 |  | 74.27 | $6.79 \times 10^{-18}$ |
| 2 | 0.53 | 0.766 |  | 39.61 | $2.50 \times 10^{-9}$ |
| 3 | 3.94 | 0.219 |  | 42.60 | $2.98 \times 10^{-9}$ |
| 4 | 3.79 | 0.358 |  | 49.33 | $4.96 \times 10^{-10}$ |
| 5 | 4.19 | 0.192 |  | 55.05 | $1.27 \times 10^{-10}$ |

Table 3.3: Donald Trump Granger causality for 30-min intervals

This diurnal adjustment alert mechanism would be expected to stay valid while the underlying social dynamics remain constant. However, if a change occurred, such as Donald Trump getting a large increase in followers from another time zone, then the diurnal adjustment would likely need to be recalculated.

### 3.4 Granger causality

Although it is infeasible to test true causality between news and tweet counts, we can test whether one of the variables leads the other by measuring the Granger causality [62], as introduced in Section 2.6.4. We select lag values to examine the effect that chosen older values have on current values. For example a lag of 4 combined with a block size of 30 minutes tests the effect of variables from 120 minutes ago on current values. We conduct Granger causality tests for the news and tweet counts over various time blocks, with results for tweets about Donald Trump over 30-minute intervals shown in Table 3.3. Testing whether news Granger-causes tweets, every lag value ranging from 1 to 5 gives relatively small test statistics and $p$-values of greater than 0.05 . We consequently cannot reject the null hypothesis; in other words, we cannot conclude that news Granger-causes tweets. However, testing whether tweets Granger-caused news gives consistently high test statistics for all lag values, and pvalues far less than 0.05 ; so we reject the null hypothesis and conclude that tweets Granger-cause news.

Repeating Granger causality tests for Ted Cruz produces a similar pattern, as seen in Table 3.4. Testing whether news Granger-causes tweets gives $p$-values greater than 0.05 , so we cannot reject the null hypothesis. However, testing whether tweets Granger-cause news gives p-values less than 0.05 so again we reject the null hypothesis and conclude that tweets Granger-cause news.

|  | News $\rightarrow$ Tweets |  |  | Tweets $\rightarrow$ News |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Lag | Test statistic | p-value |  | Test statistic | p-value |
| 1 | 0.30 | 0.580 |  | 50.97 | $9.33 \times 10^{-13}$ |
| 2 | 2.99 | 0.223 |  | 35.42 | $2.03 \times 10^{-8}$ |
| 3 | 3.94 | 0.267 |  | 29.42 | $1.82 \times 10^{-6}$ |
| 4 | 3.79 | 0.434 |  | 31.82 | $2.07 \times 10^{-6}$ |
| 5 | 4.19 | 0.521 |  | 33.32 | $3.25 \times 10^{-6}$ |

Table 3.4: Ted Cruz Granger causality for 30-min intervals

Our conclusion is that for selected high-profile politicians in the 2016 Republican Nomination race, tweet counts Granger-cause news counts. To our knowledge, there have not been any previously published definitive conclusions about Granger causality between tweet counts and news counts.

### 3.5 Modelling and prediction of tweet and news activity

We now examine a more challenging aspect of the relationship between tweets, news and other variables, modelling and predicting the overall volumes. We do this to investigate how accurately such a prediction can be done, while recognising that we have already shown relevant Granger causality results in Section 3.4. (An introduction on linear regression and neural networks, both used for prediction, is given in Section 2.6.)

Using both datasets $A 1$ and $A 2$, we split our tweet and news counts into one-hour time periods. We have a total of 7812 data points, each representing an hour of data for a selected individual. We outline the input and output variables for tweet volume prediction in Table 3.5, with the target account of interest taken as a one-hot encoded variable (defined in Section 2.6.3).

We select $k=2$, using the past two hours of data for modelling relationships between variables and future predictions. Including the hour of the day potentially allows the neural network to learn diurnal cycles and the day of the week allows learning of the weekly cycle. Including the day of the year allows recording any longer term trends, such as an individual's Twitter profile increasing in popularity over time. As we are only looking at data over a single year, it is not necessary to include longer term variables. We compare the performance of our neural network prediction with linear regression and a baseline prediction method of the variable of interest in the

| Variable | Description |
| :--- | :--- |
| $X_{1}$ to $X_{8}$ | Target account of interest (Turnbull, Shorten, DiNatale, <br> Xenophon, Trump, Cruz, Rubio, Kasich) |
| $X_{9}$ | Number of news stories in prediction hour <br> Number of tweets by the target user in prediction hour |
| $X_{10}$ | Hour of the day <br> $X_{11}$ |
| $X_{12}$ | Day of the week |
| $X_{13}$ |  |
| $X_{14}$ to $X_{13+k}$ | Day of the year <br> Number of public tweets in each of the previous $k$ hours <br> before prediction hour $(k \geq 1)$ <br> $X_{14+k}$ to $X_{13+2 k}$ <br> Number of news stories in each of the previous $k$ hours <br> before prediction hour $(k \geq 1)$ <br> $X_{14+2 k}$ to $X_{13+3 k}$ <br> Number of user (candidate) tweets in each of the previous <br> $k$ hours before prediction hour $(k \geq 1)$ <br> $Y_{1}$ |
| Number of public tweets mentioning the user's account in <br> the hour |  |

Table 3.5: Input ( $X_{i}$ ) and output $\left(Y_{j}\right)$ variables for tweet volume prediction.
previous time period.
We use the LinearRegression class from Scikit-learn [122] in Python 3.6 to implement the linear regression. We use 5 -fold cross validation to test the accuracy of the output, with the mean absolute error (discussed in Section 2.6.2) used as the metric. For each iteration of the cross validation, we consequently train on $80 \%$ of randomly selected data and test on the remaining $20 \%$.

For our neural network, we have 19 input variables, which we feed into two hidden layers with 12 and 8 nodes respectively, a neural network structure that was determined through experimentation to find a model that performs well. Larger models tended to overfit the data, while simpler models had a tendency to underfit and struggle to model the non-linear components of the output such as the diurnal cycle. Both of the hidden neural network layers have a ReLU activation function and random uniform initialisation. As we are predicting a floating point output, the final node is fed into a single variable with no activation function. We use 5 -fold crossvalidation in order to test the accuracy of the output, with the mean absolute error (MAE) used as the metric. Our neural network was implemented with a Keras wrapper over a Tensorflow backend, using Python 3.6. The package Scikit-learn [122] was used to implement the $k$-fold cross-validation. The neural network training was done using an Nvidia GTX 1070 Ti GPU on a system with a i7-6700k processor and 16GB of RAM.

|  | Mean of 5-fold valida- <br> tion MAE values | STD of 5-fold valida- <br> tion MAE values |
| :---: | :---: | :---: |
| Previous hour's tweet count | 931.20 | 98.32 |
| Linear regression | 847.55 | 63.87 |
| Neural network | 726.50 | 67.28 |

Table 3.6: Estimation of tweet counts (MAE = mean absolute error. STD = standard deviation).

The results are given in Table 3.6. For linear regression, the mean absolute error is 847.55 with standard deviation 63.87. The neural network performs better with mean absolute error of 726.50 with standard deviation 67.28 . For reference, the average number of tweets per hour in the dataset is 3834, suggesting prediction error rates of roughly around $20 \%$. However, the number of tweets depends heavily on the candidate. For example there were an average of 9829 tweets per hour mentioning Donald Trump's account name, with minimum and maximum of 892 and 66,196 respectively. The mean absolute error using linear regression is $16.7 \%$ higher than using a neural network, giving approximate prediction error rates of $23 \%$. This isn't surprising as the neural network is able to predict much more complicated functions than a linear model. Neural networks perform best when they have huge amounts of data [68]. We are only training on several weeks worth of data, so the comparison between the methods is close. If we added much more data it is likely that the neural network would outperform the linear regression by a higher margin.

We also perform our prediction in the opposite way, using public tweets and other variables to predict the number of news stories in each hour. We conduct news activity prediction in the same manner as the tweet activity prediction model, using the same variables and using both linear regression and a neural network to predict the output. Altering the model to predict news volumes, we change the previous output variable to an input variable:
$X_{9}$ : Number of public tweets mentioning the user's account in the hour
and the output variable becomes:
$Y$ : Number of news stories in the prediction hour.
This is a substantially different problem for two key reasons. First, the news story count is a small discrete variable compared to the large public tweet count. Consequently this variable can change by a substantial percentage due to random fluc-

|  | Mean of 5-fold valida- <br> tion MAE values | STD of 5-fold valida- <br> tion MAE values |
| :---: | :---: | :---: |
| Previous news count | 2.267 | 0.282 |
| Linear regression | 1.715 | 0.093 |
| Neural network | 1.583 | 0.071 |

Table 3.7: Estimation of news counts including public tweets as input features (MAE $=$ Mean Absolute Error. STD = Standard Deviation).
tuations. Second, based on the Granger causality results of Section 3.4, we expect previous tweet counts to contain information useful to predict current news counts. The first of these factors makes this a harder problem than tweet activity prediction, while the second makes this an easier problem.

Results for the news prediction, along with using the baseline measure of the previous hour's news count, are shown in Table 3.7. The neural network outperforms linear regression with a mean absolute error of 1.583 compared to 1.715 , a $9.2 \% \mathrm{im}$ provement. The number of news tweets per hour was extremely variable and dependent on candidate. For Donald Trump the number of news articles per hour ranged from 0 to 116. There were an average of 7.45 news articles with a standard deviation of 8.43 . However, overall there was a much lower average of 3.12 news articles per candidate per hour.

### 3.6 Discussion and conclusions

The strength of the correlation between the news and corresponding Twitter activity on the same topic, as shown in Section 3.3, is striking, and indicates that the two quantities of Twitter discussion and news discussion are very closely linked. Our result in Section 3.4, that the Twitter activity Granger causes the news activity, is also a noteworthy result which provides insight into the timing relationship between these two variables.

There are several possible explanations for the observed Granger causality results. A first possible explanation is the lag that occurs in news publication. Events that occur on television, such as debates, are discussed on social media in near real time. Events that occur in densely populated public places, such as the Boston Marathon bombing, will also have a near real-time response. However, news organisations generally publish after the events have finished, creating a lag. A second possible explanation
is that many news reports are reactive and are written only after a story has broken in another newspaper. Even if an initial news report is released first in one media source, social media may then react before the rest of the media outlets piggyback off the initial release and publish their own stories. This can also lead to the Granger causality analysis showing that Twitter reaction occurs before news reaction. A third possible explanation, is that social media actually causes news organisations to react. This would happen when news organisations become aware of the public attention towards a topic and consequently want to leverage off this attention. Such a concept is difficult to quantify, and would require close examination of news article trends to see if there are references to Twitter activity.

We focused on news sources and individuals from two Western countries, the United States of America and Australia. It would be possible to extend this work to check whether the relationships hold for non-Western countries. The underlying mechanisms may be different in countries with a government-controlled media. We also focused on politicians as they are regularly reported in the news, particularly during a political campaign. It's likely that the results would be similar for celebrities in other areas, but investigating this is outside the scope of this research. It is less insightful to conduct streaming collection of famous people who are not being continually discussed in the news; the data is sparse so the collection must occur over a much longer timeframe and correlations are more difficult to demonstrate. One difference in the underlying social mechanics is that politicians, especially those in power, have an enduring public profile. In contrast, the focus on other celebrities or content creators is more likely to vary with social trends. Future work could test such relationships and determine whether the same conclusions would apply to famous people in other areas.

## The Temporal Distribution of Retweets

### 4.1 Introduction

Modelling population-level phenomena such as social contagion and information diffusion are contingent upon a detailed understanding of the underlying information sharing-processes [35,144,176]. On Twitter, an important aspect of this occurs with retweets, where users rebroadcast the tweets of other users. To improve our understanding of these processes, we analyse the distribution of retweet times. For a given seed tweet, we wish to know the distribution of times for retweets that follow. As we shall show, the highest density of retweets occurs immediately after the initial tweet and then decays. In addition to estimating the rate of decay itself, we also wish to know what factors affect the rate of decay. Prior work relevant to this chapter is discussed in Section 2.2.

Retweeting is an extremely straightforward process; a user only has to hit a single button on their graphical user interface, causing the seed tweet to be broadcast to their followers. In particular, this is much simpler than the user having to draft and write a new tweet in response to an event. As we shall see by comparing the results here to Chapter 6, this causes retweet times to have a different distribution than the times between events and reactionary tweets.

Section 4.2 outlines how we use the Twitter Streaming API [153] to collect complete retweet datasets, an essential step for the subsequent statistical analysis. We focus on dense datasets from personalities with popular Twitter accounts such as Donald Trump, since having more data points gives more precise distribution fits. We then


Figure 4.1: This chapter analyses the temporal relationship between tweets and retweets (red link).
analyse our collected datasets to better understand retweet rates. We initially look at the first three hours after the inital tweets and examine retweet rate decay for a set of popular tweets. We show that in this short time period, the data shows power law characteristics and is not strongly affected by diurnal effects. We then look at a longer time period, up to 24 hours, for our sample tweets and show that a power law with exponential cutoff better explains the data than a power law does. We also demonstrate diurnal effects in this time period and present a stochastic method, built upon the approach from Chapter 3 to adjust for these effects.

Next, in Section 4.3, we statistically test our observations on a much larger and more diverse dataset. We determine the percentage of datasets that pass Clauset's test [33] for a power law. We then examine how the power law parameter varies based on categorisation of the tweet's author. We finish the analysis by statistically demonstrating a new key result, that a power law with exponential cutoff better explains the distribution of retweet times than the widely-used power law. We do this by using the Akaike Information Criterion (AIC), to show that the improvement in the quality of the fit justifies the additional parameter in the model.

A significant portion of the work in this chapter was peer-reviewed and published in Modeling Social Media (MSM) 2017, a workshop of WWW2017 [103]. As is indicated in Figure 4.1, this chapter fits into the thesis structure by analysing the temporal relationship between tweets and retweets.

This chapter makes the following key new contributions:

- Showing that the decay of retweet rates over time is well-modelled by a power law with exponential cutoff.
- Developing a method to stochastically adjust for the diurnal cycle in Twitter activity rates.


### 4.2 Analysis of example seed tweets

We first analyse the retweet time distributions arising from some example seed tweets in depth to better understand these distributions. This enables us to make hypotheses about the population of retweet data sets, that we then test on a larger and more diverse dataset with statistical analysis.

### 4.2.1 Data collection and processing methodology

It is crucial to select sample users carefully to maximise the insights to be gained from our analysis. In order to obtain large and diverse retweet sets, we would ideally have a sample of users who tweet frequently, are heavily followed and have diversity in the times and topics of their tweets. For an initial illustration of retweet behaviour, we first focus on retweets from seed tweets by the American businessman and politician Donald Trump during the 2016 US Republican Primaries, nine months before he became President of the United States. To demonstrate that the findings are not unique to this individual user, an additional corresponding analysis of tweets by the American politician Ted Cruz is presented in Appendix B.1.

We use the Twitter REST API [153], discussed in detail in Section 1.2, to access retweet data. The GET statuses/retweets/:id request returns a collection of the 100 most recent retweets of the specified tweet. The Twitter API allows 15 retweet GET requests per 15 minutes, one per minute on average. However, accessing the 100 most recent retweets of older seed tweets, which already have more than 100 retweets, is not sufficient for our purposes. For thorough analysis of a retweet distribution we need the times of every retweet that occurs from an initial seed tweet.

To obtain the desired datasets, we created and ran a custom Python 3.6 script which checks for a new tweet from a particular user every 60 seconds. When this initial tweet occurs, the script then begins periodically asking for the most recent 100 retweets. In order to avoid hitting Twitter's rate limit, we stop the collection of any retweet set that has a retweet rate greater than 60 retweets per 60 seconds, an average of one per second. New retweets that have not been observed previously are
added to the list of collected retweets. This occurs for the next month from the time of the inital seed tweet, in order to collect all retweets in the period. To maximise the number of tweet collection scripts running at any time, we slow the rate of API requests for the 100 most recent retweets as time progresses. This allows the collection of retweets from many seed tweets in parallel, from a single automated Twitter account.

Our collection software was set up in 2016 to record seed tweets and corresponding retweets from a number of users, including Donald Trump. Let $T_{i}=\left\{t_{i 1}, \ldots, t_{i n}\right\}, i \in$ $\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{F}\}$, be the retweet set from the $i$ th dataset, where $t_{i j}$ is the number of seconds between the seed tweet and the $j$ th retweet for the $i$ th dataset. The example set in Table 4.1 was selected to give a clear demonstration of the distribution of retweet times, and is typical of the population of retweet data sets. These seed tweets were taken from 7-9 February 2016, around the time of the New Hampshire Republican primary. At the time, Trump was the frontrunner in the polls to become the Republican nominee for President of the United States [124]. He had a strong following on Twitter but far less than that obtained after winning the candidacy and eventually becoming President [65].

It is useful to consider the first few hours after the initial tweet separately, as this period is less likely to be affected by the daily diurnal cycle [56]. We also analyse a 24-hour period after the initial tweet, which includes most of the eventual retweets. In this time period we investigate how the diurnal cycle affects the retweet rate distribution. Finally we examine longer time periods, up to a month after the initial tweets.

From the seed tweets in Table 4.1, we note that tweet F occurred at 04:06 UTC, corresponding to $11: 06$ pm on the East Coast of the USA. Even though we collect retweets globally, most interest in the Republican race for Presidential candidate is from the United States. Consequently many potential retweeters would not see (and potentially retweet) this tweet until the following morning.

### 4.2.2 First three hours after initial tweet

We analyse the first three hours of retweet decay after six initial seed tweets from Donald Trump. We first look at histograms of tweet times and plot rates on a log-log scale to gain a visual understanding of retweet behaviour.

| Label | Tweet text | Tweet date (UTC) |
| :---: | :---: | :---: |
| $T_{A}$ : Trump A | I will be on State of the Union @CNN with @jaketapper at 9 am . Enjoy! | $\begin{aligned} & \text { 2016-02-07 } \\ & \text { 13:19:33 } \\ & \hline \end{aligned}$ |
| $T_{B}$ : Trump B | Great to meet everyone while having breakfast @ChezVachon this morning! \#FITN <br> \#VoteTrumpNH | $\begin{aligned} & \hline \text { 2016-02-07 } \\ & \text { 16:29:09 } \end{aligned}$ |
| $T_{C}$ : Trump C | My two wonderful sons, Don and Eric, will be on @foxandfriends at 7:02 - now! Enjoy. | $\begin{aligned} & \text { 2016-02-08 } \\ & \text { 12:01:01 } \\ & \hline \end{aligned}$ |
| $T_{D}$ : Trump D | Thank you for your support at this mornings Town Hall- in Salem, New Hampshire. \#FITN \#NHPrimary https://t.co/4m6dabtxCV | $\begin{aligned} & \hline \text { 2016-02-08 } \\ & \text { 16:29:53 } \end{aligned}$ |
| $T_{E}$ : Trump E | Thank you, New Hampshire! \#FITN \#NHPrimary \#VoteTrumpNH Voting questions? <br> https://t.co/BmZyKQOZJJ <br> https://t.co/1tZfqVETrX | $\begin{aligned} & \text { 2016-02-09 } \\ & 02: 20: 29 \end{aligned}$ |
| $T_{F}:$ Trump F | Thank you, New Hampshire! \#FITN https://t.co/uZItWkqQZa | $\begin{aligned} & \hline \text { 2016-02-09 } \\ & \text { 04:06:58 } \\ & \hline \end{aligned}$ |

Table 4.1: Sample tweet details from Donald Trump (Twitter: @realDonaldTrump). We collected these tweets during the Republican nomination process, just after the New Hampshire primary.

We create eighteen linearly spaced 10 -minute bins, between the time of the intial retweet and three hours afterwards. In this timeframe, the diurnal cycle has smaller effects on the resulting distribution. Figure 4.2 shows the retweet distribution for a single tweet in the first three hours. The shape of all six plots is similar, and as expected the retweet density slowly decreases over time.

We then split the data into log-spaced bins, starting at $t_{0}=60$ seconds. Calculating the log of the retweet rate in each bin (number of tweets / bin width) gives Figure 4.3. The data points appear approximately linear with some noise. To demonstrate mathematically how a straight line on a log-log plot leads to a power law, consider tweet F where we have line of best fit $y=-0.674 x+3.022$. Consequently, for retweet rate $R(t), t$ in seconds, we have

$$
\begin{equation*}
\log (R(t))=-0.674 \times \log (t)+3.022 \tag{4.1}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
R(t)=e^{-0.674 \log (t)+3.022}=20.53 t^{-0.674} . \tag{4.2}
\end{equation*}
$$



Figure 4.2: Donald Trump seed tweets: First three hours of retweet distribution histogram. The retweet rate decays over time, with some level of noise. Note that the vertical scales vary between the tweets; the shape remains similar but the magnitude varies depending on the popularity of the tweet.


Figure 4.3: Donald Trump seed tweets: First three hours of retweet distribution on a log-log plot. The linear shape of the curve on a log-log plot indicates that the retweet rate distribution behaves as a power law in this time period.

| Dataset | $\boldsymbol{\alpha}$ | $\boldsymbol{R}^{\mathbf{2}}$ |
| :---: | :---: | :---: |
| A | 0.691 | 0.933 |
| B | 0.508 | 0.919 |
| C | 0.570 | 0.909 |
| D | 0.605 | 0.904 |
| E | 0.618 | 0.972 |
| F | 0.674 | 0.987 |

Table 4.2: Donald Trump: Power law parameters for three-hour retweet collection. Most of the values of the power law parameter $\alpha$ are around 0.6 with high $R^{2}$ values above 0.9 , demonstrating approximate linearity of the log-log relationship.

Table 4.2 summarises the power law parameter $\alpha$ and $R^{2}$. The values for $\alpha$ are in the range 0.5 to 0.7 , a very slow decay rate for a power law [126], with all $R^{2}$ values above 0.9 indicating a close fit.

### 4.2.3 First 24 hours

We now look at the first 24 hours after the initial tweet. Similar to Section 4.2.2, we split the data into eighteen bins, both on a linear and log-log scale. As we are observing an entire day, we expect the retweet rates in this timeframe to be heavily affected by the diurnal cycle. Histograms of retweet frequencies for the first 24 hours are shown in Figure 4.4.

The retweet rate continues to decay over time. Tweets E and F were sent at 02:20 UTC and 04:06 UTC respectively, corresponding to 9:20 pm EST and 11:06 pm EST (US East Coast time). For these tweets we can clearly see diurnal effects. Tweet E shows a spike about 9 hours after the initial tweet, corresponding to approximately 6 am EST. Tweet F shows a spike about 7 hours after the initial tweet, again corresponding to approximately 6 am EST. A logical explanation for this is that Twitter users check their accounts after waking up, see the tweet and then decide whether to retweet.

We again plot this distribution on a log-log graph to see if the data is well-modelled by a power law. As can be seen in Figure 4.5, the linear curve no longer fits the data for longer times. Given the fall away from the linear line of best fit, we consider fitting functions that begin as a power law then decay more rapidly. One example of such a function is a power law with exponential cutoff, which has density function $R(t)=A t^{-b} e^{-c t}$, where $b$ is the power law parameter, $c$ is the exponential cutoff parameter and $A$ is a constant.


Figure 4.4: Donald Trump seed tweets: First 24 hours of retweet distribution histogram. The varied shapes of the plots (particularly for E and F ) are caused by diurnal effects, with higher relative retweet rates when people are awake. The vertical dotted black line indicates 9 am UTC, the time of lowest Twitter activity in the United States.

| Dataset | $\boldsymbol{A}$ | $\boldsymbol{b}$ | $\boldsymbol{c}$ |
| :---: | :---: | :---: | :---: |
| A | 10.15 | 0.6435 | $3.992 \times 10^{-5}$ |
| B | 3.536 | 0.4498 | $3.647 \times 10^{-5}$ |
| C | 3.166 | 0.5049 | $3.396 \times 10^{-5}$ |
| D | 6.880 | 0.5571 | $2.965 \times 10^{-5}$ |
| E | 2.142 | 0.6661 | $1.024 \times 10^{-5}$ |
| F | 1.941 | 0.6654 | $4.177 \times 10^{-6}$ |

Table 4.3: Donald Trump seed tweets: Parameters for power law with exponential cutoff curves of best fit for first 24 hours.

For very small values of $t, e^{-c t} \approx 1$ so the density function is approximately equal to a power law. We fit this curve to each of the six originating tweets, using the curve fit function from the scipy.optimize package in Python 3.6. This curve fits the data much closer than a linear relationship. Tweet sets E and F, which are affected by the diurnal cycle more heavily than the other data sets, show some noise near the tail of the graph. The curves of best fit have parameters given in Table 4.3. As with the power law without cutoff, the power law parameter $b$ is again quite low, less than one in every case. The exponential cutoff parameter $c$ is within an order of magnitude of $3 \times 10^{-5} \approx 1 /(9 \times 60 \times 60)$, contributing a factor of $1 / e$ after approximately 9 hours.

It is also of note that tweet $A$ and tweet $C$ both have curves with sharp decay. Both were about the candidate's appearance on TV shows in the near future. It is natural for these tweets to be of less interest after the TV show has occured, hence the faster decay. However, a power law with exponential cutoff still provides a good fit to the data within this time frame.

Subsequently in Section 4.2.5, we consider the same 24 -hour period with a diurnal adjustment implemented.

### 4.2.4 Longer time durations

The majority of retweets occur in the first 24 hours after an initial tweet. When an unread tweet becomes several days old, users will tend to not see it when scrolling through their Twitter feed. Consequently the mechanics of how retweets occur for very old tweets are potentially different than for newer tweets. However, for completeness, we now consider a much longer time period, the first month after the initial tweet. Over this time period, we find the power law with exponential cutoff model no longer holds. The tail of the distribution is heavier than would occur from


Figure 4.5: Donald Trump seed tweets: First 24 hours of retweet distribution on a log-log scale. A power law with exponential cutoff provides a better fit to the curve than a power law.

| Dataset | $\boldsymbol{A}$ | $\boldsymbol{b}$ | $\boldsymbol{c}$ | $\boldsymbol{d}$ |
| :---: | :---: | :---: | :---: | :---: |
| A | 3.925 | 0.8605 | $1.498 \times 10^{-5}$ | 0.0348 |
| B | 10.98 | 0.6205 | $1.911 \times 10^{-5}$ | 0.0138 |
| C | 12.39 | 0.7185 | $1.141 \times 10^{-5}$ | 0.0706 |
| D | 9.059 | 0.6051 | $2.324 \times 10^{-5}$ | 0.0183 |
| E | 16.06 | 0.6287 | $1.500 \times 10^{-5}$ | 0.0589 |
| F | 7.575 | 0.5083 | $2.116 \times 10^{-5}$ | 0.0419 |

Table 4.4: Donald Trump seed tweets: Parameters for curves of best fit for one month retweet collection.
a distribution with an exponential cutoff. In addition, the rate of retweets a month after the initial tweet becomes too low to accurately model. We suggest a model which could potentially be used, given sufficiently large data volumes.

A model which visually does a reasonable job of fitting the data is

$$
\begin{equation*}
R(t)=A t^{-b}\left((1-d) e^{-c t}+d\right), \tag{4.3}
\end{equation*}
$$

where typically $d \approx 0.03$. For values of $t$ less than 3 hours, this function behaves as a power law. For values of $t$ approximately between three and 48 hours, it behaves like a power law with exponential cutoff. For much larger values of $t$, this model behaves as a power law again. Examples of this function fitting the data are shown in Figure 4.6. The function does a reasonable job of fitting the data, but not nearly as well as the power law with exponential cutoff in Section 4.2.3 did for the first 24 hours.

Parameters for the curves in Figure 4.6 were determined with the curve_fit function from the scipy.optimize package. The parameters giving the best fit are shown in Table 4.4.

We note that the retweet rates in the period between 48 hours and one month after an initial seed tweet are extremely low, below $e^{-10}$ tweets per second, corresponding to less than one retweet per six hours. This rate is exceptionally low that the datasets could be heavily affected by bot activity, a user systematically retweeting a series of tweets from a chosen author, or even just random variability. Consequently we do not claim that Equation (4.3) is an appropriate model for all tweets. However, we include this analysis for completeness, in order to demonstrate the retweet behaviour over this long time period.

The different models in the 3-hour, 48-hour and one-month time ranges correspond to the different human behavioural tendencies which would lead to a user reading


Figure 4.6: Donald Trump seed tweets: Long time duration retweet distribution. For time durations beyond one day and up to a month, the power law with exponential cutoff behaviour stops holding.
a tweet of a given age, then choosing to retweet. In Chapter 5 we give a proposed explanation of the power law and exponential cutoff, which lead to the first two models. The one-month time frame retweet rate model would have a different underlying mechanism, which we don't analyse in detail.

### 4.2.5 Diurnal effects and adjustment

For an initial tweet from our selected politicians in the United States, it appears that the retweet densities are somewhat correlated with the likelihood that people are awake in the US at that time. For example, for tweets by Donald Trump, the lowest rate of retweets occur at around 4 am US East Coast time.

To adjust for diurnal effects, we measure the overall tweet rate for tweets about a specific user, in this case Donald Trump, at six-minute blocks throughout the day, for a one-month period. We normalise these values and smooth the curve using a Savitzky-Golay filter [134], giving us the normalised tweet frequency, shown in Figure 4.7. To remove the diurnal effect for a retweet set, we "scale" the retweet count by the corresponding point on this curve. For example, if a retweet occurred at 05:00 UTC with a normalised retweet rate of 0.86 , we would record $1 / 0.86=1.163$ retweets at this time. As we cannot have a fractional number of tweets, we record one tweet at this time and a second tweet with probability 0.163 . This stochastic method allows us to account for changing activity during the day. Compared to other methods [56], ours has the advantage of giving a resultant set of discrete retweet times as output which we can subsequently use for statistical tests.

Figure 4.8 shows the diurnally adjusted data for the first 24 hours after our selected seed tweets for Donald Trump. The shapes of the curves are more uniform than without diurnal adjustment, with diurnal dips, in particular, being reduced. Table 4.5 gives parameters of best fit for the 24 hour retweet distribution, with diurnal adjustment. The exponential decay parameter is more consistent than without the diurnal adjustment.

### 4.2.6 Additional retweet datasets

We conduct a similar analysis for US politician Ted Cruz (shown in Appendix B.1) as well as US politician Marco Rubio and National Security Agency (NSA) whistle-


Figure 4.7: Retweet diurnal distribution for Donald Trump. The highest peak occurs in the evening in the United States (corresponding to 1 am UTC). The lowest point occurs in the early morning in the USA (9 am UTC).

| Dataset | $\boldsymbol{A}$ | $\boldsymbol{b}$ | $\boldsymbol{c}$ |
| :---: | ---: | :---: | :---: |
| A | 23.386 | 0.7559 | $3.041 \times 10^{-5}$ |
| B | 3.402 | 0.4711 | $2.791 \times 10^{-5}$ |
| C | 14.172 | 0.6700 | $2.665 \times 10^{-5}$ |
| D | 7.175 | 0.5913 | $1.985 \times 10^{-5}$ |
| E | 4.843 | 0.4986 | $1.347 \times 10^{-5}$ |
| F | 3.590 | 0.4334 | $1.774 \times 10^{-5}$ |

Table 4.5: Donald Trump seed tweets: Parameters for curves of best fit for 24 hour retweet collection with diurnal adjustment. The exponential decay parameter $c$ is more consistent than we had without the diurnal adjustment in Table 4.3.


Figure 4.8: Donald Trump seed tweets: First 24 hours of retweet distribution, with a diurnal adjustment, on a log-log scale. The diurnal adjustment leads to more consistency in parameters, particularly the exponential decay parameter.
blower Edward Snowden. The resultant output distributions are similar, again indicating that the retweet rate density is well-modeled by a power law over the first three hours, and a power law with exponential cutoff for the first 24 hours. From these general trends we hypothesise that this retweet distribution behaviour applies more broadly, a claim which we statistically test in the following section.

### 4.3 Large scale data analysis

Graphically analysing selected examples gives visual insight into real world phenomena. However, in order to make population-level conclusions, we need to use more precise statistical methods on a larger, more diverse dataset. From analysing our example seed tweets in Section 4.2, we have two hypotheses:

1. The density of retweet rates decays as a power law over the first three hours.
2. A power law with exponential cutoff provides a better fit to the distribution of retweet rates than a power law.

### 4.3.1 Large scale data collection

In order to test our hypotheses on a large dataset, we collect retweets from the 100 Twitter users with the most followers [51] using the Twitter API. Details of these users can be found in Appendix B.3. We choose these popular Twitter users as their tweets will generally be retweeted frequently, providing more dense data. We used our Python scripts, described earlier in Section 4.2.1, to monitor and record the times of retweets from 314 seed tweets authored from 5 April to 9 April, 2016, using the Twitter REST API. In total, we collected 58,704 retweets, which are used for subsequent analysis. To enable replication of this work, tweet ids are available at the GitHub repository for this thesis ${ }^{1}$. Similar to analysing individual seed tweets in Section 4.2, let $D_{i}=\left\{t_{i 1}, \ldots, t_{i n}\right\}$ be the retweet set from the $i$ th dataset, where $t_{i j}$ is the number of seconds between the seed tweet and the $j$ th retweet for the $i$ th dataset.

The retweets from a new randomly chosen seed tweet were collected when our software identified that it had spare collection capacity. Consequently the tweets that we collected were not sequential, but were an assortment of tweets from the target

[^0]users. Our datasets are consequently more likely to be from users who tweet more frequently. Dataset $D_{i}$ is disregarded if tweet $i$ was deleted within 24 hours after being published, if there were less than 50 collected retweets, or if the retweet rate was ever higher than 60 retweets within 60 seconds. The most popular authors of tweets, such as Taylor Swift, almost never have less than 50 total retweets, and regularly exceed 60 retweets within 60 seconds. Consequently this process of rejecting tweets creates a level of systematic effects in the seed tweets that were rejected from further analysis. For our collection process, even if a retweet dataset is immediately rejected, the dataset is labeled as rejected but the counter $i$ is still incremented.

### 4.3.2 Fitting parameters to a power law by maximum likelihood estimation

For statistical analysis of a large dataset, we wish to use more precise methods for estimating power law parameters than the logarithmic binning-method used in Section 4.2. Here, we outline how to fit parameters to a power law with maximum likelihood estimation.

We now need to write likelihoods for power laws with lower bounds and potentially also with upper bounds. Following on from our definition of a power law in Section 2.6.1, a continuous power-law distribution has probability density $p(t)$ such that

$$
\begin{equation*}
p(t)=C t^{-\alpha} \tag{4.4}
\end{equation*}
$$

where $C$ is a normalisation constant and $\alpha>0$.

## Power law with lower bound

As $t \rightarrow 0, p(t) \rightarrow \infty$. As the rate of a real event must be bounded, Equation (4.4) cannot hold for all $t>0$. Hence for a real dataset, there must be some lower bound to the power law behaviour, $t_{\text {min }}[33,131]$.

The probability density function for a power law with a lower bound is given by

$$
\begin{equation*}
p(t)=\frac{\alpha-1}{t_{\min }}\left(\frac{t}{t_{\text {min }}}\right)^{-\alpha} . \tag{4.5}
\end{equation*}
$$

For a dataset from seed tweet $i$ containing observations $\left\{t_{i j}\right\}$ with $t_{i j}>t_{\text {min }}$, we wish to find the decay rate parameter $\alpha$ that is most likely to have generated the data. The likelihood of observing the data, given the model, is given by

$$
\begin{equation*}
p\left(\left\{t_{i j}\right\} \mid \alpha\right)=\prod_{j=1}^{n} \frac{\alpha-1}{t_{\text {min }}}\left(\frac{t_{i j}}{t_{\text {min }}}\right)^{-\alpha} . \tag{4.6}
\end{equation*}
$$

As the logarithm function is strictly increasing, the maximum of this likelihood function occurs at the same value of $\alpha$ as the maximum of the logarithm of the likelihood function. Taking the logarithm in this manner avoids arithmetic underflow. We have

$$
\begin{align*}
\mathcal{L}=\ln p\left(\left\{t_{i j}\right\} \mid \alpha\right) & =\ln \prod_{j=1}^{n} \frac{\alpha-1}{t_{\text {min }}}\left(\frac{t_{i j}}{t_{\text {min }}}\right)^{-\alpha} \\
& =\sum_{j=1}^{n} \ln \left(\frac{\alpha-1}{t_{\text {min }}}\left(\frac{t_{i j}}{t_{\text {min }}}\right)^{-\alpha}\right)  \tag{4.7}\\
& =\sum_{j=1}^{n}\left(\ln (\alpha-1)-\ln \left(t_{\text {min }}\right)-\alpha\left(\ln \left(t_{i j}\right)-\ln \left(t_{\text {min }}\right)\right)\right) .
\end{align*}
$$

We then find the maximum likelihood estimate (MLE) by setting $\delta \mathcal{L} / \delta \alpha=0$, or numerically with an appropriate computing package. For our analysis we use the minimize function from the Python 3.6 package scipy.optimize.

## Power law with lower and upper bounds

Some distributions only obey a power law distribution over a certain range, or we have an upper cutoff of data collection. In these cases we wish to also set an upper bound on the power law distribution. We have

$$
\begin{equation*}
\int_{t_{\min }}^{t_{\max }} C t^{-\alpha} d t=1 \tag{4.8}
\end{equation*}
$$

which gives

$$
\begin{equation*}
C=\frac{\alpha-1}{t_{\min }^{1-\alpha}-t_{\max }^{1-\alpha}} . \tag{4.9}
\end{equation*}
$$

Substituting into (4.4) gives

$$
\begin{equation*}
p(t)=\frac{\alpha-1}{t_{\min }^{1-\alpha}-t_{\max }^{1-\alpha}} t^{-\alpha} . \tag{4.10}
\end{equation*}
$$

Similarly to the case where we only have a lower bound, we have log-likelihood function

$$
\begin{equation*}
\mathcal{L}=\sum_{j=1}^{n} \ln \left(\frac{\alpha-1}{t_{\min }^{1-\alpha}-t_{\max }^{1-\alpha}} t_{i j}^{-\alpha}\right) . \tag{4.11}
\end{equation*}
$$

Again, for our analysis, we find the MLE with the minimize function from the Python 3.6 package scipy.optimize.

### 4.3.3 Clauset's test for power law distribution

We now test whether our retweet data meets a statistical test for a power law over the first three hours. Other authors have observed the power law behaviour in this period [3,49], but have not conducted thorough statistical tests.

We follow the procedure outlined by Clauset et al. [33] (discussed in Section 2.2.3), for determining whether a set of data can be considered to be drawn from a power law distribution. We conduct testing on datasets $\left\{D_{i}\right\}, 1 \leq i \leq 314$. For each dataset $D_{i}$, we estimate the power law parameter $\alpha_{i}$ using maximum likelihood estimation, and also calculate the Kolmogorov-Smirnov (KS) statistic $K S_{i}$. We then generate synthetic power law datasets, $D_{i}^{j}, 0 \leq j \leq 100$, with scaling parameter $\alpha_{i}$. For each synthetic dataset, we fit a power law model and determine the scaling parameter $\hat{\alpha}_{i}^{j}$ using maximum likelihood estimation. We calculate the KS statistic for each power law dataset based on its own model.

Much of the subsequent analysis in this chapter involves cumulative distribution functions (CDF), and testing the closeness of an empirical CDF to the CDF of a fitted theoretical function. An example of an empirical and theoretical cumulative distribution function for a sample retweet distribution is shown in Figure 4.9. On this plot, the KS statistic is the maximum difference between the empirical and theoretical distribution. As can be seen, the CDF of a power law with exponential cutoff is a closer fit to the empirical CDF than the CDF of a power law, and consequently has a


Figure 4.9: Example cumulative distribution function of retweet distribution for a sample tweet. The power law with exponential cutoff provides a closer CDF than a power law. The KS statistic for the power law is 0.0519 while the KS statistic for the power law with exponential cutoff is 0.0334 .
lower KS statistic.

Our null hypothesis is that the data was generated by a power law distribution. To calculate a p-value, we set $p$ to be the proportion of times when the KS statistic from the synthetic data is greater than from the empirical data. We follow Clauset's [33] choice of rejecting a power law if $p \leq 0.1$. This rejection can be interpreted as meaning that over $90 \%$ of the simulated datasets more closely matched the power law than our original empirical dataset.

We filter out datasets that are rejected for too high or low input rates, seed tweet deletion within 24 hours, or if the attempted power law fit fails. This leaves 158 datasets for the three-hour window and 157 datasets for the one-hour window. For the three-hour time window, only 66 of the 157 (42.0\%) datasets passed the power law test. Reducing the time window to one hour, 100 of 158 ( $63.3 \%$ ) datasets passed the test. Detailed numerical results of these statistical tests can be found in the GitHub page for this thesis ${ }^{2}$.

These tests show that even in a relatively short time window after the inital tweet,

[^1]| Window size | Input datasets | Passed | \% Passed |
| :--- | :---: | :---: | :---: |
| One hour | 158 | 100 | $63.3 \%$ |
| Three hours | 157 | 66 | $42.0 \%$ |

Figure 4.10: Results of Clauset's test [33] for whether retweets occur as a power law. The datasets are not consistently passing the test. The one-hour dataset passes more often than the three-hour dataset.
sets of retweet times do not consistently pass the theoretical power law test. This is not unexpected as we are looking at real-world online data which typically contains more noise than a theoretical or simulated distribution. This finding is consistent with recent work from Broido and Clauset [22], who found that perfect power laws are rare in the real world.

### 4.3.4 Improvement of fit for power law with exponential cutoff

Finally, we test whether a power law with exponential cutoff provides a better fit to the distribution of retweet times than a power law. We use all collected retweets, up to a month after the inital seed tweet, and do not adjust for diurnal effects. In order to have sufficient data for thorough statistical testing, we use our Python scripts to monitor and record the times of retweets from an additional 1362 seed tweets using the Twitter REST API. These seed tweets were posted from 10 April to 4 May, 2016, and contain a total of 251,168 retweets. Combining these with the data collected in Section 4.3 .1 gives a total of 309,872 retweets from 1676 tweets, which are used for analysis in this section. We label the new datasets $D_{315}$ to $D_{1676}$. Of the initial 1676 seed tweets, approximately half were rejected, most commonly for the retweet rate being too high, leaving us with 808 datasets on which to conduct tests. For each dataset $D_{i}$, we determine the KS statistic for a power law, $K S_{i}$, and for a power law with exponential cutoff, $K S E_{i}$. We then calculate the difference between these values $K S_{i}-K S E_{i}$, and determine whether this is statistically significant.

A histogram of $K S_{i}$ and $K S E_{i}$ values is shown in Figure 4.11. The mean KS statistic value with exponential cutoff is 0.0508 with standard deviation 0.0230 . This is significantly lower than the mean KS value of 0.0745 without the cutoff ( $32 \%$ improvement) and demonstrates an improvement in the quality of fit. Running a paired t-test on the two sets of data gives a p-value of $2.26071 \times 10^{-157}$. We therefore reject the null hypothesis that the samples have the same mean and conclude that the power law with exponential cutoff fits the data better.


Figure 4.11: Histogram of KS-statistics. The power law with exponential cutoff generally has a lower KS-statistic than the power law without exponential cutoff.

We use the AIC criterion (defined in Section 2.6.10) to determine whether the improvement in the fit justifies the addition of the extra parameter. We calculate the average improvement in AIC score and percentage of datasets when we see improvement.

In order to achieve a smaller AIC value, adding an additional parameter requires an improvement in log-likelihood score of 1 to justify its inclusion. We consider the log-likelihood scores for the power law and power law with exponential cutoff and observe the increase in log-likelihood score.

Figure 4.12 shows the improvement in log-likelihood score by adding an exponential cutoff. Some datasets are well-modelled by a power law and only show a very small increase in likelihood score. However, other datasets benefit significantly by adding the cutoff. Changing from a power law to a power law with exponential cutoff improves the likelihood score by more than 1 in 558 of 808 tested datasets, $69.1 \%$ of the time. It improves the likelihood score by a mean value of 4.239. Consequently, adding an exponential cutoff improves the AIC score by a mean value of (4.239 1) $\times 2=6.478$.


Figure 4.12: Histogram of improvement to log-likelihood changing from power law to power law with exponential cutoff. The black dashed line represents an increase in log-likelihood of one.

We therefore conclude that a power law with exponential cutoff is generally a better model for the rate of retweets than the previously used power law.

### 4.3.5 Power law parameter by topic

Human attention spans are of great interest for advertisers, who wish to understand if users will be interested in certain topics, and the duration of their interest. Our analysis of retweets provides insight into how human attention spans vary depending on the category of the topic, which in turn affects information propagation.

We analyse how the power law parameter varies by topic. Table 4.6 gives our lists of categorised Twitter users from the top 100 by follower popularity. The assignments are not necessarily unique and contain some level of subjectivity. The account @espn for example could have been put in the Sports or Television category (or both). Datasets are taken from $\left\{D_{i}\right\}, 1 \leq i \leq 1676$, as discussed in Section 4.3.4. For this analysis we use MLE to fit a power law over the first three hours of data to each dataset which met the requirements for at least 50 retweets and was not deleted in

| Category | Twitter username |
| :---: | :---: |
| People / Groups | @priyankachopra, @MohamadAlarefe, @narendramodi, @SrBachchan, @khloekardashian, @iHrithik, @SnoopDogg, @shakira, @coldplay, @blakeshelton, @jimmyfallon, @BarackObama @Oprah, @kourtneykardash |
| Institutions | @instagram, @NASA, @twitter, @vine, @YouTube, @google |
| News outlets | @CNN, @nytimes, @TheEconomist, @BBCWorld, @cnnbrk, @BBCBreaking |
| Television | @MTV, @SportsCenter, @espn, @TheEllenShow |
| Sports | @NBA, @FCBarcelona, @NFL, @realmadrid |

Table 4.6: Categories of selected Twitter users from the most popular 100 accounts.

| Dataset type | Number of retweet sets | $\bar{\alpha}$ | $\sigma(\alpha)$ |
| :--- | :---: | :---: | :---: |
| People / Groups | 92 | 0.7456 | 0.1676 |
| Institutions | 44 | 0.8125 | 0.0900 |
| News outlets | 482 | 0.8987 | 0.1178 |
| Television | 100 | 0.9335 | 0.1504 |
| Sports | 280 | 0.9405 | 0.1954 |

Table 4.7: Retweet power law parameter $\alpha$ from Twitter user categories.
the given time period. We have $t_{\text {min }}=60$ and $t_{\max }=3 \times 60 \times 60$. Over this time period we do not expect that the curve shape will be significantly affected by diurnal cycles, nor do we expect to observe exponential cutoff behaviour.

Table 4.7 gives the average power law parameter over the category of user who wrote the seed tweet. As can be seen, the Sports category and Television category had the highest average power law parameters, while the People / Groups category had the lowest average parameters. We explain this high average parameter for the Sports category and Television category due to the fast moving nature of the genres. If the Barcelona Football Club (@FCBarcelona) tweet a halftime score of a soccer game, for example, that tweet will become largely irrelevant after the end of the game, and will have very few subsequent retweets. The category of People / Groups conversely has a much longer attention lifespan. If an influential personality, such as former US President Barack Obama (@BarackObama), tweets about reducing gun violence, this message will potentially be relevant for a much longer period of time. This potentially offers a method for classifying users, without resorting to expensive feature engineering or sophisticated machine learning methods (e.g. BotOrNot [38]).

### 4.4 Discussion and Conclusions

In this chapter we showed that the rate of retweets can be well-modelled by a power law with exponential cutoff, providing a better fit than a standard power law distribution.

Our retweet datasets did not consistently pass Clauset's test [33] for power law. However, Clauset's test is a very strict interpretation of what constitutes a power law and has a tendency to fail datasets that are elsewhere generally considered to be power law [40]. We conclude that a power law is a good model for the distribution of retweets over the first three hours, as has been found by other authors, even if it does not pass the strict statistical test.

Our stochastic method to conduct diurnal adjustment gives an output set of retweet times which can be then used for follow-up statistical analysis. This is a new technique which can potentially be used for many other purposes, when adjusting data for diurnal cycles or other cyclical trends.

Our analysis used the retweet times from the 100 Twitter users with the most followers. A natural question is whether similar retweet rate distributions would hold for all other Twitter users. This would be more difficult to statistically analyse as less followed accounts tend to have far fewer retweets. Future work could extend our analysis in Section 4.3.5, further investigating how power law and exponential cutoff parameters vary based on author, tweet topic or other factors. This will allow prediction of a tweet's propagation. We could also look at population-level social questions, e.g. how do decay parameters vary over the long term? As a society, are we growing more or less engaged with news from social media? As the tweet/retweet mechanism provides a continual source of information propagation data, it is possible to test theories that have been proposed in the social science literature using this experimental environment. In addition, there is an extensive amount of possible further work on analysing details of diurnal cycles, such as how they vary based on geography or the demographics of Twitter followers.

## Simulating Retweet Activity and Cascade Size Estimation

### 5.1 Introduction

The popularity of a social media post is a reflection of current social trends, and a key theme in social media research is understanding the popularity of online posts such as tweets [180]. Marketers aim for their material to become "viral" and want to understand the factors affecting information spread. The news media want to understand whether the public are interested in the content they create, and whether additional news stories on a given topic will be of interest [94]. One proxy for this is through measuring retweet cascades. (Prior work on retweet cascades is discussed in Section 2.3.)

In this chapter we simulate various aspects of the creation and spread of retweets, and then develop a method to estimate the total size of a retweet cascade. First, in Section 5.2, we determine the underlying mechanics for an appropriate human behavioural model that can explain the distribution of retweet times. We do this by exploring possible causes for the distribution of retweet rates being a power law with exponential cutoff and provide an explanation based on human prioritisation of tasks and loss of interest in topics over time. Consequently this chapter provides a link between social sciences and social media, as we show how human behavioural characteristics affect information propagation through the internet. In Section 5.3, we simulate the human behavioural process leading to retweets and show that a power law with exponential cutoff retweet distribution can be produced by a priority-based queuing model.


Figure 5.1: The analysis in this chapter relates to the temporal relationship between tweets and retweets (red link).

Using observations from our simulations coupled with additional social media theory on the Twitter distribution of followers, in Section 5.4 we create a method to estimate the size of the retweet cascade, focusing on retweets of news stories. Our method uses tweets from an initial time period and the topic categorisation of the tweet as possible input information. This is less information than is available, for example we do not use text details of the tweet or information about the followers of the user who created the initial tweet. To evaluate our method, we compare our predictions to the actual number of retweets on both our collected dataset and on a publicly available dataset. We show that our model can achieve accurate results for predicting the cascade size of tweets of news stories, with under $10 \%$ median absolute percentage error (MdAPE), using only the first hour of retweet data for training. This chapter relates to the temporal relationship between tweets and retweets and fits into the thesis structure, as shown in Figure 5.1.

This chapter makes the following key new contributions:

- Outlining how the power law observed in retweet rate decay can be explained by human prioritisation of tasking, while the exponential cutoff can be explained by human loss of interest in topics over time.
- Demonstrating through simulation that a priority-based tasking model can lead to a power law with exponential cutoff distribution of retweet rates.
- Developing a method to predict the size of retweet cascades, that is particularly effective for tweets of news stories.


### 5.2 A model for the distribution of retweet times

Among the process types leading to a power law discussed in Section 2.3.1, we argue that a priority-based queuing process is the most relevant to temporal retweet behaviour. The action of checking Twitter and deciding whether to retweet can be considered a task prioritised against other daily activities. The other causes of power laws discussed, preferential attachment or combination of exponentials, are not as relevant for our dataset, which is created by decision-based human activity. Although preferential attachment $[14,44]$ is one of the more commonly discussed causes of power laws and ubiquitous in network science, the mechanics of this process are not aligned with retweet times. Although human loss of interest in topics over time is often modelled as exponential decay $[2,42,90]$, there does not appear to be a plausible way to combine this with another exponential function to generate power law behavior.

We now propose a priority-based tasking theory of how people use Twitter in order to explain retweet times. Users will implicitly assign priorities to tasks in their lives and execute these tasks according to their internal perceived priorities [12]. Checking social media can also be considered a daily task, which competes against other life activities. For most users, checking social media is a low-medium priority task, out-prioritised by more urgent activites in life. Higher priority tasks will tend to be executed as soon as possible, leading to an exponential inter-event time distribution. Meanwhile, inter-event times between lower priority tasks will have a much heavier tail, as they often will be delayed while more urgent tasks are executed. The arrival of tweets to a user's account can be modelled by a Poisson arrival process. Consequently, based on the theory of prioritisation of tasks [12], the time between a tweet arriving and a user checking their Twitter account may have a power law distribution.

The second factor affecting the retweet distribution is loss of interest in topics over time, which as discussed in Section 2.3.2, can be modelled by exponential decay [ $2,42,90]$. If the topic of the tweet is less relevant than when it was tweeted, it is less likely that it will be retweeted. The third and final component that affects the likelihood of a retweet is the proportion of users who decide to retweet. For our explanatory model, we assume that a constant proportion of users who see the tweet at a time when they think it is still relevant will decide to retweet.

If the distribution for an individual is power law with exponential cutoff, and a similar distribution holds for the entire population, the global distribution of retweets will be power law with exponential cutoff. Consequently it is possible to use our understanding of human prioritisation and the theory of heavy-tailed distributions to explain the phenomenon observed in Chapter 4. There might be alternative explanations for the cause of the power law with exponential cutoff. However, our explanation is simple, directly related to human behaviour, and explains the components of the phenomenon that we have observed in the empirical data.

### 5.3 Simulation of retweet activity

### 5.3.1 Priority-based tasking

We create a generative simulation model for retweets based on the priority-based tasking model. We assume that throughout the day, users have different tasks which they need to complete, and they therefore implicitly assign a priority to each of these tasks. At any time, the highest-priority uncompleted task will be undertaken and a queue of lower priority tasks may develop. For example, during the day a diligent student may have task categories of shopping, cleaning the house, completing university assignments and checking their social media. They may prioritise these events from highest to lowest as 1) assignment, 2) shopping, 3) social media and 4) cleaning. There may be more than one task in each category, for example multiple assignments which need completing. As the day progresses, more tasks may be added to the student's day.

Suppose at the start of this hypothetical day, the student has two assignments, two shopping tasks, three social media checking tasks and one cleaning task. They begin by processing the tasks in priority order, first completing the assignments, then shopping and then social media. Suppose that while completing the first social media task, the individual realises that they have another assignment that requires completion. As this student is diligent, the assignment task would be pushed to the front of the queue and executed before the remaining social media tasks. Due to the number of assignments, the cleaning task may not be executed on this day. This example leads to the sequence of events \{assignment, assignment, shopping, shopping, social media, assignment, social media, social media\}. The remaining cleaning task is not
executed due to lack of time.
High-priority tasks such as assignments are completed soon after they arrive. Lowmedium priority tasks such as checking social media are generally completed, but only if there are no competing higher priority tasks. This potentially leads to longer gaps of time between consecutive tasks at this level of priority. The very low priority tasks such as cleaning may not be executed at all.

We make many simplifying assumptions in our model, such as ignoring user cyclical activity such as sleeping or working. We also simplify all tasks to have the same average duration whereas in reality, some tasks take longer than others. Also, it is not expected that a real person would be able to prioritise tasks as efficiently as in our model.

Our human behavioural model is consistent with Barabasi's analysis on the origin of bursts [12]. The key addition is considering social media usage as a daily task, just like responding to emails, completing assignments, or any other task. To our knowledge, human interaction with social media has not previously been considered in this way.

### 5.3.2 Generative model for retweet times

Our generative model for human retweet behaviour assumes that tweets arrive to a user's account at random intervals according to a Poisson process. Other tasks arrive at random intervals also, and are queued. We make many simplifying assumptions in our model, such as ignoring user diurnal activity such as sleeping or working. We also assume all tasks have the same average duration whereas in reality, some tasks take longer than others. At any time, a user executes the highest priority task in the queue.

We simulate the following model. Parameters are chosen to be as realistic as possible, but while avoiding any unnecessary complexity. We selected a task completion time slower than the task interarrival time, to ensure that all tasks couldn't be completed. The simulation time is chosen as 365 days to smooth out any noise in the output.

- Distribution of times between arriving tweets: $\operatorname{Exp}(1 / 300)$ (exponential with mean 5 minutes)
- Distribution of task interarrival times: $\operatorname{Exp}(1 / 255)$ (exponential with mean 4 minutes 15 seconds)
- Time to read one tweet and decide whether to retweet: 10 seconds
- Task completion time: 5 minutes
- Exponential cutoff parameter: 6 hours
- Number of different task priorities (tasks uniformly assigned to priorities): 10
- Retweet task priority: 3 (1-lowest, 10 - highest)
- Probability of retweet: 0.1
- Simulation time: 365 days.

We call a task low-medium priority if it is one of the lowest priority tasks that will still be executed. We consider the gap between tasks of priority level 3, which is lowmedium priority. The gap is the number of higher priority tasks executed between tasks of a similar type. For example, if a user checks social media as their 14th task of the day and next as their 37 th task, the gap is $37-14=23$. Naturally, given tasks of equal duration, the task length gap is proportional to the expected delay time between tasks. Plotting this data on a log-log plot with linear bins gives Figure 5.2. The data falls neatly on a straight line, indicating power law decay. This plot corresponds to the distribution of task gaps between checking social media, a task which will be out-preferenced by other important tasks in an individual's life. This plot is consistent with the findings of Barabasi [12] and others, about how power laws can be generated by a decision-based process.

Figure 5.3 shows a simulation of retweet times (the time between tweet arrival and retweeting) for an individual. We plot the data on a log-log axis and fit a power law with exponential cutoff curve using the curve_fit function from scipy.optimize in Python 3.6. The fitted curve provides a close visual fit to the data, with equation $R(t)=1108 t^{-0.6004} e^{-1.082 \times 10^{-4} t}$, a power law parameter of -0.6004 and an exponential cutoff time of 2.56 hours. These are realistic parameters which could be reasonably expected from one of our empirical datasets analysed in Chapter 4.

The model and simulation confirms, for an individual, that a power law with exponential cutoff distribution can be produced by a priority-based queuing model. If we assume that a similar distribution holds for all users, then this confirms our proposed explanation of the distribution of retweet times in Section 5.2.


Figure 5.2: Simulated task delay log-log plot for low-medium priority task. The data points falling on a straight line suggests a power law distribution for the inter-event time.


Figure 5.3: Simulated retweet times for low-medium priority task. A power law with exponential cutoff (dotted black line) provides a close fit to the dataset.

### 5.4 Estimation of retweet cascade size

We create a model to estimate the size of retweet cascades from high profile accounts such as news sources based upon a power law with exponential cutoff. The motivation for our method is that the number of followers of the intial seed tweet is usually several orders of magnitude greater than the number of followers of retweeters. Consequently, the rate of retweets for the entire cascade usually has approximately the same shape as the rate of retweets from the initial seed tweet. We can thus fit a power law with exponential cutoff model to the number of total retweets and use this to estimate the overall cascade size.

In this section we discuss the distribution of attention on Twitter and make observations on SEISMIC [180], a publicly-available retweet cascade dataset. We discuss boundedness of integrals of power laws, with and without exponential cutoffs, to provide further justification about why our method works. We then develop and test variants of our retweet cascade size estimation method.

### 5.4.1 Nature of retweet activity for news stories

As discussed in Section 2.3.3, the distribution of followers on Twitter is power law distributed with the vast majority of the Twitter population having a relatively low follower count. Consequently, the level of exposure for tweets will be most heavily dependent on the initial author and potentially, retweets by popular users.

Of the 3.2 billion tweets processed for the model SEISMIC [180], only 166,076 satisfied the conditions of having more than 50 retweets, no hashtags and being written in English. This is $0.0052 \%$, or 1 in 19,000 tweets. The vast majority of tweets do not see more than 50 retweets as they are never exposed to a large enough audience, and are not infectious enough to explosively spread through the network. Also, we calculate that $9.8 \%$ of seed tweets with more than 50 retweets are authored by someone with fewer than 5,000 followers. This attention inequality of the SEISMIC dataset is consistent with analysis of Twitter by Zhu et al. [184], who found that $20 \%$ of users on Twitter get $93 \%$ of the retweets and the median number of followers for Twitter users is under one hundred.

Twitter accounts of leading news agencies have high numbers of followers, shown in Table 5.1. Even if a reasonably popular user with 1,000 followers retweets a story

| News agency | Number of followers (millions) |
| :---: | :---: |
| CNN | 40.5 |
| NY Times | 42.1 |
| Reuters | 19.8 |
| Fox News | 17.9 |
| Washington Post | 12.6 |

Table 5.1: Number of followers of selected news accounts on Twitter as of 5 June 2018. Leading news agencies are heavily followed on Twitter with over 10 million followers.
from a leading news agency, they are still only increasing the number of Twitter users exposed to the story by less than an extra $0.01 \%$. Even when taking into account that individuals might perceive news stories differently based on whether it is being shared by a news handle or a private citizen, such a retweet will likely have minimal effect on the overall propagation of the news story. This observation becomes important as we consider population-level retweet cascades.

### 5.4.2 Boundedness

Here we justify why using a power law with exponential cutoff for cascade size estimation will produce a finite cascade size estimate, whereas a power law will not necessarily lead to a finite estimate. First, consider estimating the lifetime size of a retweet cascade $\hat{R}_{\infty}$ as the integral of a power law, estimating the total number of retweets $R_{\infty}\left(T_{f}\right)$ at some observed time $T_{f}$ as

$$
\begin{equation*}
\hat{R}_{\infty}\left(T_{f}\right)=R_{T_{f}}+\int_{T_{f}}^{\infty} A t^{-b} d t, \tag{5.1}
\end{equation*}
$$

for some constant $A$ and power law parameter $b$. The notation we use was outlined in Section 2.3.4, with $\hat{R}_{\infty}\left(T_{f}\right)$ denoting the estimate of the total number of retweets using information up to time $T_{s}$ and $R_{T_{f}}$ is the number of retweets up to time $T_{f}$. For $A>0$ and $0<b<1$, this integral diverges. The proof of this is straightforward and is given in Appendix C .

Other authors have considered modelling the retweet share rate as a power law [1]. However, given that most tweets have power law parameter less than one, as we observed in Chapter 4, it is not possible to generate a finite estimate of the total cascade size by simply integrating a power law. However, if we add an exponential
parameter and take the integral from some training time $T_{f}$, we have

$$
\begin{equation*}
\hat{R}_{\infty}\left(T_{f}\right)=R_{T_{f}}+\int_{T_{f}}^{\infty} A t^{-b} e^{-c t} d t, \tag{5.2}
\end{equation*}
$$

which, as we prove in Appendix C, is bounded for $A>0, b>0$ and $c>0$. Consequently, by modelling the rate of retweets as a power law with exponential cutoff we can generate a finite estimate for the number of retweets.

### 5.4.3 Cascade size estimation method

We conduct our retweet cascade size estimation from the initial seed tweet and the measured response rate, with power law parameter estimated from the inter$\operatorname{val}\left[T_{0}, T_{f}\right]$. We test on real datasets where we have the lifetime retweet information, but only train the model with data up to some cutoff time $T_{f}$. The longer the data is observed, the more accurately the model can predict the total number of retweets. We estimate the total retweet count using Equation (5.2) and need to determine appropriate parameters for the model.

For very short intervals of time after the seed tweet, the power law behaviour does not hold as the probability density function tends to infinity, so we cannot select $T_{0}=0$. However, the higher the value of $T_{0}$, the less data we have for fitting the power law, so it is necessary to find a compromise. Experimentation on our datasets has shown that values between $T_{0}=30$ seconds and $T_{0}=60$ seconds work effectively. Choosing higher values of $T_{f}$ gives a closer but less useful approximation, as our goal is to estimate the size of the cascade as early as possible. The number of retweets in the interval $\left[T_{0}, T_{f}\right]$ can be small, often fewer than 50 retweets. Consequently the estimation of the power law parameter is inexact so we bound it in a window $\left[b_{l}, b_{u}\right]$ $=[0.6,1.1]$, centered around the empirical mean of retweet rate parameters $b=0.85$, from Chapter 4 . Doing this avoids excessively high or low estimated retweet rate parameters affecting the cascade size prediction.

In order to simulate and predict the number of retweets, we need to determine (or select) the power law decay and exponential cutoff parameters. In each method, the exponential cutoff parameter $c$ is fixed, and the leading constant $A$ is determined by the number of tweets in the training time window. The power law parameter is either taken as a constant or measured from the initial retweet rate decay. When
determining power law parameters, we optimise a doubly-bounded power law over a selected region where we have data. The exponential decay parameter is taken as a constant $c=0.00008$, the average rate of exponential decay measured from our full dataset in Chapter 4. The leading constant $A$ is determined by dividing the number of retweets in the selected time period, by the integral of the power law with exponential cutoff function. We conduct our analysis using a range of methods to determine the power law parameter $b$, as follows:

- $b_{A}$ : Fixed (Method-A)
- $b_{B}$ : Determined by category of tweet (Method-B)
- $b_{C}$ : Estimated by fitting to data in time window $\left[T_{0}, T_{f}\right]$, limited to range $\left[b_{l}, b_{u}\right]$ $=[0.6,1.1]$ (Method-C)
- $b_{D}:\left(b_{A}+b_{C}\right) / 2$, the average of the fixed and category parameters (Method-D)
- $b_{E}:\left(b_{B}+b_{C}\right) / 2$, the average of the category and fitted parameters (Method-E)

The tweets are split into the categories: News, Sports, Television, People or Institutions, as in Table 4.7 in Section 4.3.5. We measure the performance of the methods by mean absolute error (MAE), mean absolute percentage error (MAPE) and median absolute percentage error (MdAPE) (defined in Section 2.6.2).

We initialise the model from data over an initial time period $\left[T_{0}, T_{f}\right]$. The higher the value of $T_{f}$, the more data used in this initialisation process, and the more accurately we can predict the retweet rate power law parameter. We select the lower bound as 30 seconds and the upper bound as $T_{f}=15$ mins or $T_{f}=60$ minutes, consistent with other authors [83]. For our chosen $T_{f}$ values, it is not possible to accurately estimate the exponential cutoff parameter, as the cutoff has minimal effect in this time period.

### 5.4.4 Simulating retweet rates from a single example tweet

We show plots from a single example tweet to illustrate how the expected number of retweets varies over time, and demonstrate convergence of the estimation. We use a sample tweet from the New York Times, with details given in Table 5.2. This is a typical news tweet about a musical nominated for a record number of awards. The tweet was posted at 1:43 UTC, corresponding to the evening in the United States, the heaviest period of retweet activity during the day.

| Author | CNN |
| :---: | :--- |
| Text | "Hamilton" has been nominated for a record 16 Tony <br> Award nominations http://cnn.it/1Z7thoZ |
| Date | 3 May 2016 - 1:43 PM (UTC) |
| Tweet ID | 727493777707941889 |
| Number of retweets | 350 |

Table 5.2: Details of sample tweet from CNN in May 2016, with 350 retweets.

We show the expected number of retweets over time if we fit a power law to data in the first hour, using Method-C. We set our training window $\left[T_{0}, T_{f}\right]=[30,3600]$. The estimated power law parameter in this range is $\hat{b}=0.9510$, which lies within our range bounds $[0.6,1.1]$ of reasonable power law values, so we keep this value for our cascade size prediction.

In Figure 5.4 we show the total number of predicted retweets both with and without an exponential cutoff. Here, we can clearly see that the curve with an exponential cutoff is converging while the curve without an exponential cutoff does not appear to be converging. Through our simulation, we can determine that for this example dataset, the expected total number of retweets is 364.15 . This is $4.0 \%$ more than the actual retweet count of 350 .

### 5.4.5 Experimental results on larger dataset

We test on the retweet datasets $\left\{D_{i}\right\}$, outlined in Section 4.3.1, which is one month of collected retweet data from each seed tweet. This timeframe captures the vast majority of lifetime retweets. In particular, we focus on tweets from news sources, keeping to the theme of this thesis about the temporal relationship between events, news and the associated twitter response. We also test on data from SEISMIC [180], which is publicly available.

Results from testing our method on retweet datasets $\left\{D_{i}\right\}$ are shown in Table 5.3. Method-A, Method-B, Method-D and Method-E all performed similarly well with MdAPE between 18.85 and 23.50. However, using only the data in the fixed window to estimate the power law parameter (Method-C) performed significantly worse with MdAPE of 36.39. This would suggest that the relatively short training interval of 15 minutes is insufficient to accurately estimate the power law parameter.

We repeat the analysis using a 60 -minute training time window, with results shown


Figure 5.4: Example of the expected number of retweets for Method-C both with and without an exponential cutoff for the sample dataset. The vertical dotted black line shows the time cutoff where the prediction is made, while the horizontal dotted green line shows the asymptote of the tweet count estimation 364.15.

| Method | MAE | MAPE (\%) | MdAPE (\%) |
| :---: | :---: | :---: | :---: |
| A | 57.52 | 24.29 | 18.85 |
| B | 59.03 | 23.99 | 19.06 |
| C | 72.85 | 46.77 | 36.39 |
| D | 49.94 | 26.16 | 23.50 |
| E | 46.32 | 23.07 | 19.81 |

Table 5.3: Accuracy of various cascade size prediction methods for a 15-minute training window on tweets about all topics. Method-C is the least accurate, indicating that this relatively short training window is insufficient to determine the power law parameter.

| Method | MAE | MAPE (\%) | MdAPE (\%) |
| :---: | :---: | :---: | :---: |
| A | 38.70 | 13.95 | 10.83 |
| B | 38.71 | 13.36 | 9.79 |
| C | 30.51 | 12.91 | 9.66 |
| D | 33.35 | 12.44 | 10.04 |
| E | 32.79 | 11.82 | 9.24 |

Table 5.4: Accuracy of our cascade size prediction methods for a 60-minute training window. All methods perform similarly well with MdAPE between 9.24 and 10.83. Method-C recorded the best MAE score while Method-E recorded the best MAPE and MdAPE scores.

| Method | MAE | MAPE (\%) | MdAPE (\%) |
| :---: | :---: | :---: | :---: |
| A | 30.25 | 17.36 | 13.46 |
| B | 34.60 | 19.10 | 15.35 |
| C | 42.61 | 37.39 | 34.78 |
| D | 27.29 | 20.49 | 17.28 |
| E | 26.64 | 18.68 | 15.04 |

Table 5.5: Accuracy of our cascade size prediction methods for a 15-minute training window for tweets from news sources. Method-C performs the worst, demonstrating that a power law cannot be accurately fitted in this short time window.
in Table 5.4. A significant improvement in accuracy has been achieved, with MdAPE scores ranging between 9.24 and 10.83. In this training window length, estimating the power law parameter from the data (Method-C), performs much better than it did for the 15-minute training window.

We repeat the analysis only with tweets from news sources, providing a link between this part of the thesis with Chapter 3, which concerned the temporal relationship between news and tweets. The results of this experiment are shown in Tables 5.5 and 5.6. For the 15 -minute window, Method-C, determining the power law parameter from the data, performs significantly worse than the other methods. This suggests that the data is too noisy in this short period to meaningfully estimate the power law parameter.

For the 60-minute window results shown in Table 5.6, the best MdAPE result comes through method-B, with the retweet power law parameter determined form the category of the tweet. The low score of 8.07 indicates that Method-B performs well and that the response to news service tweets is very predictable. Interestingly, the best MAE result comes from Method-C while the best MAPE result comes from Method-E. This variation on performance depending on the choice of metric is not uncommon [73], and highlights the difficulty of determining which prediction or

| Method | MAE | MAPE (\%) | MdAPE (\%) |
| :---: | :---: | :---: | :---: |
| A | 19.72 | 10.78 | 8.10 |
| B | 21.46 | 11.26 | 8.07 |
| C | 17.55 | 11.67 | 10.00 |
| D | 17.77 | 10.44 | 8.81 |
| E | 18.18 | 10.28 | 8.21 |

Table 5.6: Accuracy of our cascade size prediction methods for a 60-minute training window for tweets from news sources. The mean average error scores for all methods are better than for performing the method on all sources.
forecasting algorithms are the most effective. However, all differences are reasonably minor and so we would suggest using the fixed power law parameter as in method-A, as this performs well over any training period.

We can predict the cascade size for tweets from news sources significantly more accurately than we can for general tweets, this is likely to be because Twitter accounts for news sources have a high number of followers and a generally predictable public response. Figure 5.5 shows how one of our error metrics, median absolute percentage error, improves as the training time increases, for news tweets. As the training time becomes very large, all methods tend to achieve a similar estimation error.

### 5.4.6 Testing on public cascade datasets

In order to further test our method, we conduct retweet cascade size prediction on the dataset from SEISMIC [180] for tweets from accounts with more than 1,000,000 followers. The SEISMIC dataset consists of 166,076 retweet sets, so it is infeasible to manually classify each seed tweet into a category. Consequently we omit Method-B and Method-E. The results of our cascade size estimation, with a one-hour training window, are shown in Table 5.7. Note that the prediction is not as accurate as on our dataset $\{D\}$ composed of tweets from authors in the top 100 of popularity. This is expected, as the higher the number of followers, the more predictable the retweet response.

Direct comparison between methods such as SEISMIC, Dynamic Poisson Model (DPM) and Reinforced Poisson Model (RPM) is less meaningful as they do not function correctly on all datasets, so each method chooses on which datasets to make a prediction. For example, DPM fails to make a prediction for $5.79 \%$ of tweets after 60 minutes, RPM fails to make a prediction for $5.69 \%$ and SEISMIC fails to make a


Figure 5.5: Change in MdAPE as the training time is varied. For small training windows, Method-C, fitting a power law to the training points, performs worse than the other methods. As the training time increases, all methods tend to have similar MdAPE values.

| Method | MAE | MAPE (\%) | MdAPE (\%) |
| :---: | :---: | :---: | :---: |
| A | 193.00 | 19.48 | 15.63 |
| C | 176.50 | 18.40 | 13.39 |
| D | 178.80 | 17.44 | 12.65 |

Table 5.7: Accuracy of our cascade size prediction on SEISMIC dataset, for tweets authored by users with at least one million followers, after a one hour training window. The retweet cascade size prediction is not as accurate as for our own dataset.
prediction for $1.29 \%$. Additionally each method has varying objectives, often aiming to detect "break-out" cascades, an important problem for trend detection. For reference, however, state-of-the-art cascade-size prediction method SEISMIC achieves a MdAPE of $15 \%$ on their own dataset after a one hour training window.

### 5.5 Discussion and conclusions

To add a theoretical foundation to the numerical analysis in Chapter 4, here we provided an explanation of the power law with exponential cutoff behaviour. The power law component is explained by the time until the user checks their social media, which is governed by a priority-based queuing process. The exponential cutoff is explained by the loss of interest in topics over time. The model that we have produced gives an explanation of the phenomena that governs the spread rate of information online through Twitter. It builds upon previous work on the burstiness of human behaviour to give a better understanding of information flow in a social media system.

We simulated the process of retweets, both from an individual behavioural level up to a population level. Through simulation, we demonstrated that a priority-based queuing process can produce a power law with exponential cutoff distribution of retweet rates, similar to that observed in Chapter 4. It would be possible to extend this model by including diurnal cycles and reducing the number of simplifying assumptions. For example, when someone is sleeping they do not check their social media for around eight hours. Also, commuters taking public transport to work in the morning may be more likely to check social media. The model could be further extended by more precisely modelling the durations of tasks to be executed. Our model assumes that all tasks have the same duration, but in reality users tend to spend more time on some tasks than others.

Another possible extension to this chapter would be to implement the simulation with a more sophisticated tasking method, such as is used for high performance computing [127]. Social media could be treated as a short minor task which is squeezed into blocks of time which are too short for larger tasks. Despite being more complex and having more parameters, this could potentially be a more accurate model of how people consider checking their social media.

Since our retweet simulation was implemented, the user experience on Twitter has changed slightly, with increased levels of recommended tweets for users, including tweets which followed accounts have liked. Previously tweets would occur in a user's timeline only from accounts which the user is following and in strict chronological order. Such changes in social media interfaces are very common and could potentially change results. It is not expected that this would have a substantive impact on our findings, but this would have to be confirmed with additional analysis.

Our cascade-size estimation method is an effective way to estimate the number of retweets from an initial tweet after observing the retweet behavior for a short time period. On our dataset $D$ which consists of retweets from users in the top 100 of popularity, Method-E achieves very accurate results with median absolute percentage error of $9.24 \%$. In particular, after observing the response to news tweets for the first hour, we can estimate the size of the retweet cascade with median absolute percentage error of $8.07 \%$. These results demonstrate that the Twitter response to news tweets is more consistent than for other types of tweets.

One of the challenges which we have not addressed in this chapter is retweets by bots. Some Twitter users will attempt to boost their apparent popularity by having bots retweet their tweets, often for a fee. Future work could use bot detection methods, e.g. BotOrNot [38], to predict whether a tweet is by a bot or by a human, then repeat the analysis with the bot tweets removed.

It may be possible to improve our method by using additional features. However, we refrain from doing so, as our goal is to demonstrate how simply using a power law with exponential cutoff as the decay function from the initial tweet performs adequately, rather than creating a sophisticated retweet cascade model. Additional possible work would be to incorporate our model's decay function into other retweet cascade size prediction methods to test whether performance is improved.

So far in this thesis, we have focused solely on the temporal aspects of Twitter, without considering the textual content. We turn to this important aspect of Twitter in the next chapter, when we consider the relationship between events and tweets.

# Event Detection and Time Estimation from Twitter 

### 6.1 Introduction

Postings to social media platforms are increasingly used to extract useful information about real-world events. Journalists use platforms such as Twitter to summarise breaking news stories [94], while governments are interested in mining social media to provide early warning of events such as disease outbreaks [140], civil unrest events [156] and even natural disasters such as earthquakes [132]. Developing methods to summarise the large volumes of information generated on social media by such events is therefore of great importance for scientists and end-users alike, and an extensive amount of literature has appeared on real-time microblog summarisation and event detection. We discuss such previous work in Section 2.4.

A key component of automated microblog summarisation is event time estimation. For applications such as automated news production, simply knowing the keywords or topics associated with events is insufficient; it is also necessary to estimate the time of events as accurately as possible. Unlike retweets, where a user only has to hit a single button, it takes time for users to decide what to tweet, then physically input the contents of the tweet into some Twitter user interface, such as a mobile phone application, then send the tweet. Consequently, unlike retweets, the highest rate of response tweets will not occur in the initial seconds following an event, since under regular conditions (excluding bots etc.) users cannot generate tweets that quickly.

In this chapter, we develop a new algorithm for clustering microblog posts authored in response to real-world events. Our algorithm, Social Media Event Response Clus-
tering (SMERC) [102], detects events in near real time and estimates the time of the event. It is unsupervised, without requiring prior specification of the types or number of events. Unlike many previous methods, our algorithm uses both the content and timing of messages to estimate the likelihood that pairs of messages are related, giving more meaningful clusters of tweets associated with events. The rationale for our method to convert the time difference between tweets to an associated probability is described in Section 6.3.1. Our approach also provides insight into the mechanisms that lead to a social media response to a particular event, and allows us to model the distribution of response times. We describe our clustering algorithm in Section 6.3.2, and explain why we choose key components such as cosine similarity and affinity propagation.

To demonstrate our method, we conduct event detection for cricket and Australian Rules Football games, with the goal of automatically creating a list of events and associated event times. In Section 6.3 .3 we test our method on collected datasets and demonstrate the results. While event-detection techniques can be applied to any type of events, sporting events are ideal to collect and study as the time, location and hashtags are generally known beforehand and the collective attention of often large audiences is focused on the in-game action [59,147,181]. For these reasons, automatic detection of key events in sporting contests has been a longstanding goal in academic research $[114,130]$. With the widespread adoption of social media, researchers can now analyse fans' perspective on which events in the game are considered important. Furthermore, online reaction to sporting events can be useful case studies on human behaviour, with heavy levels of engagement and emotion, generally organized around the success of opposing teams. For evaluation, we apply SMERC to three Twitter datasets, demonstrating that clusters around the detected events are meaningful and that event detection is improved by temporal adjustment.

In Section 6.4 we develop and demonstrate a method to estimate the time of an event, given an associated set of tweet times. Combining the clustering algorithm and the event time estimation allows more complete microblog summarisation: tweets in response to the event are clustered together, then the time of the causal event is estimated. As indicated in Figure 6.1, this chapter fits into the thesis structure as it involves the temporal relationship between events and tweets.

This chapter makes the following new contributions:

- Showing that the time intervals between pairs of related messages are exponen-


Figure 6.1: The analysis in this chapter relates to the temporal relationship between events and tweets (red link).
tially distributed.

- Presenting a novel way to conduct tweet clustering by incorporating both textual and temporal information.
- Developing a method to estimate the time of events given an observed Twitter response.


### 6.2 Data collection methodology

We collect tweet data from both Australian Football League (AFL) games and cricket games, the latter including the Big Bash League (BBL) and the Women's Big Bash League (WBBL), using the Twitter streaming API. The hashtags used and number of tweets collected are outlined below. As with many sporting events, cricket matches and AFL games have specific hashtags, usually the names of the teams involved, publicised by the clubs and supporters prior to the event. While our method is for tweet clustering generally, sporting events are ideal for the present study as data collection can be planned in advance. Our collected data was stored in a MongoDB database and later processed using custom Python 3.6 scripts.

AFL has different characteristics to most other sports as it is fast-paced and events are not always clearly defined. In many other sports such as cricket or the NFL (American Football), many major events (touchdowns, penalties, etc.) occur at a clearly defined time. In the AFL however, an inexperienced observer may watch a period of play without realising that an influential event has occured. For example, the umpire may have missed a holding-the-ball decision, potentially infuriating the audience. In this manner, AFL is more closely aligned with real life, where events
happen at arbitrary times and the significance of events is subjective. Due to this difference, AFL games provide a challenging dataset for attempting to automatically determine key events from the crowd's perspective.

We collect tweets from AFL games in 2016 and 2017 using the hashtag \#AFL\{Team1Nickname $\}\{$ Team2Nickname $\}$ where the nicknames are drawn from the list \{Crows, Lions, Blues, Pies, Dons, Freo, Cats, Suns, Giants, Hawks, Demons, North, Power, Tigers, Saints, Swans, Eagles, Dogs\} representing each AFL club. Not every tweet about a game contains these hashtags, but using this filter greatly simplifies the collection and provides a mapping to games of interest. There exist some contentpolluting or hijacking [54] tweets about other topics using these hashtags, for example tweets used for advertising purposes, but these are a minority of the total set of tweets. In cases of bots repeatedly tweeting the same text, we manually remove these content polluting tweets. This collected data is used for both testing our clustering method SMERC and estimating the times of events from the Twitter response.

We also collect cricket tweets over the Australian 2017/2018 summer with the hashtags \#BBL07 and \#WBBL03. These hashtags were regularly publicised by the television broadcast of the event, encouraging fans to use these instead of inventing their own hashtags. Naturally, such uniformity in social media activity is useful for data collection.

### 6.3 Clustering using textual and temporal information

### 6.3.1 Relative probability of tweets being related over time interval

To illustrate our temporal adjustment method, we closely analyse the data from three Twitter datasets, chosen for diversity in sports, gender, and time collection period:

- Dataset Z1: Tweets from the Australian Football League preliminary final match between the Adelaide Crows and the Geelong Cats on 22 September 2017.
Hashtag: \#AFLCrowsCats
Number of tweets collected: 5,018
Collection timeframe: 3 hours
- Dataset Z2: Tweets from the 2017/18 Women's Big Bash (the Australian women's domestic Twenty20 cricket tournament) opening weekend on 9/10 December

2017. 

Hashtag: \#WBBL03
Number of tweets collected: 5,393
Collection timeframe: 48 hours

- Dataset Z3: Tweets from the 2017/18 Big Bash (the Australian men's domestic Twenty20 cricket tournament) between Brisbane Heat and Melbourne Stars on 20 December 2017.
Hashtag: \#BBL07
Number of tweets collected: 3,153
Collection timeframe: 4 hours.
We manually labelled tweets from our datasets to examine how the probability of tweets being related depends on the time interval between them. As we show, this decays exponentially; an insight that forms a critical part of the clustering algorithm SMERC which we develop in Section 6.3.2.

Our methodology to analyse the temporal relationship between related tweets is as follows:

1. Collect a series of tweets with a selected hashtag over a period of time.
2. Manually identify a set of on-field events (scoring events, penalties, controversial umpiring decisions etc).
3. Manually label tweets that are in response to these events.
4. Record the time intervals $\Delta t_{i j}$ between all pairs $(i, j)$ of tweets where both tweets are in response to the same manually labelled event.
5. Record the time intervals $\Delta t_{i j}$ between all pairs $(i, j)$ of tweets where only one of the tweets is in response to a manually labelled event, while the other is unrelated.
6. Bucketise the time interval data and count the number of related pairs of tweets and unrelated pairs of tweets within each bucket.
7. Calculate the probability that a pair of tweets within a bucket is related, and examine how this varies with $\Delta t$.

We first analyse dataset Z1, the response to events in an AFL game. Manually classifying the 5,018 tweets, we detected 11 key events consisting of 468 tweets. Pairing the
tweets gave 18,175 pairs of related tweets and 747,779 pairs of unrelated tweets. We fit a density curve to the data using the KernelDensity package from the sklearn.neighbors module in Python 3.6 [122], selecting the Gaussian kernel ${ }^{1}$. The resultant density curves of time intervals between pairs of related and unrelated tweets are shown in Figure 6.2. The density of time intervals between unrelated tweets remains approximately uniform, while the density of intervals between two related tweets about a given event decays over time. We define the intersection point between these two curves as the turnover time. Before this time, any other tweet in the dataset is more likely to be related to a given tweet whereas after this time, any other tweet is more likely to be unrelated. For this dataset, the turnover time $t=158 \mathrm{~s}$.

To determine the probability of tweets being related to the same event, given the time separation, we bucketise the data and compute the ratio of related pairs of tweets to the overall number of pairs within each bucket. We plot this on a log-linear plot, in Figure 6.3 , showing a roughly straight line, corresponding to exponential decay. The curve has a slope of -0.0106 , meaning that a suitable model for the probability that tweet pairs with time interval $\Delta t$ are related is $C e^{-0.0106 \Delta t}$, where $C$ is a constant.

In order to demonstrate that this property is not unique to AFL and instead holds across different sports, we repeat here the same analysis for the WBBL dataset Z2. Manually clustering the 5,393 tweets in Z2, we detected 23 key events consisting of 348 tweets. Pairing the tweets gave 7,430 pairs of related tweets and 50,431 pairs of unrelated tweets. As shown in Figure 6.4, we again see that the density of time intervals between unrelated tweets remains approximately constant with $\Delta t$, while the density of time intervals between two related tweets about a given event decays over time. For this dataset we have turnover time $t=335 \mathrm{~s}$, longer than for Z1.

Bucketising the data and plotting the probability curve in Figure 6.5 shows a similar curve as for dataset $Z 1$. The fitted curve has slope -0.0069 , which is slightly less steep than for the AFL dataset Z1. The slight difference in slope could potentially be explained by the slower nature of cricket, with key milestone events being discussed for relatively periods of time. The linear relationship for both datasets indicates that the change in probability of tweets being related has an exponential relationship with the time interval between them. This is noteworthy, due to the highly different nature of action for the two sports. Similar to baseball, cricket is a fundamentally discrete
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Figure 6.2: AFL dataset Z1: Density of time differences between pairs of related and unrelated tweets. The density of time differences between pairs of unrelated tweets stays roughly constant, while the density of time differences between related tweets decays. The slight bump at around 300 seconds is likely to be due to noise.


Figure 6.3: AFL dataset Z1: Log-linear plot of the probability of tweets being related, given the time separation. The straight line indicates exponential decay.


Figure 6.4: WBBL dataset Z2: Density of time differences between pairs of related and unrelated tweets. The density of time differences between pairs of unrelated tweets stays roughly constant with time difference, while the density of time differences between related tweets decays.
game with events only occurring at certain times, whereas AFL is fundamentally continuous with events happening at any time.

We have demonstrated that the probability of tweets being related decays exponentially with the time interval between them. This exponential decay is consistent with previous models which assumed that human interest in topics decays exponentially over time [90]. This motivates a key new step in our clustering algorithm, outlined in Section 6.3.2. To incorporate temporal information, we multiply a textual affinity score between two tweets by a function exponentially decaying with the time interval.

### 6.3.2 Social Media Event Response Clustering (SMERC)

Our algorithm SMERC creates clusters of tweets in response to an event. The algorithm is an 8-stage process, where most stages are standard techniques for text processing and clustering. Our algorithm incorporates the novel use of temporal information in the form of an exponential decay function multiplying the textual affinity between tweets. This prevents tweets that are a long time apart from being assigned to the same cluster. Many previous clustering methods use time as a linear


Figure 6.5: WBBL dataset Z2: Log-linear plot of the probability of tweets being related, given the time separation. The straight line indicates exponential decay.
variable which is incorporated into a feature vector [59], but this is a less meaningful incorporation of time than our multiplication of the textual affinity measure by an exponential function decaying with the time difference. It is entirely unsupervised and generates clusters of tweets related to events without requiring human assistance. The clustering algorithm, including the text pre-processing steps, is summarised as follows and explained in detail below:

1. Remove stop words from tweets.
2. Convert words to their associated stems.
3. Create a bag-of-words vector representing each tweet.
4. Use TF-IDF to more heavily weight words that occur less frequently.
5. Use cosine similarity to determine the textual similarity between TF-IDF vectors representing tweets.
6. Using the temporal information in each tweet, multiply each textual similarity by $e^{-\Delta t_{i j} / T_{p}}$, an exponential decay function dependent on the time interval $\Delta t_{i j}$ between the $i$ th and $j$ th tweets, where $T_{p}$ is a constant.
7. Use affinity propagation to determine clusters.
8. Filter clusters to ensure sufficiently high average affinity between elements.

We begin with $m$ tweets, $\mathbf{w}=\left\{w_{i}\right\}$ for $i=1, \ldots, m$. Steps 1 and 2 , the removal of stop words and taking the stem of each word, are standard techniques used in natural language processing. The pre-defined list of stop words in the Python Natural Language Toolkit (NLTK) [96] is used to remove words that are purely for language structure, such as the or at. We perform stemming using the PorterStemmer package from the Python NLTK, to remove word suffixes such as $e d$ or ing. It reduces the computational complexity by reducing the size of eventual word vectors, and allows easier identification of repeated word meanings. After the removal of stop words and stemming, we are left with a "cleaned" set of tweets, $\mathbf{w}^{\prime}=\left\{w_{i}^{\prime}\right\}, i=1, \ldots, m$.

In Step 3, we use bag-of-words [133] to vectorise the tweets $\mathbf{w}^{\prime}$ into a set of numerical vectors $\mathbf{x}=\left\{x_{i}\right\}$ for $i=1, \ldots, m$, where the elements of $x_{i} \in \mathbb{R}^{n}$ represent the count $f_{l i}$ for $l=1, \ldots, n$, of each word stem from a vocabulary $V$ of size $n$ that is used within tweet $w_{i}^{\prime}$. We remark that this particular embedding of tweet $w_{i}^{\prime}$ is not essential; the techniques developed here can also be used with other vectorisation methods such as word2vec [109]. We use this standard method of vectorisation for its simplicity and performance; experimentation showed that bag-of-words resulted in superior performance to word2vec when analysing sporting events. This is likely to be due to the context-specific word definitions used in sport-related tweets. For example, we used the standard Python implementation of word2 $\mathrm{vec}^{2}$, trained on Wikipedia data, and words such as tackle likely have different meanings in sport than the Wikipedia contexts. Also, word2vec is not able to provide a meaningful vector representation of proper nouns, which are important for our context. If a unique dictionary was created for each sport, or if a sufficiently-large training corpus specific to the purpose could be created (e.g. comprising sport-related tweets), it is possible that word2vec would have superior performance. This presents an interesting avenue for future research.

In Step 4, we use Term Frequency - Inverse Document Frequency (TF-IDF), as explained in Section 2.4.5, to more heavily weight words that discriminate between documents. This increases the likelihood that tweets with rarely used but informative words will be clustered together, a desired property for our clustering algorithm.

As discussed in Section 2.4.3, cosine similarity emphasises the closeness between texts, which for our purposes is the number of words in common, weighted by their fre-

[^3]quency in the entire document [174]. For this reason, cosine similarity is our preferred similarity measure, and our design of the clustering algorithm is tailored to ensure that it can be used. In Step 5, we use cosine similarity, explained in Section 2.4.3, to measure the similarity between any pair of tweet vectors $x_{i}$ and $x_{j}$. We then have an $m \times m$ symmetric matrix $A$ of cosine similarities, where $A_{i j}=A_{j i}$ is the cosine similarity between the $i$ th and $j$ th tweets.

Section 6.3.1 showed that for two tweets separated by time interval $\Delta t_{i j}$, the probability that the tweets are related is proportional to $e^{-\Delta t_{i j} / T_{p}}$ where $T_{p}$ is a constant. Consequently, in Step 6, for each pair of tweets $w_{i}$ and $w_{j}$ that occurred at times $t_{i}$ and $t_{j}$ respectively, we multiply the cosine similarity score $A_{i j}$ by $e^{-\Delta t_{i j} / T_{p}}$ where $\Delta t_{i j}=\left|t_{i}-t_{j}\right|$. The value of $T_{p}$ is chosen to be the time where the probability of tweets being related has fallen by the factor $1 / e$, determined from our analysis in Section 6.3.1. The value of $T_{p}$ is very important to the effectiveness of the method, as it affects the impact of time separation on clustering. We subsequently have a matrix of exponential scaling factors $E$, where $E_{i j}=e^{-\Delta t_{i j} / T_{p}}$. We then take the Hadamard (or element-wise) product of the matrix of cosine similarities $A$ with the exponentially decaying scaling factor matrix $E$, giving the resulting affinity matrix $C=A \circ E$.

In Step 7 we use the scikit-learn [122] implementation of affinity propagation for the clustering, selecting a pre-defined affinity matrix. (Previous literature about clustering algorithms is discussed in Section 2.4.4.) Affinity propagation has order of complexity $O\left(\mathrm{~km}^{2}\right)$ where $m$ is the number of tweets, and $k$ is the number of iterations. We choose affinity propagation as it is one of few clustering algorithms that meets the following requirements. First, we do not know a priori the number of relevant clusters. This rules out clustering algorithms such as $k$-means or spectral clustering where the number of clusters must be specified beforehand. Second, due to our use of the exponential decay function, we require a clustering algorithm that accepts a similarity matrix. Third, our data tends to have a large number of clusters, representing the number of events and diverse topics of tweets, so we need a clustering algorithm capable of breaking the tweet set into a large number of clusters. Another clustering algorithm that met our requirements is DBSCAN [48], but we found that affinity propagation was more effective in practice.

The processes of calculating the cosine similarity between each pair of tweets, multiplying by an exponential decay function, and undertaking the clustering by affinity propagation are all operations with time complexity $O\left(m^{2}\right)$, where $m$ is the number
of input tweets. These potentially slow down the processing for large tweet collections. However, as the calculations for each pair of tweets are independent, we can speed up this process by parallelising the algorithm and evaluating the exponential function on GPUs instead of CPUs. If the number of tweets in the dataset is still too large for efficient processing, we can split the input dataset into smaller windows of time. As our tweet clustering algorithm avoids putting tweets with high temporal distance in the same cluster, such an action will have an effect only on the output around the time-window's boundaries. Slightly overlapping the time windows is a practical solution that could be used for an industrial implementation of this technique over an extended time period.

After clustering, we measure the internal average affinity between elements. If this is above a threshold value $\delta$, we keep the cluster (Step 8 of our method). Testing for this threshold is necessary for the purpose of event prediction, as the affinity propagation algorithm assigns all tweets to a cluster. Consequently, there will be a number of clusters containing tweets that are unrelated to specific events. While these clusters are informative about the background topics of conversation taking place during a sporting contest, for the purpose of event prediction they are discarded. Through experimentation, we find that an average cluster affinity threshold of $\delta=0.1$ is a good compromise between removing clusters of insufficiently related tweets, while retaining clusters about events of interest. We also automatically filter out clusters with less than five elements, due to the low overall attention to such events.

### 6.3.3 Experiments and results

We experiment with our algorithm on collected datasets $Z 1, Z 2$ and $Z 3$. The performance of the exponential cutoff component of the algorithm is measured by determining the percentage of tweets that are correctly or incorrectly removed from clusters. We also give some examples of output clusters to illustrate performance. We note there is not necessarily one-to-one correspondence between clusters and events: it is possible that multiple clusters are associated with the same event. While we focus on these three datasets for illustrating SMERC, we remark that performance on other datasets was similar.

### 6.3.3.1 Performance metrics

As seen in Table 6.1, our temporal adjustment does not necessarily increase or decrease the number of clusters generated by affinity propagation.

| Dataset | \# Clusters without <br> temporal <br> ment | \#djust- <br> temporal <br> ment |
| :--- | :--- | :--- |
| Z1: AFL first prelim final | 203 | 229 |
| Z2: WBBL first weekend | 140 | 133 |
| Z3: Heat vs Stars BBL game | 241 | 281 |

Table 6.1: Dataset clustering summary. Temporal adjustment does not systematically increase or decrease the number of clusters.

For each event cluster detected by both methods, with and without the temporal adjustment, we calculate intra-cluster precision: the percentage of tweets within a cluster that are correctly classified. Table 6.2 shows an increase in precision after our temporal adjustment. We move from a precision around $50 \%$ to a precision of around $90 \%$, a very large improvement. This occurs because tweets that are temporally distant to an event tend to be removed from the associated cluster.

| Dataset | Average precision be- <br> fore temporal adjust- <br> ment (\%) | Average precision af- <br> ter temporal adjust- <br> ment (\%) |
| :--- | :---: | :---: |
| Z1: AFL first prelim final | 45.5 | 88.7 |
| Z2: WBBL first weekend | 56.8 | 97.1 |
| Z3: Heat vs Stars BBL game | 56.7 | 92.1 |

Table 6.2: Improvement of intra-cluster precision from around $50 \%$ to around $90 \%$ with temporal adjustment.

### 6.3.3.2 Example clusters

We give two examples demonstrating the effectiveness of SMERC on our collected Twitter datasets. We first examine the output of our method on dataset Z1, tweets about the AFL match between Adelaide Crows and Geelong Cats on 22 September 2017. We ran SMERC both with and without temporal adjustment. Table 6.3 shows the tweets in a particular cluster that were included with the temporal adjustment, while Table 6.4 shows additional tweets included in the cluster when operated without temporal adjustment. The clustering method correctly clustered a series of tweets
following a goal at around 09:54 UTC by Eddie Betts. However, without the temporal adjustment, tweets about an additional goal at around 10:14 UTC were also clustered together. It is clear by watching the games and looking at the tweet times that these were distinct events and hence that our method correctly separates the tweets into appropriate groupings.

| Tweet body | Time (Sep 22, 2017) <br> UTC |
| :--- | :--- |
| Eddie!!!! \#AFLCrowsCats | $09: 54: 11$ |
| Eddie, you beauty!!! \#AFLCrowsCats | $09: 54: 17$ |
| \#AFLCrowsCats sorry cats fans... I LOVE EDDIE! | $09: 54: 20$ |
| Fair shark by Eddie. \#AFLCrowsCats | $09: 54: 32$ |
| \#AFLCrowsCats Eddie's Best | $09: 54: 51$ |
| Eddie's goal from a stoppage was a coach killer! | $09: 56: 02$ |
| Can't let him move like that in F50! \#AFLCrowsCats |  |

Table 6.3: AFL dataset: Example of a particular cluster of tweets using our method, with the temporal adjustment. All tweets refer to the same event, a goal by Eddie Betts.

| Tweet body | Time (Sep 22, 2017) <br> UTC |
| :--- | :---: |
| Eddie! What a goal! 37-8 \#AFLCrowsCats | $10: 14: 34$ |
| EDDIE.**********. BETTS.\#AFLCrowsCats | $10: 14: 36$ |
| It's Eddie's world and we're just living in it | $10: 14: 37$ |
| \#AFLCrowsCats |  |
| Eddie! You are the king of Adelaide! | $10: 14: 38$ |
| \#AFLCrowsCats | $10: 14: 39$ |
| Uncle Eddie, ******* hell. \#AFLCrowsCats | $10: 14: 45$ |
| Eddie. What more can you say? \#AFLCrowsCats | $10: 14: 45$ |
| That was delicious, Eddie! \#AFLCrowsCats | $10: 14: 47$ |
| Eddie. Betts. He is that good! \#AFLCrowsCats | $10: 14: 48$ |
| Eddie. \#AFLCrowsCats \#WeFlyAsOne | $10: 14: 54$ |
| \#AFLCrowsCats Eddie's on fire | $10: 15: 07$ |
| Beautiful Eddie. Beautiful. @Adelaide_FC |  |
| \#AFLCrowsCats \#AFLFinals |  |

Table 6.4: AFL dataset: Example of additional tweets included in the cluster when operated without temporal adjustment. These tweets all refer to a later goal in the match, and were correctly split into a different cluster when temporal adjustment was included.

A second set of example clusters is given in Tables 6.5 and 6.6 , for dataset Z2, a WBBL match. Table 6.5 shows the tweets that were included with the temporal adjustment, while Table 6.6 shows additional tweets included in the cluster when operated without temporal adjustment. The event of interest that our algorithm is
clustering is the milestone score of fifty by cricketer Rachael Haynes.

| Tweet body | Time (Dec 9, 2017) <br> UTC |
| :--- | :--- | :--- |
| 50 for Haynes and it comes from just 37 balls 4/104 <br> \#ThunderNation \#WBBL03 | $03: 10: 50$ |
| What a knock from Haynes, she reaches 50 off just <br> 37 balls for @ThunderWBBL \#WBBL03 <br> 50 for @RachaelHaynes in just 37 balls. The first <br> fifty of \#WBBL03 | $03: 11: 34$ |
| \#WBBL03 First FIFTY of the season. The Aussie <br> skipper @RachaelHaynes brings it up in 37 balls. <br> \#WBBL03 First FIFTY of the season. <br> @RachaelHaynes brings it up in 37 balls. | $03: 12: 02$ |

Table 6.5: WBBL dataset: Example of a particular cluster of tweets using our method, with the temporal adjustment. All tweets refer to a milestone score by cricketer Rachael Haynes.

| Tweet body | Time (Dec 9, 2017) <br> UTC |
| :--- | :--- | :--- |
| That's what happens when my favourite leftie <br> @RachaelHaynes Middles the ball. First six in <br> \#WBBL03 | $02: 57: 01$ |
| A maiden @WBBL fifty for @Jess_cameron27. This <br> is also the second fifty of this season! \#WBBL03 <br> 50 in just 22 balls. That's @ashleighgardne2 for you. <br> \#WBBL03 | $04: 50: 33$ |

Table 6.6: WBBL dataset: Example of additional tweets included in the cluster when operated without temporal adjustment. None of these tweets refer to the milestone score by Rachael Haynes referenced in Table 6.5, so are correctly removed from the cluster.

### 6.4 Event time estimation

We now develop a method to estimate the times of events from the Twitter response. As with SMERC earlier in this chapter, we develop and evaluate our event time estimation method using data from sporting event datasets.

### 6.4.1 Data collection and manual labelling

Television coverage of sporting events regularly has a several-second delay, even if advertised as live. Also, there can be multiple times for broadcasts of the same
event. For example, AFL events in Australia are often broadcast near live in some states, but at a 30 -minute delay in other states. These variations in broadcast timings cause a corresponding delay in the social media response. Many users believe they are watching a live event and tweet accordingly. As the timing of events is critical to this chapter, wherever possible we use data from events that are broadcast as close to live as possible. For training data, we select events followed by at least ten tweets that by our judgement, from watching the games and reading the Twitter feed, were directly in response to the event. For example, after an AFL goal many people immediately tweet about both the goal and the player who kicked the goal. We omit any event with a large discrepancy in response times (e.g. a ten-minute interval between response tweets), usually caused by a television broadcast delay.

We create labelled data by recording the times of events of interest directly from the broadcast itself. Many Twitter users respond to television broadcasts of the event, so we take the broadcast time of the event as the reference point. We denote our collected datasets $\mathbf{Q}=\left\{Q_{i}\right\}$, consisting of $n=22$ hand-labelled event datasets from the $2016 / 2017$ AFL seasons. Let $t_{i}$ be the time of the $i$ th event, $i=1, \ldots, n$, determined by watching the broadcasts and manually recording the times of key events. Let $t_{i j}$ be the time of the $j$ th response tweet to the $i$ th event, determined by manually labeling tweets in response to key events. From the response times $\left\{t_{i j}\right\}$ for each event $i$, our goal is to estimate the time $t_{i}$ of the event as accurately as possible.

### 6.4.2 Example tweets

In Table 6.7 we give details of the events used for our example plots. All events are from the AFL match on 24 March 2016, between the Richmond Tigers and the Carlton Blues. This was the first match of the 2016 AFL season, occurring on a Thursday evening at 6:50 pm ACDT (8:20am 24 March 2016 UTC).

To visualise the response distribution, we show in Figure 6.6 histograms of the times between event and response tweets for each event. The rate of tweets about each event generally starts at a low level, increases to a peak, and then decays over time. This shape is the characteristic of both the log-normal and Weibull distributions with suitable parameters. As our datasets are relatively small (less than sixty tweets in each case), there is a significant amount of noise in the dataset.


Figure 6.6: Times between event and response tweets about the sample AFL events. The peak is generally a short time (approximately 60 seconds) after the relevant event. This data has a high proportion of noise due to the relatively small number of tweets about each event. Note that the $y$-axis scales vary for each plot.

| Label | Event description | Event time <br> (UTC) | Number <br> of tweets |
| :--- | :--- | :--- | :---: |
| AFL event A | First goal of the season to Jason <br> AFL event B | Castagna (Richmond Tigers) <br> Goal to Toby Nankervis (Richmond | $08: 22: 50$ <br> $2016 / 3 / 24$ |
|  | Tigers ) | 30 |  |
| AFL event C | Dustin Martin and Dan Butler com- <br> bine for a goal (Richmond Tigers) | $2016 / 43$ <br> $08: 40: 38$ | 47 |
| AFL event D | Goal to Dennis Armfield, (Carlton <br> Blues) | $2016 / 3 / 24$ <br> $08: 46: 27$ | 28 |
| AFL event E | Deliberate out of bounds against <br> Bryce Gibbs (Carlton Blues) | $2016 / 3 / 24$ <br> $09: 04: 30$ | 21 |
| AFL event F | Goal to Dustin Martin with a torpedo <br> kick (Richmond Tigers) | $2016 / 3 / 24$ <br> $09: 32: 56$ | 59 |

Table 6.7: AFL events from Carlton vs Richmond AFL game for which associated tweet data was collected.

### 6.4.3 Event time response distribution

We fit a Weibull and log-normal distributions to our data to determine whether they are suitable for event time estimation. To visually demonstrate the curve fitting, we define the event time at $t=0$.

We first fit an offset Weibull distribution to each set of data points. The shape of the Weibull distribution is similar to the observed shape of the Twitter response to events, and the mechanics of the process can be associated if we consider the time until sending a tweet analogous to the time until failure in a system. The calculation of the offset allows estimation of the event time. Compared to the regular Weibull distribution in Equation (2.7), the distribution we fit is offset by time $t_{0}$ from the origin. An offset Weibull distribution with shape parameter $k$ and scale parameter $\lambda$ has probability density function

$$
f(t ; \lambda, k)= \begin{cases}\frac{k}{\lambda}\left(\frac{t-t_{0}}{\lambda}\right)^{k-1} e^{-\left(\left(t-t_{0}\right) / \lambda\right)^{k}} & t \geq t_{0}  \tag{6.1}\\ 0 & t<t_{0}\end{cases}
$$

We use maximum likelihood estimation to determine parameters $t_{0}, k$ and $\lambda$, with $t_{0}$ used to estimate the event time. We measure how well the offset Weibull distribution fits the data using the KS statistic.

We also fit an offset log-normal distribution to our data. The theoretical foundation of the causes of log-normal distributions are discussed in Section 2.6.1. A log-normal process can be created by the multiplicative product of many independent variables, or the accumulation of many small percentage changes [110]. When creating a tweet about a given event, a user has many choices including content, length and whether or not to subsequently edit their tweet text. If these choices lead to an accumulation of many small percentage changes in the time taken to create the tweet, this would lead to a log-normal distribution. For a log-normally distributed random variable $X$, we have $X=e^{\mu+\sigma Z}$ where $Z$ is a standard normal variable, $\mu$ and $\sigma$ are location and scale parameters for the variable's natural logarithm respectively. A log-normal distribution with offset $t_{0}$ from the origin has probability density function

$$
\begin{equation*}
f(t ; \mu, \sigma)=\frac{1}{\left(t-t_{0}\right) \sigma \sqrt{2 \pi}} e^{-\frac{\left(\log \left(t-t_{0}\right)-\mu\right)^{2}}{2 \sigma^{2}}}, t \geq t_{0} . \tag{6.2}
\end{equation*}
$$

We use maximum likelihood estimation to fit the curve and determine parameters $t_{0}, \sigma$ and $\mu$. Again, offset parameter $t_{0}$ will be used to estimate the event time. The scale parameter $\sigma$ is higher for distributions with slower decay rate.

Figure 6.7 shows the cumulative distribution function for fitting both an offset lognormal distribution and an offset Weibull distribution to our sample dataset. The log-normal distribution also fits the data well with KS distances ranging from 0.0658 to 0.0956 . These are slightly lower than for the Weibull distribution. However, for log-normal distributions, particularly those with low $\sigma$ values, the CDF exhibits a long region of low event probability. Of our sample datasets, AFL event A is the most extreme example of this phenomenon, with a long tail ranging from -67.59 to 10. Clearly it is not possible for reactionary tweets to occur before the event, so this distribution is not realistic. Also, the flat end to the distribution causes the end point to heavily fluctuate based on small changes to the data, and this sensitivity limits this model's usefulness for event time estimation. There exist alterations that could potentially reduce the severity of this problem such as fixing the $\sigma$ value, or taking the end point of the distribution when the CDF goes below a specified low value. However, we prefer to use a different distribution that does not suffer from this problem. Due to the $x$-axis intercept of the Weibull distribution CDF being sharper than the log-normal distribution, a Weibull distribution is more effective at estimating event times. We summarise parameters for the cumulative distribution fits to the datasets in Table 6.8.


Figure 6.7: Weibull and log-normal fits for the cumulative distribution function of tweet times about sample AFL Events. Both distributions have a similar shape which provides a good fit to the data, with the primary difference being the longer left tail for the log-normal distribution. The $x$-intercept $t_{0}$ for the Weibull fit ranges between 10.86 and 25.78, a relatively small window. However, for the log-normal fit, the $t_{0}$ values range between -67.59 and 11.69, a very wide range indicating that this distribution is less well suited to our event time estimation approach. Parameters for each curve are given in Table 6.8.

|  | Weibull |  |  |  | Log-normal |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Label | $\boldsymbol{t}_{\mathbf{0}}$ | $\boldsymbol{\lambda}$ | $\boldsymbol{k}$ | KS |  | $\boldsymbol{t}_{\mathbf{0}}$ | $\boldsymbol{\mu}$ | $\boldsymbol{\sigma}$ |
| KS |  |  |  |  |  |  |  |  |
| AFL event A | 10.86 | 75.78 | 1.86 | 0.0730 |  | -67.59 | 4.95 | 0.26 |
| AFL event B | 25.78 | 39.07 | 1.43 | 0.0856 |  | 11.69 | 3.79 | 0.48 |
| 0.0956 |  |  |  |  |  |  |  |  |
| AFL event C | 21.51 | 61.66 | 1.21 | 0.0768 |  | 8.31 | 4.05 | 0.69 |
| AFL event D | 18.00 | 57.62 | 0.90 | 0.1045 |  | 8.11 | 3.95 | 0.81 |
| 0.0909 |  |  |  |  |  |  |  |  |
| AFL event E | 18.02 | 57.24 | 1.36 | 0.0775 |  | -10.28 | 4.29 | 0.46 |
| AFL event F | 12.32 | 70.41 | 1.85 | 0.1010 |  | -23.18 | 4.52 | 0.35 |

Table 6.8: Parameters for Weibull and log-normal fits to the sample AFL dataset. Both distributions have similar KS distance values, ranging between 0.0658 and 0.1045 for all datasets. For all datasets except AFL event D, the shape parameter $k$ for the Weibull distribution is in the expected range of between 1 and 2 . The Weibull distribution fit has a much narrower range of $t_{0}$ values, all of which are positive, making it more suited for our event time estimation method.

Our Weibull distribution fits in Figure 6.7 had sharper $k$ parameter ranging from 0.90 to 1.86 . Figure 6.8 shows Weibull fits to our data with a fixed $k=1.40$, chosen to reflect the approximate average observed shape of the empirical distributions. The performance of the event detection method is not sensitive to the choice of this parameter: experimentation showed that values between $k=1.30$ and $k=1.50$ gave a similar level of fit accuracy. As seen in the plots, for event D , this method does not fit the data as closely as the Weibull distribution with variable $k$. However, as we will show, fixing the value of $k$ does a better job of estimating event times as we have less parameters in our equation, and therefore less tendency to overfit.

### 6.4.4 Estimating event times on a larger dataset

To estimate event times, we fit a distribution to the observed tweet time responses, then take a fixed time offset from the start point of this distribution. Our method consists of the following steps:

1. Fit selected distribution $D$ to dataset $\left\{t_{i j}\right\}$ with maximum likelihood estimation.
2. Record initial time parameter $t_{i 0}$ from the fitted distribution.
3. Calculate the estimated event time as $\hat{t}_{i}=t_{i 0}-t_{p}$.

In Step 1, we select distribution $D$ as either offset Weibull, defined in Equation (6.1), or offset Weibull distribution with fixed shape parameter $k=1.40$. After fitting the distribution, in Step 2 we extract the parameter of interest $t_{0}$. The shape and scale


Figure 6.8: Weibull fit with fixed shape parameter $k=1.40$ for times of tweets about the sample AFL Events. The Weibull fit with fixed $k$ provides a slightly worse fit than with variable $k$, but is still reasonable, as can be seen by the KS distance. The $t_{0}$ values range between 14.20 and 25.92 , the smallest window of all the methods that we have examined.

| Method | Event time prediction MAE (s) | KS-statistic |
| :--- | :---: | :---: |
| Fixed time from first tweet | 6.39 | N/A |
| Weibull fit | 4.82 | 0.0827 |
| Weibull fit with fixed $k$ | 3.06 | 0.1051 |

Table 6.9: Results of performance evaluation between event time estimation methods. (MAE = Mean Absolute Error.)
parameters are not used for the subsequent event time estimation. Finally, in Step 3 we subtract a fixed time $t_{p}=18$ seconds from the fitted start of the distribution $t_{i 0}$. Physically, $t_{p}$ represents the short period of time after an event where it is physically infeasible for someone to write and send a tweet, a parameter selected by analysing tweet datasets. Visual representations of our event time estimations are given in Figure 6.9.

We test our event-time estimation method both with and without fixing the value of $k$ on dataset $\mathbf{Q}=\left\{Q_{i}\right\}$; the results are given in Table 6.9. We also test against a baseline method where we subtract a fixed time of $t_{p}=22$ seconds from the first observed tweet, selected to minimise the error of the prediction. The best mean absolute error occurs for the Weibull distribution with fixed $k=1.40$ method.

### 6.4.5 Bootstrapping to estimate error in measurement

We bootstrap our input time data in order to estimate the uncertainty in our event time estimation. (An overview of bootstrapping and related literature is given in Section 2.6.11.) We use bootstrapping as our datasets are often too small to use other statistical methods. For each dataset $i$, we create $m=1000$ resampled datasets $\left\{t_{i j}\right\}$ from the original sample with replacement. Each resampled dataset is the same size as the original, and is used to conduct the event time estimation. We then obtain a set of time estimations $\tilde{t}_{i}^{m}$ for the $m$ th resample of each dataset $i$. We calculate the sample standard error of these times to provide a confidence interval for all data:

$$
\begin{equation*}
\mathrm{CI}=\bar{x} \pm t_{\alpha / 2} \sigma_{\hat{\theta}}, \tag{6.3}
\end{equation*}
$$

where $\bar{x}$ is the estimated mean value, $\sigma_{\hat{\theta}}$ is the sample standard error calculated through bootstrapping and $t_{\alpha / 2}$ is the critical value of the test statistic. The standard error values produced from bootstrapping are shown in Table 6.10. The event with the highest number of response tweets, event C , has the lowest standard error.


Figure 6.9: Event time estimation from tweets about selected AFL events using Weibull distribution with fixed $k$ value. Vertical green lines represent the times of tweets after the causing event. The blue line is the probability density function of the fitted offset Weibull distribution. The black vertical line represents the time of the actual event, and the red vertical line is the estimated event time. All events were on March 24, 2016.

|  | Actual (UTC) | Predicted (UTC) | Error (s) | SE (s) |
| :---: | :---: | :---: | :---: | :---: |
| AFL event A | $08: 22: 50$ | $08: 22: 48.37$ | -1.63 | 5.78 |
| AFL event B | $08: 25: 43$ | $08: 25: 50.92$ | +7.92 | 3.52 |
| AFL event C | $08: 40: 38$ | $08: 40: 39.92$ | +1.92 | 1.74 |
| AFL event D | $08: 46: 27$ | $08: 46: 23.20$ | -3.80 | 2.72 |
| AFL event E | $10: 04: 30$ | $10: 04: 29.63$ | -0.37 | 5.92 |
| AFL event F | $10: 32: 56$ | $10: 32: 53.27$ | -2.73 | 4.36 |

Table 6.10: Bootstrapping output from sample tweets. All events were on March 24, 2016. (SE = Standard Error.)

This process allows us to provide a confidence interval for the estimated event time. For example, we can give a $90 \%$ confidence interval for the time of AFL event C as

$$
\begin{aligned}
\mathrm{CI} & =08: 40: 39.92 \pm 1.645 \times 1.74 \\
& =08: 40: 39.92 \pm 2.86 \text { seconds }
\end{aligned}
$$

which contains the actual event time. Five of our six example events have a $90 \%$ confidence interval which contains the actual event time, all except $A F L$ event $B$.

### 6.5 Discussion and conclusions

In this chapter we developed a new algorithm, Social Media Event Response Clustering, for clustering tweets using both textual and temporal information. This exponentiallydecaying model was informed by a detailed analysis of a number of Twitter datasets collected around sporting events. This is critical for improving the quality of clusters generated by the method. In addition, we developed a technique to estimate the times of events from the social media response.

Using data from sporting events has the advantage of known event times and hashtags. However, it is a specific type of data to study and has potential limitations. For example, some incidents in sporting events will only be of interest for an extremely short period of time. A questionable umpiring decision may cause immediate outrage from supporters, but may then be forgotten minutes afterwards. Additional work would be needed to determine the effectiveness of our clustering method for other fields of study.

Our clustering and time estimation approaches could potentially by improved by au-
tomated removal of noise on the input Twitter data, as done for other purposes [94]. Spam and advertisements tend to repeat identical or very similar tweets, which have high pairwise text similarity. Automated removal of these tweets before clustering will improve the amount of information content in the output clusters.

In addition to sport, SMERC could be applied to other fields such as social unrest or natural disasters, where people respond to real world events, with a much slower exponential decay. Provided that the tweets contained sufficient regional information, it could also be used to detect contagion events, where many users in a region tweet about outbreaks of illnesses within a short period of time. Also, in addition to Twitter data, this work could be applied to data from other social media platforms such as Facebook or Youtube. The difficulty of event detection varies depending on the topic of the event. Detecting rare events with known keywords such as earthquakes or goals in soccer, is much easier than detecting less well defined or frequently occurring events. After an earthquake, many people will tweet the word "earthquake", and rarely otherwise. Consequently, the choice of dataset will affect the measured performance of the algorithms. Future work could involve testing SMERC on such data streams as they become available. In the interests of reproducibility of work and having common tweet sets for testing, we store our datasets on Github and make them publicly available ${ }^{3}$.

For event time estimation, of the methods we tested, we found the Weibull distribution with fixed shape parameter $k$ was most effective at estimating events times from times of reactionary tweets. This provides a useful addition to microblog summarisation methods. A series of tweets can be automatically separated into clusters and given an associated event time. Such a technique would be useful for many entities who would benefit from automated summaries of events, such as news agencies or governments.

Occasionally we observed a Twitter response that was faster than would be physically possible if the author of the tweet began their response after the event had occurred. We attribute these cases to when a user pre-prepares their tweet and then submits it once the event of interest occurs. For example, in AFL when a player takes a mark and subsequently has a shot on goal, there is potentially a 30 -second interval between the mark and the kick. In this time a user could prepare a tweet to celebrate the goal, and then submit the tweet once the goal occurs. (For readers not familiar with AFL

[^4]football, a corresponding example in basketball would be a free throw.)
Both the Weibull and log-normal distribution have an appropriate shape to model Twitter response to events. The Weibull was more suited to estimating times of events than the log-normal distribution, and can be linked with the underlying processes that lead to the time of Twitter response. A possible explanation of the Weibull distribution would be to consider the time until sending a tweet analogous to the time until failure in a system. If the marginal rate of sending a tweet increases over time (corresponding to the failure rate increasing over time, and shape parameter $k>1$ ), then the time it takes to send tweets would have a Weibull distribution with our observed shape.

From a theoretical perspective, our work improves the understanding of the distribution of the decay in human interest, reflected in online social media data streams around events. Practically, it provides an effective method to cluster tweets for the purpose of event detection and then estimate the times of events. We evaluated this both quantitatively through the calculation of the standard evaluation metric precision and the mean absolute error of the estimated event time, and also qualitatively through inspection of the actual tweets clustered together by our method. We believe our method could be deployed by governments or other organisations to conduct social sensing using microblogs.

## Discussion and Conclusions

### 7.1 Temporal relationship between social media, events and news

A key goal in this thesis was to improve understanding of the temporal relationship between social media, events and news. Figure 7.1 provides a visual outline of the temporal distribution and causality findings we have discovered. In Chapter 3 we found that news and tweet volumes are strongly correlated, and that Twitter activity Granger-causes news activity. In Chapter 4 we showed that the rate of retweets is well-modelled by a power law with exponential cutoff. We also showed that for a given tweet about a topic, the likelihood that another tweet is about the same topic decreases exponentially with the time between the tweets. In Chapter 6 we also showed that the time taken between tweets and events has a shape resembling a Weibull distribution.

Due to scope limitations, we analysed only selected datasets in a small range of topics, predominantly politics and sport. Consequently, we do not claim that our temporal relationship findings necessary hold for all datasets across all topics. We also note that no theoretical distribution will ever be a perfect model of the real world.

### 7.2 Overcoming challenges in social media analysis

Section 1.4.1 outlined many of the challenges facing researchers while conducting social media analysis. Our extensive analysis on temporal relationships conducted


Figure 7.1: The temporal relationship between events, news, tweets and retweets was analysed in this thesis and the associated distribution or causality findings are indicated.
for this thesis gives us a perspective on the effectiveness of techniques to overcome such challenges.

In temporal social media analysis, we are most interested in understanding human behaviour, so bot behaviour can adversely affect our analysis results. As would occur from any social media platform, the data we collected contained tweets from bots. By observing retweets only after a set initial time in Chapter 4, we automatically filtered out instantaneous bot retweets. Also, we filtered out bot tweets in Chapter 6 manually through tweet text inspection, which is an effective but time-consuming solution.

As most of this thesis analysed temporal response instead of tweet contents, the difficulty of text processing in short 140/280 character messages did not greatly affect results in the majority of chapters. For clustering Twitter messages in Chapter 6, we found bag-of-words combined with TF-IDF to be a more effective solution than more modern techniques such as Tweet2Vec [41]. This is particularly true when analysing sports data, which has a unique language not well captured by algorithms trained on Wikipedia data.

One of the key practical challenges in microblog summarisation or event detection is the time-consuming task of manually labelling data for testing. Having publicly available test sets and evaluation methods would potentially advance the field considerably, as it would save time for researchers, allowing them to focus on algorithm
development. We make all of our datasets available on Github in the hope that they will be of benefit to other researchers.

To adjust for diurnal cycles, another key challenge facing researchers but often ignored, we found our stochastic normalising approach in Chapter 4 to be an effective solution. The key benefit compared to other methods is that our stochastic approach outputs a discrete dataset, allowing follow-up statistical analysis. Also, we found that using our neural network in Chapter 3 performed well at modelling the diurnal cycle, better than linear regression which is not able to learn the cyclical shape.

### 7.3 Possible future directions

Our work presents many possibilities for future research. Many of our datasets have been from politics and sport, so a natural continuation would be to see if our results hold for other popular social media discussion topics such film or music. Due to the bursty and often unpredictable nature of Twitter discussions on these topics, such work may require new techniques to collect data, particularly if only using the public Twitter APIs as we have done.

Our work on news prediction in Chapter 3 could be extended by collecting more training and testing data over a longer time frame. Neural networks have higher prediction accuracy when large quantities of training data are available. Other features could also be incorporated into collected datasets, such as the changing number of followers for candidates or number of days until the election for political analysis. For our work on the distribution of retweets, a natural continuation would be to determine whether our findings apply to users who are not in the top 100 based on worldwide popularity. Due to the sparser retweet sets of these less popular users, this would pose distribution fitting challenges and may require combining retweet datasets from different seed tweets. This would require making an assumption of homogeneity amongst users, which is unlikely to be well-motivated. Our method to estimate the size of a retweet cascade could be extended by combining it with other methods that include the rate of retweets as a component. Generally, authors estimate this as another function such as a power law [180], but changing this to a power law with exponential cutoff could potentially improve results.

Our event clustering and time estimation method SMERC could be extended by
finding ways to reduce the time complexity of the algorithm. It could also be adapted into a system to detect events in real time, rather than using post processing. Also, creating a dedicated dictionary for the topics that we are analysing would potentially allow the use of more modern tweet processing methods such as Tweet2Vec [41].

Furthermore, the models and results which we developed could be tested by examining human behaviour. For example, we could record the actual orderings of human activity, including checking social media, to test whether this process is accurately modeled by a priority based queue. This is outside the scope of this thesis, but could be targeted for combined future research with social scientists.

### 7.4 Contribution to knowledge and development of new techniques

From a theoretical perspective, this thesis makes significant contributions to understanding the temporal social media response to events and the mechanics of digital information propagation. We made advances towards understanding the relationship between Twitter and the news, showing that tweet and news counts are correlated, that the Twitter reaction to events tends to occur before the news reaction, and that information contained within Twitter volumes can be used to improve prediction of news volumes. We analysed retweet temporal activity more deeply than previous authors, showing that a power law with exponential cutoff provides a better fit to retweet rates than the commonly used power law. An explanation for this relationship was developed using human behaviour theory, linking social science knowledge with social media temporal dynamics. We demonstrated that the likelihood of two tweets being related decays exponentially with the time gap between them. Finally, we showed that the rate of Twitter response to an event can be well-modelled by a Weibull distribution.

This thesis has also made advances in technical analysis of temporal dynamics of social media data. Our stochastic diurnal adjustment method allows automated event detection from social media data independent of the hour of the day. Our development of understanding the distribution of retweets naturally led to a method for prediction of retweet cascade size, which works particularly well for selected seed tweets from news sources. We developed techniques to automatically cluster social
media data and estimate the time of events causing the social media response. This allows automated social sensing from microblogs, a useful tool in understanding past and current human attention.

As the prevalence of social media continues to grow, being able to understand and accurately model the underlying dynamics will provide insights into the changing nature of our digitial society. Our work provides a significant contribution towards this goal.

## Supplementary Material for Chapter 3

This appendix provides additional content for Chapter 3, The Temporal Relationship between Tweets and News.

We examine the tweet versus news relationship for Australian politicians Malcolm Turnbull and Bill Shorten. Figure A. 1 shows the public tweet, candidate tweets and news stories about Malcolm Turnbull from 6 June to 3 July, 2016. A clear diurnal cycle can be seen with low points around 18:00 UTC, corresponding to 3am on the East Coast of Australia. In general, the news counts and public tweet counts collected for Australian politicans are slightly lower than for US politicans, leading to a noisier shape. As with US politicians, higher public tweet counts occur near news stories and candidate tweets. Repeating these plots for politician Bill Shorten, provided in Figure A.2, gives a similar result with higher public tweet counts tending to occur closer to news stories or candidate tweets.

Figures A. 3 and A. 4 show the diurnal cycles of news and tweet counts for Malcolm Turnbull and Bill Shorten, respectively. The diurnal cycles show some similar features, especially the lack of activity overnight, but are less similar than we observed for US politicians. During the afternoon / evening in Australia (5 am to 12 pm UTC) the public tweet / news ratio is higher than at other times of the day. This is likely to be due to Australian journalists tending to produce less news stories in the evening, compared to news sources in the United States producing stories at all hours of the day.


Figure A.1: Twitter activity for Malcolm Turnbull, 26 June to 1 July 2016. The public tweet data is split into six minute blocks. The diurnal cycles are clearly visible but due to the lower tweet counts than we observed for US politicians, the plots show a higher level of noise.


Figure A.2: Twitter activity for Bill Shorten, 26 June to 1 July 2016. The public tweet data is split into six-minute blocks. Again, the plots have a higher level of noise than we observed for US politicians in Chapter 3.


Figure A.3: Average hourly (UTC) tweet and news rates for Malcolm Turnbull in June 2016. The curves have a similar shape, except the tweet/news ratio is higher between 05:00 and 12:00 UTC, corresponding to the afternoon / evening ( 2 pm to 9 pm ) on the East Coast of Australia.


Figure A.4: Average hourly (UTC) tweet and news rates for Bill Shorten in June 2016. The shape is similar to that which was observed for Malcolm Turnbull with a higher tweet/news ratio in the afternoon / evening of Australia.

## Supplementary material for Chapter 4

This appendix provides additional content for Chapter 4, The Temporal Distribution of Retweets.

## B. 1 Retweet distribution for Ted Cruz

In addition to the seed tweet examples for Donald Trump in Chapter 4, we present a similar analysis for Ted Cruz. We wish to check whether the overall characteristics are similar, and whether a power law with exponential cutoff does a good job of modeling the retweet rate. We collect the retweets from six Ted Cruz seed tweets between 8-11 March 2016. At the time, Ted Cruz was one of the favourites to be Republican nominee for President. Details of the tweets are in Table B.1.

We first analyse the retweets for the first three hours after an initial tweet from Ted Cruz. A histogram of the retweet frequencies is shown in Figure B.1. As expected, the retweet rate decays slowly over time. We plot the distribution on a log-log graph in Figure B.2. Similar to what we had for Donald Trump, we again observe a linear pattern indicating a power law distribution. Parameters for the lines of best fit are shown in Table B.2. We calculate power law parameter $\alpha$ values between 0.446 and 0.802, roughly similar to those obtained for Donald Trump's retweet distribution. As Ted Cruz's tweets have less retweets overall, the data is noisier and we have lower $R^{2}$ values than we had for Donald Trump. There is no clear diurnal effect over this short time period.

| Label | Tweet text | Tweet date (UTC) |
| :---: | :---: | :---: |
| Cruz tweet A | In Hawaii, Idaho, Michigan, or Mississippi? I'm asking for your vote TODAY: \#ChooseCruz | $\begin{aligned} & \text { 2016-03-08 } \\ & 13: 23: 16 \end{aligned}$ |
| Cruz tweet B | \#ChooseCruz: https://t.co/BG5M3LCUBD https:/ /t.co/E4x3feRNQA | $\begin{aligned} & \text { 2016-03-08 } \\ & \text { 23:15:52 } \end{aligned}$ |
| Cruz tweet C | SUNDAY: Join me, @GlennBeck, and Chuck Norris: https://t.co/UVjmlfPXsg | $\begin{aligned} & \text { 2016-03-09 } \\ & 01: 25: 08 \\ & \hline \end{aligned}$ |
| Cruz tweet D | Missouri: Remember in November the Democrats who filibustered over 30 hours to fight against religious liberty. \#DefendReligiousLiberty | $\begin{aligned} & \text { 2016-03-09 } \\ & \text { 07:05:05 } \end{aligned}$ |
| Cruz tweet E | WATCH LIVE: \#CruzToVictory Rally in Miami, Florida at 10 am ET: https://t.co/J8h8NIAX4o \#CruzCrew | $\begin{aligned} & \text { 2016-03-09 } \\ & \text { 14:39:41 } \end{aligned}$ |
| Cruz tweet F | \#CruzCrew: we need your help to March to Victory. Join us -; | $\begin{aligned} & \text { 2016-03-11 } \\ & \text { 18:55:35 } \end{aligned}$ |

Table B.I: Tweet details from Ted Cruz (Twitter: @tedcruz). These tweets were collected in the middle of the Republican nomination process, between the two key "Super Tuesday" primary dates.

| Dataset | $\boldsymbol{\alpha}$ | $\boldsymbol{R}^{\mathbf{2}}$ |
| :---: | :---: | :---: |
| A | 0.446 | 0.890 |
| B | 0.742 | 0.928 |
| C | 0.745 | 0.914 |
| D | 0.802 | 0.862 |
| E | 0.738 | 0.898 |
| F | 0.662 | 0.905 |

Table B.2: Power law parameters for three hour retweet collection - Ted Cruz. The values for $\alpha$ are more spread than for Donald Trump but are still centered around the interval $(0.6,0.7)$. The $R^{2}$ values are lower, indicating that the data is slightly noisier.


Figure B.1: Ted Cruz seed tweets: First three hours of retweet distribution. The retweet rate decays over time, with some level of noise.


Figure B.2: Ted Cruz seed tweets: The first three hours of the retweet distribution presented on a log-log plot. The linear shape of the curve on the log-log plot indicates a power law distribution over this timeframe.

| Dataset | $\boldsymbol{A}$ | $\boldsymbol{b}$ | $\boldsymbol{c}$ |
| :---: | :---: | :---: | :---: |
| A | 1.099 | 0.2830 | $6.434 \times 10^{-5}$ |
| B | 14.187 | 0.8617 | $5.961 \times 10^{-6}$ |
| C | 1.210 | 0.7833 | $7.029 \times 10^{-6}$ |
| D | 3.005 | 0.6070 | $-7.313 \times 10^{-6}$ |
| E | 3.423 | 0.6391 | $5.156 \times 10^{-5}$ |
| F | 1.674 | 0.5891 | $1.797 \times 10^{-5}$ |

Table B.3: Ted Cruz seed tweets: Parameters for power law with exponential cutoff curves of best fit for first 24 hours

We also analyse the retweet rates for these Ted Cruz initial seed tweets over the first 24 hours after the initial tweet. Histograms of the retweet rate are shown in Figure B.3. The 24-hour retweet distribution curves for Ted Cruz, which we show in Figure B. 4 are much more varied than we saw for Donald Trump. This is partially due to the much lower overall retweet rate and consequently, less data giving higher noise ratios. However, it is also due to the time of the tweets. In particular, tweet D was sent at 07:05:05 UTC corresponding to approximately 2 am US East Coast time. The retweet density histogram shows an extended spike over a period of 4 to 10 hours after the inital tweet occurred. It is reasonable to expect that the majority of Americans would be sleeping when the initial tweet occurred and only saw the retweet after they woke up. Looking at the 24 hour histograms for each of the six tweets, B and C have similar shapes. These tweets were sent at 23:15:52 UTC and 01:25:08 UTC respectively, similar times of the day.

The parameters for the power law with exponential cutoff best fit to the curve are given in Table B.3. The parameters are more varied than we observed for Donald Trump, due to the smaller retweet datasets.

Overall, we conclude that for this secondary dataset, like the seed tweets from Donald Trump, a power law does a good job of modelling the retweet distribution over the first three hours, and a power law with exponential cutoff performs better than a power law over the first 24 hours. We also observe that diurnal effects have a very strong effect on this dataset.


Figure B.3: Ted Cruz seed tweets: First 24 hours of retweet distribution. The curve shapes are heavily affected by the diurnal cycle. Tweet D for example was sent late at night, so it displays a large bump at around 25,000 seconds, approximately 7 hours after the initial tweet. This is the time in the United States when people wake up and check their social media accounts. The vertical dotted black line indicates 9am UTC, the time of lowest Twitter activity in the United States.


Figure B.4: Ted Cruz seed tweets: Power law with exponential cutoff for first 24 hours of retweet distribution. This generally provides a closer fit than a power law without cutoff. However, retweet set D is heavily affected by diurnal effects so the curve does not fit the dataset well.

## B. 2 Seed tweet ids

To enable replication of our work, the tweet ids of 1,676 seed tweets for which we collected retweets are available at https://github.com/pete1729/phd-thesis/tree/master/Chapter4.

## B. 3 Most followed Twitter accounts

Tweets were collected from the 100 twitter users with the most followers as of 6 April 2016. These Twitter users and their associated usernames were:

| Twitter name | Twitter username |
| :---: | :---: |
| PRIYANKA | @priyankachopra |
| Kevin Durant | @KDTrey5 |
| Hrithik Roshan | @iHrithik |
| Snoop Dogg | @SnoopDogg |
| Shugairi | @Shugairi |
| Alejandro Sanz | @AlejandroSanz |
| Twitter Sports | @TwitterSports |
| MTV | @MTV |
| Paris Hilton | @ParisHilton |
| The Economist | @TheEconomist |
| BBC News (World) | @BBCWorld |
| Facebook | @facebook |
| Ryan Seacrest | @RyanSeacrest |
| Deepika Padukone | @deepikapadukone |
| Beyonce Knowles | @Beyonce |
| Google | @google |
| Ivete Sangalo | @ivetesangalo |
| MohamadAlarefe | @MohamadAlarefe |
| Leonardo DiCaprio | @LeoDiCaprio |
| AGNEZ MO | @agnezmo |
| Kylie Jenner | @KylieJenner |
| Jim Carrey | @JimCarrey |
| Twitter en español | @TwitterEspanol |
| NASA | @NASA |
| Mariah Carey | @MariahCarey |
| Chris Brown | @chrisbrown |
| Christina Aguilera | @xtina |
| Vine | @vine |
| Kendall Jenner | @KendallJenner |


| Blake Shelton | @blakeshelton |
| :---: | :---: |
| Ed Sheeran | @edsheeran |
| Coldplay | @coldplay |
| Salman Khan | @BeingSalmanKhan |
| NFL | @ NFL |
| Aamir Khan | @aamir_khan |
| FC Barcelona | @FCBarcelona |
| ashton kutcher | @aplusk |
| zayn | @zaynmalik |
| Real Madrid C. F. | @realmadrid |
| Shah Rukh Khan | @iamsrk |
| Kourtney Kardashian | @kourtneykardash |
| Narendra Modi | @narendramodi |
| Khloé | @khloekardashian |
| Avril Lavigne | @AvrilLavigne |
| David Guetta | @davidguetta |
| Marshall Mathers | @Eminem |
| Amitabh Bachchan | @SrBachchan |
| Conan O'Brien | @ConanOBrien |
| NICKI MINAJ | @NICKIMINAJ |
| NBA | @NBA |
| KANYE WEST | @kanyewest |
| Emma Watson | @EmWatson |
| Neymar Jr | @neymarjr |
| Pitbull | @pitbull |
| Louis Tomlinson | @Louis_Tomlinson |
| BBC Breaking News | @BBCBreaking |
| Liam | @Real_Liam_Payne |
| daniel tosh | @danieltosh |
| Alicia Keys | @aliciakeys |
| Neil Patrick Harris | @ActuallyNPH |
| CNN | @CNN |
| Kaka | @KAKA |
| KOE | @wizkhalifa |
| Niall Horan | @NiallOfficial |
| Bruno Mars | @BrunoMars |
| Adele | @Adele |
| SportsCenter | @SportsCenter |
| The New York Times | @nytimes |
| Lil Wayne WEEZY F | @LilTunechi |
| ESPN | @espn |
| Kevin Hart | @KevinHart4real |
| Harry Styles. | @Harry_Styles |
| P!nk | @Pink |


| One Direction | @onedirection |
| :--- | ---: |
| Bill Gates | @BillGates |
| Miley Ray Cyrus | @MileyCyrus |
| LeBron James | @KingJames |
| Drizzy | @Drake |
| Oprah Winfrey | @Oprah |
| Jennifer Lopez | @JLo |
| Demi Lovato | @ddlovato |
| CNN Breaking News | @cnnbrk |
| Shakira | @shakira |
| Ariana Grande | @ArianaGrande |
| jimmy fallon | @jimmyfallon |
| Instagram | @instagram |
| Britney Spears | @britneyspears |
| Kim Kardashian West | @KimKardashian |
| Cristiano Ronaldo | @Cristiano |
| Selena Gomez | @selenagomez |
| Taylor Swift | @taylorswift13 |
| KATY PERRY | @katyperry |
| Justin Timberlake | @jtimberlake |
| Twitter | @twitter |
| Ellen DeGeneres | @TheEllenShow |
| Lady Gaga | @ladygaga |
| Rihanna | @rihanna |
| YouTube | @YouTube |
| Barack Obama | @BarackObama |
| Justin Bieber | @justinbieber |

## Supplementary Material for Chapter 5

This appendix provides additional content for Chapter 5, Simulating Retweet Activity and Cascade Size Estimation.

## C. 1 Integral of power law

We prove that under the conditions of Chapter 5 , with $A>0, T_{0}>0$ and $0<b<1$, the integral of a power law will be unbounded.

Theorem 1. For $A>0, T_{0}>0$ and $0<b<1$,

$$
\begin{equation*}
\int_{T_{0}}^{\infty} A t^{-b} d t \rightarrow \infty \tag{C.1}
\end{equation*}
$$

Proof. Let

$$
\begin{align*}
I & =\lim _{T_{f} \rightarrow \infty} \int_{T_{0}}^{T_{f}} A t^{-b} d t  \tag{C.2}\\
& =\lim _{T_{f} \rightarrow \infty}\left[\frac{A}{1-b} t^{1-b}\right]_{T_{0}}^{T_{f}}  \tag{C.3}\\
& =\lim _{T_{f} \rightarrow \infty} \frac{A}{1-b} T_{f}^{1-b}-\frac{A}{1-b} T_{0}{ }^{1-b} \tag{C.4}
\end{align*}
$$

Now for $0<b<1, \lim _{T_{f} \rightarrow \infty} T_{F}^{1-b} \rightarrow \infty$. Hence as $T_{f} \rightarrow \infty, I \rightarrow \infty$.

Here we prove that the integral of an exponential cutoff will be bounded for parameters $A, b, c>0$.

Theorem 2. For $A>0, b>0, c>0$ and $T_{s}>1$,

$$
\begin{equation*}
\int_{T_{s}}^{\infty} A t^{-b} e^{-c t} d t<\infty \tag{C.5}
\end{equation*}
$$

Proof. Let

$$
\begin{align*}
I & =\lim _{T_{f} \rightarrow \infty} \int_{T_{s}}^{T_{f}} A t^{-b} e^{-c t} d t  \tag{C.6}\\
& <\lim _{T_{f} \rightarrow \infty} \int_{T_{s}}^{T_{f}} A e^{-c t} d t \quad\left[t^{-b}<1 \text { for } b>0, t>1\right]  \tag{C.7}\\
& =\lim _{T_{f} \rightarrow \infty}\left[-\frac{A}{c} e^{-c t}\right]_{T_{s}}^{T_{f}}  \tag{C.8}\\
& =\lim _{T_{f} \rightarrow \infty}-\frac{A}{c} e^{-c T_{f}}+\frac{A}{c} e^{-c T_{s}}  \tag{C.9}\\
& =\frac{A}{c} e^{-c T_{s}} \tag{C.10}
\end{align*}
$$

which is bounded.

## Supplementary Material for Chapter 6

This appendix provides additional content for Chapter 6, Event Detection and Time Estimation from Twitter.

## D. 1 Affinity measures

The following nine categories of affinity algorithms were identified by Cha et al. [30]. We found that the cosine similarity, within the inner product family, is the best suited for our purpose of measuring the textual similarity between tweets.

- $L_{p}$ Minkowski family, involving a norm of some kind (e.g. Euclidean distance, Manhattan distance)
- $L_{1}$ family(e.g. Sorensen's quotient of similarity)
- Intersection family
- Inner product family (e.g. Inner product, cosine similarity)
- Fidelity family
- Squared $L_{2}$ family
- Shannon's entropy family
- Combinations
- Vicissitude

| Category | Example algorithms |
| :--- | :--- |
| Partition | $k$-means, $k$-medoids, PAM, CLARA, CLARANS |
| Hierarchy | BIRCH, CURE, ROCK, Chameleon |
| Fuzzy theory | FCM, FCS, MM |
| Distribution | DBCLASD, GMM |
| Density | DBSCAN, OPTICS, Mean-shift |
| Graph theory | CLICK, MST |
| Grid | STING, CLIQUE |
| Fractal theory | FC |
| Model | COBWEB, GMM, SOM, ART |

Table D.1: Traditional clustering algorithms, as summarised by [174].

| Category | Example algorithms |
| :--- | :--- |
| Kernel | kernel $k$-means, kernel SOM, kernel FCM, ... |
| Ensemble | CSPA, HGPA, MCLA, VM, HCE, LAC, ... |
| Swarm intelligence | ACO_based(LF), PSO_based, SFLA_based, ... |
| Quantum theory | QC, DQCM |
| Spectral graph theory | SM, NJW |
| Affinity propagation | AP |
| Density and distance | DD |
| Spacial data | DBSCAN, STING, Wavecluster, CLARANS |
| Data stream | STREAM, CluStream, HPStream, DenStream |
| Large scale data | $k$-means, BIRCH, CLARA, DBSCAN, ... |

Table D.2: Modern clustering algorithms, as summarised by [174]. Affinity propagation was selected for our tweet clustering method SMERC.

## D. 2 Clustering methods

Xu [174] summarised traditional and modern clustering algorithms as shown in Tables D. 1 and D.2. Of these algorithms, $k$-means is the most commonly used but did not meet our requirements as it needs the number of clusters to be specified beforehand. The density based clustering algorithm DBSCAN was a candidate for our clustering method SMERC, but affinity propagation was found to have the best peformance.
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