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Abstract

In recent years, hadron therapy has become an increasingly popular cancer treat-

ment alternative to conventional photon-based radiation. The distinct advantage

of using proton or heavy ion radiation over other treatment modalities (x-rays) is

the depositing of the desired dose directly onto a targeted tumour. This treatment

avoids delivering lethal doses of radiation to the surrounding healthy and potentially

radiation-sensitive tissues. The tissue sparing effect of hadron therapy significantly

improves the quality of life and minimises long-term health side-effects in cancer

patients from excessive radiation exposure.

Understanding the response of a eukaryotic cell to ionising radiation is of vital

importance in the field. Many models have been developed to explain the response

of a cell to ionising radiation, all of which are based on the Poisson count process.

The most widely used model in the literature, the Linear-Quadratic model, is no ex-

ception. However, despite its wide use, the Linear-Quadratic model presents serious

problems under statistical analysis and explaining the mid to high linear-energy-

transfer (LET) region of experimental data.

In this study, we first make use of rigorous statistical analyses of experimental

world hadron therapy dose-response data to test the validity range of the Linear-

Quadratic model under different radiation exposure and biological conditions. Our

statistical analysis showed that it has a limited range of applicability and is re-

stricted to the low to mid-LET region. Moreover, we demonstrated that it exhibits

discrepancies under the considered regression analysis.

To understand and explain these discrepancies, we make use of the TOPAS and

Geant4 software toolkits to carry out a series of numerical simulations to study the

dose-response relations by radiating V79 Chinese Hamster cells with a proton beam

for a range of LET.

Our analysis of the simulated data shows that the distribution of lethal damages

per cell is overdispersed in the mid to high-LET range, violating the equidispersion

condition of the Poisson process. However as the LET decreases, an overdispersed

distribution of lethal damages approach to an equidispersed distribution, satisfying

v



the Poisson condition.

To explain the experimental and simulated data better, we proposed a new

stochastic model based on a fractional Poisson count process which converges to

the Poisson count process in the low-LET region. We rigorously tested our newly

proposed model against the experimental and our simulated dose-response data and

found that they are in excellent agreement.

We showed that the distribution of lethal damages can be explained by a frac-

tional Poisson process significantly better than the Poisson count process. The cell

survival dose-response results exhibit a superior agreement with the Mittag-Leffler

distribution which corresponds to zero count events of the fractional Poisson pro-

cess in all LET ranges for different cell lines and radiation types. The Mittag-Leffler

distribution predicts the DNA damage yield and therefore the relative biological

effectiveness extremely accurately. Compared with the Linear-Quadratic model, we

demonstrated that our proposed model is superior.
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1

Introduction

Cancer is generally defined as a disease where abnormal cells divide at random and

impact healthy tissues inside the body. It can occur in many forms and complexities,

arising from numerous sources. In 2020 an average of 396 new cancer cases were di-

agnosed in Australia every day with 136 people losing their lives on average [1]. The

survival rate of cancer patients has improved over time which can be attributed to

advances in existing treatments and a wider range of alternative treatment options.

Radiation treatments are among the most common to treat cancer.

The concept of using ionising radiation to treat cancer was first proposed in

1895 [2] using photons. Photons are massless and deposit energy primarily via the

production of secondary electrons [3]. The advantage of this treatment modality is

that the radiation targets a smaller section of the body than alternative treatments

available at the time, such as chemotherapy where the whole body is affected [4].

The dose deposited by a photon is localised to its track and the small mass means

that it is likely to traverse through the patient completely. This means that healthy

tissues within the body experience negative effects due to radiation which can lead

to further complications such as secondary cancer [2].

There have since been numerous advances in the field including fractionated ra-

diotherapy and methods to minimise the delivery of unnecessary radiation doses to

patients. In cases where the tumour is surrounded by sensitive organs or tissues

(such as the brain or eye), external beam radiation can be delivered in small, low

dose fractions (typically 20-30 fractions) over a long period of time [5]. This allows

the healthy tissues surrounding the tumour to repair between fractions, avoiding

health complications due to radiation effects. Recent research efforts have aimed to

avoid these sensitive, non-cancerous tissues entirely. This led to the investigation of

using ionising radiation from different particles to treat cancer. Alternatives inves-

tigated thus far include protons, heavy ions (such as helium and carbon) [6], alpha

particles [7] and pions [8]. All of which have different characteristics, however the

common thread is the sparing of healthy tissues during treatment. Our increasing
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knowledge of radiobiology and engineering has seen a number of centres adapt these

modalities to treat patients.

The use of proton radiation to treat deep-seated tumours in the body was first

proposed by Robert Wilson in 1946 [9] and since the development of the first proton

therapy centres in Berkeley (California, USA), Uppsala (Sweden) and Cambridge

(Massachusetts, USA), it has grown in popularity to become a common alterna-

tive to photon-based radiotherapy treatments. This increase in popularity has seen

numerous proton therapy centres built across Asia, North America and Europe.

Australia is set to become the first country in Oceania to house such a facility in

Adelaide (South Australia).

1.1 A Snapshot of Radiation Therapy

A patient’s radiotherapy treatment plan is determined by the type and stage of the

cancer [10]. Consideration is also given to the area in which the cancer is situated

in the body, along with the tumour composition and size. The interaction processes

that particles undergo when propagating through the body have been rigorously

studied to improve treatments for many types of cancers. Modern radiotherapy re-

search aims to minimise the radiation exposure to healthy tissue whilst maximising

the dose absorbed by the cancer.

Radiation treatments come in many forms including external beam radiation

treatment (EBRT), radiosurgery and brachytherapy [11]. Each modality has its

own advantages when used to treat specific types of cancer. Brachytherapy has

had great success in treating prostate cancer because of its ability to target the

prostate without exposing the bladder and other surrounding radio-sensitive organs

to radiation [12]. Methods for increasing the effectiveness of treatments have also

been investigated, including the use of gold nanoparticles to enhance damage to the

cells when applied to the tumour area [13]. Intensity modulated radiation therapy

(IMRT) utilises multiple beams to irradiate the tumour from different angles reduc-

ing lethal exposure to healthy tissue without trading-off the tumour impact [14].

Since the first radiotherapy treatments over 100 years ago, mathematical mod-

elling has been used to describe the radiation response of tissues and cells using

different treatment modalities. Modern radiotherapy research has progressed from

clinical trials to using Monte Carlo (MC) methods to optimise treatments and per-

form calculations in treatment planning. The ability to carry out MC simulations

and apply mathematical models allows for a more tailored and accurate approach to

a patient’s treatment. MC methods use statistical sampling to simulate stochastic

processes such as particle interactions and trajectories, becoming particularly useful
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in the research of new radiation treatments.

Advances in the use of other modalities as an alternative to photon radiation

have allowed for more selection in treating specific cancer types. In addition to

photons, popular treatment alternatives include, but are not limited to, heavy ions,

protons and alpha particles. The unique percentage depth dose (PDD) distributions

of heavier particles allow for one region of tissue to receive a high percentage of dose

while a lower percentage is delivered to surrounding tissues [2]. This is particu-

larly important for deeply situated tumours where oncologists can avoid exposing

healthy tissues to unnecessary doses of radiation which is a distinct disadvantage of

photon-based therapies. This behavior is achieved through the Bragg Peak where

a negligible dose is delivered at small depths before increasing substantially in the

region where particles reach their range of propagation (green and yellow lines in

Fig.(1.1)). In contrast, photons deposit a high dose in the entrance region with a

gradual decrease (blue line in Fig.(1.1)). The healthy tissue is therefore exposed to

high doses when photons are used whilst protons deposit a small, negligible dose. In

the event that a single Bragg Peak cannot irradiate the entire tumour, the peak can

be modulated to produce a Spread-Out Bragg Peak (SOBP, the red line in Fig.(1.1)).

Figure 1.1: Comparison of percentage depth-dose (PDD) distributions for different
types of ionising radiation in liquid water.

Whilst using proton and heavy ion radiation to treat cancer is not a recently

discovered concept, it has gained popularity in recent years with a sharp increase in

proton therapy centres being built in Europe, Japan and the United States. Initial

research and clinical trials have shown that proton therapy has distinct advantages
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over other therapies currently available to patients. However, there is a high cost

involved to build, operate and maintain the equipment [15]. It has been called into

question whether the benefits of proton therapy justify these high costs.

As an emerging form of cancer treatment, the amount of hadron therapy research

published to-date is lesser than that of more established treatments. This makes it

difficult to justify the high cost and infers the need for more research in the area.

Nonetheless, the number of proton therapy centres in operation or currently under

development has increased drastically in recent years and is expected to continue

growing in the near future (see Fig.(1.2)).

Figure 1.2: The number of hadron therapy centres in operation per year for the
last 19 years and projections for the next five years as of July, 2020 (PTCOG, 2020)
(https:// www.ptcog.ch/ index.php/ ).

The long-term advantages of hadron therapy are the success rate and overall

improvement of quality of life for patients during and after treatment. For example,

a study of proton therapy outcomes on non-small cell lung cancer (NSCLC) found

a statistically significant improvement in the survival rate of patients treated with

proton EBRT with respect to photon radiation 5 years after treatment (namely 60%

survival using protons and 41% for photons) [16]. Long-term benefits of hadron

therapy are still being investigated, however it is understood that the tissue-sparing

effect of hadron therapy decreases health complications in patients, improving their

quality of life and minimising the risk of secondary cancer formation.

https://www.ptcog.ch/index.php/
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1.1.1 Hadron Therapy

With the number of proton therapy centres growing worldwide (see Fig.(1.3)), more

research is needed in the area to justify the high costs to build and maintain the

required equipment. Accurate modelling and effective planning is of the utmost im-

portance in successful cancer treatment. Whilst the behavior of protons and heavy

ions in body tissue has been well documented, models describing the processes un-

dergone by a cell after exposure are at times vague and less rigorous than one would

prefer [17–20]. Many assumptions are made in these models about the complex

system of a cell and how it responds to ionising radiation.

Figure 1.3: A map of proton and carbon ion therapy centres currently in operation
(orange) and under construction/in the planning stages (green) (https:// www.ptcog.
ch/ index.php/ ).

An operational hadron therapy centre requires several pieces of equipment to

treat patients (see Fig.(1.4)). The primary piece of equipment is a particle accelera-

tor (commonly a cyclotron or a synchrotron) where the beam is generated (labelled

“Accelerator” in Fig.(1.4)). To produce a proton beam, we use hydrogen as the

starting product and the protons are separated from the electrons using an elec-

tric field [21]. The protons are accelerated to an energy sufficient to penetrate the

medium, reaching the distal edge of the tumour. After the beam is generated, it

travels through a beam line (see Fig.(1.4)) and is modulated to match the morphol-

ogy of the tumour. The beam is delivered to the patients via a beam line. It is in

this region where the beam is modulated appropriately to match the specifications

of the tumour so as to avoid unnecessary dose delivery to healthy tissues in the pa-

tient (see diagram (a) Fig.(1.6)). Finally, the beam can be delivered to the patient

https://www.ptcog.ch/index.php/
https://www.ptcog.ch/index.php/
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using a gantry (see Fig.(1.5)) which rotates 360◦ around the patient or is fixed (as

per Fig.(1.4)) respectively.

A more modern approach of beam delivery is to use pencil beam scanning which

generates a single Bragg Peak to uniformly cover the tumour volume in a scan-

ning motion as in diagram (b) in Fig.(1.6). This is an extremely precise method but

can result in uneven irradiation of the tumour if the scanning layers are far apart [2].

The tissue sparing effect of hadron therapy is owed to the large mass of protons

or heavy ions with respect to photons. In the entrance region, the proton or heavy

ion travels extremely fast before slowing down and coming to stop at larger depths.

Briefly, the primary processes that cause this behavior are attributed to collisions

with atomic electrons, scattering with atomic nuclei and direct collisions with a nu-

cleus [2, 22]. The cross sections of these interactions vary with energy (inherently

depth because a proton’s energy will change at larger depths), suggesting that the

dose deposition per particle track will also vary. This results in the Bragg Peak PDD

in Fig.(1.1) (yellow and green). It is through careful manipulation of this behavior

that radiologists are able to target deep-seated tumors with high doses of radiation

whilst delivering lower doses to the surrounding healthy tissues [23].

Photons interact with the medium through which they are propagating via sec-

ondary electron interactions primarily [11]. However, the massless nature of the

photon allows it to propagate deeper in tissue than protons or ions because the elec-

tron interaction cross sections are smaller than that of heavier particles. Therefore,

the photon deposits more dose when it enters a medium than heavy particles and

gradually decreases at larger depths. Additionally, more interactions occur between

a photon and the medium in the entrance region before slowly decreasing as it prop-

agates to larger depths (note that it does not come to a complete stop in Fig.(1.1)

unlike the heavier particles). Hadron therapy is advantageous over photon radiation

for this reason because their behavior can be tailored such that nearly all of its dose

is deposited in a small region whilst photons cannot be controlled in this manner.

The primary cause of radiation-induced cell death is through lethal damage to

the DNA caused by ionisations on the DNA segment [24]. Another advantage of

hadron therapy is the high linear energy transfer (LET) of protons and heavy ions

compared to x-rays. LET is defined as the energy deposited by a single particle per

unit length, i.e. protons and heavy ions produce more ionisations per unit length

than x-rays and the effect increases as the beam energy decreases. For this reason,

hadron therapy is more effective on radio-resistant cells than conventional, photon-

based radiation treatments. One can quantify this effect by calculating the radiation

biological effectiveness (RBE) which is defined as the ratio of doses required for two

different radiation types to achieve the same biological effect.
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Accelerator

Beam Line

Gantry

Treatment
Rooms

Figure 1.4: An overview of a hadron therapy facility in development in South-
Eastern Europe with a particle accelerator, gantry and fixed beam line.

Figure 1.5: A gantry used to treat patients with hadron therapy. (Image courtesy
of https:// www.philips.com.au/ ).

https://www.philips.com.au/
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Source Modulator
   Wheel

Compensator

Source
Tumour

Tumour
& Tissue

& Tissue

(a)

(b)

Figure 1.6: Methods of beam delivery (a) passive scattering method and (b) pencil
beam method.

In clinical proton therapy treatments, an RBE of 1.1 is used clinically despite

conflicting evidence [25–27]. As an example, a proton RBE of 1.1 would imply that

2.2Gy of photon radiation would be required to induce death in the same percentage

of cells as 2.0Gy of proton radiation (RBE = Dx/Dp = 2.2/2.0). Numerous studies

have seen the proton RBE rise to >1.5 for higher LET or larger depths on the Bragg

Peak [28]. The RBE has also been shown to decrease as a function of absorbed dose,

demonstrating less cell killing efficiency at high doses (see Fig.(1.7)). This evidence

is vital to the success of hadron therapy because underestimating the RBE can re-

sult in the delivery of incorrect doses to patients, affecting the quality and outcome

of their treatment. Accurate models to predict this behavior are therefore critical

to treatment planning for cancer patients.

Figure 1.7: Proton RBE as a function of dose for low-LET radiation (Image
adapted from [28]).

As is the case for all radiation therapies, the effectiveness of hadron therapy is

governed by intrinsic biological parameters. Cellular response is often dependent



1.1. A Snapshot of Radiation Therapy 9

on the species from which the cell line originates and their genetic make-up. These

parameters have been shown to affect the radio-sensitivity of the cell [29]. Condi-

tions inside of the cellular environment are dependent on the “biological timeline”

of the cell which is governed by the cell cycle [11]. Collections of cells are often

asynchronous in nature1 meaning that the radiation sensitivity varies between cells.

Cells are primarily damaged by ionising radiation via breakages in the DNA he-

lix [24] and can occur with varying complexity (we call these breakages “lesions”).

They can be induced via a series of direct and indirect processes. Direct effects

are lesions induced by the deposition of energy on or within the vicinity of DNA

and typically come from physical interactions (such as ionisations and excitations).

Indirect effects induce lesions via secondary products originating from events that

occur near the DNA but not close enough to cause a direct effect and often come

from the production of chemical species (via the radiolysis of water) [11].

The cellular response to ionising radiation is a process undergone by all cells on

a daily basis [24]. When exposed to fatal amounts of radiation, cells will undergo

a series of processes which attempt to repair the DNA lesions induced. The cell’s

ability to repair is governed by the cell cycle phase in that repair enzymes exist with

varying concentrations according to the cell cycle phase that it is in [11,30].

When damages are induced in a cell, they are characterised as being lethal, sub-

lethal or potentially-lethal [11]. By definition, a lethal lesion cannot be repaired and

will always contribute to cell death. Sub-lethal damage is repairable unless addi-

tional lesions are induced before it repairs completely. This damage type is common

in fractionated radiotherapy. Potentially-lethal damage is repairable but can also

lead to a lethal lesion if not correctly repaired.

The number of lesions present inside a cell is correlated with its probability of

survival. Often only a small number of lethal lesions are required to cause cell death.

When a large number of lethal lesions are present, the cell can undergo apoptosis

(programmed cell death) or continue through its cycle until it attempts mitosis (cell

division) [11]. In the latter case, the damages are usually detected prior to division

by the p53 gene - known as the “tumour suppressor” gene.

Overall, a cell is classified to have “died” when it has lost its “reproductive in-

tegrity”. To elaborate, the cell can remain intact and be able to produce proteins

or enzymes without being able to proliferate indefinitely and produce progeny. In

this instance, the cell is classified as dead by definition [24]. In a multi-cellular ex-

periment, the number of cells left surviving after exposure to ionising radiation is

defined as the survival fraction.

1They exist in different cycles at once.
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The process of cell irradiation and death is extremely complex and it is difficult

to simulate all parameters within a single model. Currently, many radiobiological

models exist and often aim to describe a select endpoint (such as lethal damage

yield or survival fraction) under different conditions [23,31–33]. The more processes

simulated in a single model, the more parameters are involved. The aspects of

cellular response to ionising radiation are discussed in more detail in Chapter 2.

1.2 Modelling Radiobiological Phenomena

The modelling of radiobiological systems may be divided into two categories; de-

terministic and stochastic. A deterministic model consists of a series of equations

in which specific information is substituted to gain additional knowledge about the

system. Stochastic models simulate a system with a degree of randomness or noise,

by definition. Deterministic models produce the same result with multiple repeti-

tions, whereas a stochastic model can generate slightly different results.

In the 1940’s the first target theory was proposed which quantitatively defined

cell response to ionising radiation using simple cells, bacteria and yeast [34]. It

achieved this by defining a series of biological targets capable of being affected by

radiation - this can be DNA targets or the cell itself. It predicted the extent of

radiation damage to a series of targets by measuring the number that are “hit” or

“missed”. The theory incorporated a degree of randomness by assuming that the

response of a target after being hit is stochastic in nature [11]. The number of tar-

gets hit can be correlated to a particular endpoint describing the overall response of

the system.

Many initial radiobiological models are formulated from target theory, including

the single hit, single target and multiple hit, single target theories [23, 34, 35]. The

former assumes that a single target is contained in each cell which is constantly

exposed to radiation for time t where the target can be affected after a single hit. The

theory then assumes that in a small fraction of time ∆t, the target with probability

k of being hit per unit time has the probability k∆t of being hit in the interval

∆t. This forms the basis for Poisson statistics which are discussed in more detail

in Chapter 5. The total number of targets present is denoted by N0 and as this

number increases, the probability of a target being hit also increases. We therefore

write the probability k as κN0 where κ is the likelihood of a target being hit [11]. If

we rewrite the probability of a target being hit in time interval ∆t, we get κN0∆t.

Therefore, the probability of a target not being hit is 1− κN0∆t and based on the

assumption that a single hit will affect the target. After n time intervals of length

∆t/t this expression becomes (1− κN0∆t)n, reflecting the survival probability (see

Fig.(1.8)). If we denote κN0∆t as λ and take the limit

lim
n→∞

(
1− λ

n

)n
= e−λ .
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The definition of λ has since been denoted as D/D0 where D is the absorbed dose

and D0 is the dose required to affect 1/e cells. This allows us to rewrite the survival

probability of N0 cells in terms of its exposure to dose D.

Single hit, single target: S = N
N0

= e
− D
D0

The single hit, multiple target theory [34] extends the previous theory to DNA of

which there are many targets inside a single cell. It assumes that a single hit to

a single target will affect the cell, however multiple hits are required to induce cell

death. This theory is more reminiscent of the true system because multiple DNA

lesions are required to affect a cell. The basic premise is that we take the survival

probability derived from the single hit, single target theory and raise it by power m

which represents the total number of targets that need to be hit inside of the cell

to induce death. The result is a “shouldered” survival curve with low cell killing

efficiency for small doses and higher for high doses (orange line in Fig.(1.8)).

Single hit, multiple target: S = 1−
(
1− e−

D
D0

)m
Currently, the most well-known and utilised radiobiological model in the literature

is the Linear-Quadratic (LQ) model designed in the 1970’s [23, 35, 36]. It combines

the single hit single target and double hit single target theories to form the survival

expression below where a single target can be affected by a single lesion event or

two independent events to form single cluster of lesions. This again improves upon

the previous two target theory models which do not account for the interaction of

individual hits to form lethal lesions.

Linear-Quadratic Model: S = e−αD−βD
2

In this expression S is the fraction of cells that survived after exposure to dose D of

a given radiation type. The parameters α and β typically describe the contributions

of single and multiple hits contributing to cell death, respectively [11]. Although,

the interpretation of α and β can differ slightly between models [37]. However, this

results in a steeper decline in the “shoulder” region and a defined curve at high doses

compared with previous target theories (see Fig.(1.8)). The statistical basis of the

LQ model is discussed in more detail in Chapter 5, however it is worth noting here

that the underlying stochastic process of DNA lesion formation is based on Poisson

statistics. It has had good success in describing dose response data under specific

conditions such as low-LET radiation. Also when the data is collected a priori and

the survival equation is fitted [26, 27, 38]. However, the literature has uncovered

evidence that the LQ model may not be the most appropriate model to use in some
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situations such as in the high-LET or high dose regions [18–20,25,39,40] due to the

small parameter space and the complex biological, chemical and physical parame-

ters to account for in the system. In the literature, improvements have been made

upon the LQ model [31,41–43] by accounting for some biological processes or adding

additional parameters for accurate modelling in the high dose region. However the

small parameter space still appears to deplete the model’s validity, an aspect that

is revisited throughout this thesis.

Figure 1.8: A comparison of the single hit single target, multiple hit single target
and Linear-Quadratic models.

Models beyond the LQ, which will be discussed in more detail in Chapter 2, in-

clude the Local Effect Model (LEM) [44] and the Microdosimetric Kinetic Model

(MKM) [45]. Both models are currently used clinically in hadron therapy centres

across Germany and Japan [30]. They employ a mechanistic approach to predict

endpoints such as cell survival by counting the number of lethal events in a group

of cells. Other models, such as the Two Lesion Kinetic (TLK) [33] and Lethal-

Potentially Lethal (LPL) [32] models, predict the number of lethal lesions alike to

the LEM and MKM whilst modelling the DNA repair processes that occur inside

a cell post-irradiation. These models involve larger parameter spaces than the LQ

model and are generally considered to be more accurate [40].

1.3 Objectives for the Current Work

The objectives of the current work are

� identify discrepancies and verify/falsify the validity of the LQ model.
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� perform a systematic, rigorous analysis of the LQ model on experimental cell

survival data and perform an in depth statistical analysis on the fits with

different cell lines and radiation exposure conditions.

� propose a new stochastic model for cellular dose response.

� develop a reliable Monte Carlo simulation workflow to generate a complete set

of data for different endpoints including lesion yield and cell survival.

� using Monte Carlo techniques, simulate the irradiation of the V79 (Chinese

Hamster) cell line with known biological parameters and different exposure

conditions - by varying the beam energy and the depth of the cells in water.

� verify/falsify the proposed stochastic model by testing on experimental data

from the literature and our MC simulated data for different endpoints (DNA

damage yield and survival).

These objectives were carried out using rigorous statistical analysis techniques,

numerous software programs and tool-kits and Machine Learning algorithms. The

initial work was separated into two sections, with the first being a statistical study

of experimental proton cell survival data and the second being the generation and

statistical study of MC simulated proton cell survival data. The flowchart provided

in Fig.(1.9) summarises this work. The two sections were then combined to develop

the overall conclusions of the study.

The survival data from the literature was supplied to us by Professor Cynthia

Keppel and Dr. Pawel Ambrozewicz at Jefferson Lab in Newport News, Vir-

ginia [17] and additional data obtained from the Particle Irradiation Data Ensemble

(PIDE) [46]. The data described cell survival for numerous cell lines, exposure con-

ditions and biological parameters. The focus of this study is irradiation of cells with

protons.

All of our analysis codes are written in MATLAB�(R2019a) to undertake all

of the statistical and regression analyses that were performed on the experimental

and simulated data. Our findings showed that there are cases for which the LQ

model does not describe the data sufficiently well. This formed the basis of our idea

to develop a model that describes radiation-induced cell death with more accuracy

under different biological and exposure conditions.

The newly proposed model presented in this thesis aims to re-assess the underly-

ing statistical assumptions used by the LQ model that the formation of lethal lesions

obey the Poisson process. The model achieves this using the Fractional Poisson Pro-

cess (fPp) as an alternative to the standard Poisson process which is the foundation

of the LQ model and other target theories already discussed. The proposed theory

was developed in close collaboration with Dr. Markus Kreer of Johann Wolfgang
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Goethe-Universität, Frankfurt, Germany.

Initial testing for the proposed model utilised the experimental proton cell sur-

vival data provided to us, for which curve-fitting was performed to each data set.

The experimental data was only available for select parameters, suggesting that this

alone would not be enough to test the model developed in this thesis effectively.

This warranted the need to generate cell survival data with parameters not cur-

rently available in the literature, allowing the model to be tested effectively.

We test the proposed model using experimental proton cell survival data pro-

vided to us by fitting the model’s survival function and assessing the goodness-of-fit.

The literature from which the data was derived does not always report all the rele-

vant parameters. Therefore, to test the our proposed model effectively, we require

a set of dose response data where the relevant physical, chemical and biological pa-

rameters are known.

The simulated proton cell survival data was generated using the MC toolkit Tool

for Particle Simulation (TOPAS) [47], in which cells were randomly placed in a

monolayer formation2 and a selected number of primary particles were generated to

interact with the cells. The software output from these simulations gives a detailed

account of the track structure for each particle that traverses a cell. This informa-

tion includes the coordinates of each ionisation event, the energy absorbed from the

interaction by the cell, the cell number and organelle3 effected and the interaction

process associated with the event.

The simulation process was rigorously tested and continuously improved to de-

rive the most accurate results whilst optimising computation time and memory

requirements. The importance of simulating specific processes inside the cells was

investigated. Due to time constraints we were unable to perform simulations for

other cell lines or under different biological conditions. We performed 30 repetitions

on every dose point in the high and intermediate LET range. 5 repetitions were

performed for the lowest LET values considered.

Our simulations were carried out on the Phoenix and HPC1 supercomputing

clusters (University of Adelaide, Adelaide, Australia). The memory requirements

and processing time for larger doses, varied according to particle LET. High-LET

beams required an average of 15 CPU cores with a processing time ranging from 24

to 38 hours. Low-LET beams required >45 hours on average with the same number

of CPU cores. This is due to more particle tracks required per Gy of low-LET radi-

ation which was in the range of 106Gy−1. High-LET radiation simulations required

approximately 105particlesGy−1. The output files from each simulation containing

2A monolayer formation means to lay the cells on a flat surface.
3An organelle is a given component of the cell - for example the nucleus and cytoplasm.
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interaction information and coordinates were approximately 100GB in size per rep-

etition and 30TB of storage space was required to store all of our results.

When the damage sustained by each cell is known, a post-simulation analysis was

performed to estimate the probability of survival for each cell using the TLK model.

The model used in this work was based on previously developed models [33,48,49].

The importance of ionisation efficiency, repair kinetic of cell lines and effects of ra-

diation exposure to different cell organelles were investigated.

Our newly proposed model was tested together with the LQ model on our sim-

ulated data for multiple exposure conditions. The data simulated were identically

and independently distributed (i.i.d.) from each other and enough repetitions of

each data point were generated, such that a statistical analysis could be undertaken.

The two sections of this work were then brought together and a conclusion was

developed. The final objective of this study is to highlight the importance of statisti-

cal significance in radiobiological modelling. Time constraints restricted the number

of simulations and parameters that could be simulated and analysed, therefore our

results describe these select conditions and future efforts will focus on expanding

this.

1.4 Outline of the Current Thesis

This thesis was produced in three components including an introduction and lit-

erature review; testing and methodology and results and discussions. Chapter 2

consists of a literature review of the known physical, chemical and biological pro-

cesses involved in cellular radiation response and an overview of the radiobiological

models currently available. It concludes with a description of what entails an effec-

tive radiobiological model for use in the current thesis. The importance of making

direct comparisons with existing experimental results at various biological endpoints

is highlighted.

Chapter 3 explains how the Monte Carlo method is used for particle tracking

inside of a material and a brief description of the framework of software toolkits Ge-

ometry and Tracking DNA (Geant4-DNA) and TOPAS (together with the TOPAS-

nBio radiobiology extension) used to carry out the simulations in this work. This

chapter concludes with an overview of what can be achieved when performing sim-

ulations in the current work using Geant4-DNA and TOPAS.

Chapter 4 provides an in depth description of the development of our MC sim-

ulation workflow used to generate simulated dose response data for model testing.

All stages of the model in this study are described in detail and any decisions made

that impact the accuracy-optimisation balance described above are tested. All of
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our simulation parameters are given in this chapter.

Chapter 5 consists of a rigorous statistical analysis of LQ model fits to cell sur-

vival data using the world experimental data (an outline of the experiments analysed

throughout this work is presented in Appendix D). The fits are tested against the

assumptions of regression using error (residual) analysis and hypothesis testing. We

aim to verify the limits of the LQ model under a range of radiation exposure and

biological conditions including beam energy/LET and cell line.

In Chapter 6 we propose a new stochastic model to describe radiation-induced

cell death using a fractional Poisson count process in place of a standard Poisson

process. We aim to increase the flexibility of the LQ model to better explain that

data under conditions where the Poisson process breaks down.

Chapter 7 provides a comparison of the results generated using the simulation

framework developed in Chapter 4. The results from various biological endpoints

are derived from our simulations at multiple stages for direct comparison with ex-

perimental results present in the literature. These results include interaction yield

and cross section comparisons, DNA damage yields, estimation of cellular survival

and calculation of RBE.

Chapter 8 presents the results of testing the stochastic model proposed in

Chapter 6 against experimental and simulated hadron therapy data. The model’s

performance under different physical, chemical and biological conditions is compared

with the LQ model and the standard Poisson process.

In Chapter 9, an overview of the work performed in the this thesis is provided

and accompanied by the conclusions made from the testing of our model in compar-

ison with the LQ model. The chapter concludes with a discussion of the significance

of our results and any future work required.
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Figure 1.9: Structure of this thesis.
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Radiobiological Modelling in

Hadron Therapy

Radiobiological models are used widely in hadron therapy centres and research to

optimise patient treatment and test new modalities. Developing accurate radiobio-

logical models is at the forefront of radiation therapy research and plays an impor-

tant role in the successful treatment of cancer patients. In this chapter, a review of

current radiobiological models applicable to hadron therapy is conducted with an

assessment of what encompasses an effective model.

Gaining a complete and correct understanding of cellular dose-response is at

times a tedious and difficult task. In addition, solving empirical models is chal-

lenging computationally with the large number of parameters involved. Cellular

response is governed by a series of physical, chemical and biological processes that

occur inside a cell when it is exposed to radiation. The stochastic nature of these

interactions means that these models often involve a trade-off between model accu-

racy and simplicity/computational optimisation.

This chapter consists of background information and a discussion on the relevant

processes and stages that a cell undergoes when exposed to ionising radiation, with

a focus on protons. The cell response consists of several processes that are physical,

chemical and biological in nature. We describe how these processes contribute to

the radiation-induced damage inflicted on a cell and how the cell repairs this dam-

age. First the physical and chemical processes and how they induce damage are

described. Following this is a description of the various damage repair pathways

undergone by a cell and under which conditions cell death/survival is invoked. To

conclude the chapter, a review of radiobiological models currently available in the

literature is performed with a description of how the processes and stages discussed

prior are implemented.

19
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2.1 The Physics, Chemistry and Biology of

Treating Cancer

The process of cell irradiation interactions and response can be separated into sev-

eral stages [24] (see Fig.(2.1)). These are :

� the physical stage (t < 10−16 s) - a very short stage in which energy depo-

sitions inside the cell cause ionisations and excitations,

� the physico-chemical stage (10−16 < t < 10−12 s) - the products from inter-

actions in the physical stage form a series of charged and uncharged products,

� the chemical stage (10−12 < t < 10−6 s) - the products of physico-chemical

reactions produce chemical species,

� the cell response stage (10−6 < t < hrs) - where cell division (mitosis) is

hindered or cell death is induced in response to the presence of damage,

� and long-term effects (years) - cells that contain lethal or mis-repaired le-

sions can continue to proliferate causing long-term health complications or

secondary cancers.

Whilst the behavior of different radiation types can change the response of cells,

the timeline of irradiation and cell response remains the same. Of all assumptions

made in radiobiological modelling, the most common is that biological effects due

to radiation are primarily caused by the formation of DNA damage by direct and

indirect effects [24]. Direct effects are caused by interactions that occur on the DNA

segment itself and are typically caused by physical processes such as ionisations or

excitations. Indirect effects occur from species produced in the vicinity of a DNA

segment and are typically caused by the production of free radicals via a series

of chemical processes known as the radiolysis of water [50]. These processes are fa-

miliar to researchers but some aspects remain uncertain and are still to be explained.

After the commencement of irradiation and lesions are induced inside the cells,

they will immediately begin to go through the repair process via several pathways

(described later in this chapter). After the induction of damage on the DNA seg-

ment, they can either be repaired, mis-repaired or un-repaired, the latter contributes

to cell death. A number of them will be too complex to be successfully repaired

(lethal lesions) whilst some will partially repair. However, a majority of this damage

will repair correctly, leaving only a small fraction un-repaired [30]. However, even

a single complex DNA lesion is capable of inducing cell death [51] and therefore

the presence of one lethal lesion can be detrimental to its reproduction ability. By

definition, we characterise a cell as dead when it has lost its ability to reproduce

indefinitely.
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2.1.1 Physical Interactions of Ionising Proton Radiation

The timeline of cell irradiation begins with the physical stage (t < 10−16 s). It is

this stage where direct DNA damage is caused by the products of a series of physical

interactions which occur inside the medium as the particles propagate.

The primary mechanisms for energy loss by a proton propagating through a

medium are via elastic and inelastic Coulomb interactions and nuclear scattering

interactions [22], Fig.(2.2). Whilst Bremsstrahlung processes can occur, their inter-

action cross-section is so small at clinical proton energies that their dose contribution

is negligible. Inelastic Coulomb interactions occur when a propagating proton ejects

an atomic electron from an atom, Fig.(2.3(a)). As the proton slows down, the cross-

section of this interaction increases, leading to the formation of the Bragg Peak.

They also have the largest contribution to the proton range inside the medium (the

depth to which the proton will penetrate the medium). Elastic Coulombic inter-

actions occur when a proton travels in the vicinity of an atomic nucleus where it

experiences a repulsive force, changing its trajectory, Fig.(2.3(b)). The final common

interaction type is the production of secondary particles via nuclear scattering in-

teractions between the proton and an atomic nucleus, producing secondary protons,

neutrons, photons or a recoil nucleus, Fig.(2.3(c)), through which dose deposition

continues.

These physical interactions can produce a series of chemical species which fuel

the physico-chemical and chemical stages that follow. If we consider water (a com-

mon substitute for biological materials) to be the medium through which the proton

is propagating, these physical processes lead to ionisation (H2O −−→ H2O+ + e– )

and electronic excitation of the water molecules (H2O −−→ H2O*). If the processes

occur in a DNA segment, it will likely induce a DNA strand break (SB).

Figure 2.2: Visualisation of a 1MeV proton propagating through liquid water
generated using the Monte Carlo toolkit TOPAS.
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Figure 2.3: Physical interactions of protons propagating through a medium.
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2.1.2 Indirect Effects from Radiolysis of Water

Following the immediate physical interactions are the production of radical species

formed from the radiolysis of water molecules. The process is initialised in the

physico-chemical stage via various reaction pathways [50] and includes the pro-

duction of charged and uncharged (•) radical species via ion-molecule reactions,

Eq.(2.1), dissociative relaxation, Eq.(2.2) and the production of a solvated/aqueous

electron, Eq.(2.3).

H2O+ + H2O −−→ H3O+ + •OH (2.1)

H2O∗ −−→ H• + •OH (2.2)

e− + H2O −−→ e−aq (2.3)

Following production of the above species, the chemical stage commences where

the radicals react with each other and the surrounding water molecules to form

a range of radical species (e−aq, H•, •OH, HO2
•, OH−, H3O+, H2 and H2O2), some of

which are charged. The reactions proceed via a number of pathways, some examples

of which are shown below in Eqs.(2.4)-(2.7).

H2 + O
H2O−−→ H2 + 2 •OH (2.4)

H2O+ + e−
H2O−−→ •OH + H2

H2O−−→ •OH + H2 + OH− (2.5)

•OH + e−aq −−→ OH− (2.6)

H3O+ + e−aq −−→ H• (2.7)

As the radicals are produced, they tend to propagate away from the ionisa-

tion track thus expanding the volume over which DNA damage can be produced.

This stage becomes particularly important when using low-LET radiation due to its

sparse ionisation track [52]. Alternatively for high-LET radiation, highly reactive

radicals (e.g. •OH and H•) react quicker to produce less reactive species due to the

larger density of radicals produced. This means that there are less species available

to induce DNA damage. Conclusively, physical interactions appear to dominate

the DNA damage yield for high-LET radiation whilst indirect damage dominates at

low-LET.

The resultant yield of each species is known to deplete towards the end of the

chemical stage due to a decrease in the reaction cross section. This means that the

yield of highly reactive radicals is high initially before decreasing with time. On the
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contrary, the yield of secondary products such as H2O2 and H2 will increase with

time.

2.1.3 The Target of Ionising Radiation

The primary target of ionising radiation to induce cell death is the DNA (Deoxyri-

bonucleic acid) helix [11]. It consists of four different molecules (Adenine (A),

Guanine (G), Cytosine (C) and Thymine (T)) and are arranged in a double he-

lix formation (see Fig.(2.4)). The bases are paired together to form base pairs (BP)

in form A-T and C-G. Each base pair is held in a double helix formation by a

sugar-phosphate backbone known as a strand. The base and strand are joined via

a pentose sugar, a segment known as a nucleotide. Ionising radiation can damage

the DNA by breaking segments via the direct and indirect effects discussed above.

Such breakages can occur on the strand or base. Cell death is most correlated with

breakages to the strands in multiple places within close proximity because an iso-

lated strand break is easily repaired [2,11,53]. Possible breakage types are discussed

with more detail in the following section.

Bases

Figure 2.4: The DNA double helix (Credit: wikicommons).

2.1.4 Biological Mechanisms of Repair/Mis-repair

Following the production of DNA damage, a eukaryotic cell will attempt to repair

via a series of pathways. Such a response is not only unique to the cell after sus-

taining radiation damage but is a continuous process undergone by every cell as it

progresses through the cycle. As discussed above, damage sustained by DNA can

https://upload.wikimedia.org/wikipedia/commons/thumb/f/fe/DNA_simple2.svg/970px-DNA_simple2.svg.png
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come in two forms, a base damage or a strand break (SB) - both resulting in dis-

ruptions to the DNA sequence structure [2].

The probability of correct repair of a DNA lesion is dependent on its complexity.

Typically SB damage is placed in three categories, the single strand break (SSB), the

double strand break (DSB) and the complex double strand break (cDSB). These are

defined as clusters of damage that contain one, two or greater than two SBs within

a distance of 10-20 base pairs (bp, the distance between nucleotides that join the

DNA sugar-phosphate strands together) on a given DNA strand respectively (as per

Fig.(2.5)). Radiation will often produce a DSB yield of 30-50Gy−1 [33], however

most of these damages will be repaired via several pathways.

DSB

cDSB

SSB

10 bp

Figure 2.5: DNA damage complexities.

Eukaryotic cells are able to identify when these damages are present and respond

by activating a range of repair pathways. The pathways that have the highest

contribution to the repair of base and strand damages are :

� base excision repair (BER),

� nucleotide excision repair (NER),

� mismatch repair (MMR),

� non-homologous end joining (NHEJ),

� and homologous recombination (HR).

These pathways are most dominant throughout various stages of the cell cycle

[54]. Briefly, the cell cycle is progressed by four stages [11] :

� Mitosis (M) - where the cell divides into two,

� The “first” gap (G1) - the preparation phase for DNA synthesis,
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� The synthetic phase (S) - where DNA synthesis is undertaken,

� The “second” gap (G2) - the preparation phase for cell division (i.e. mitosis).

The first three processes listed above contribute to the repair of base and strand

breaks. Base excision repair (BER) is the process where a damaged base which

could lead to DNA mutations via misrepair are removed from the helix. This occurs

via DNA glycosylase enzymes which flip the damaged base outside of the helix and

remove it entirely. This leaves the helix with an abasic site (a segment of DNA

without a base) which can provide a pathway to SSB repair. Nucleotide excision

repair (NER) is a process that corrects misrepaired bases. It is able to identify DNA

lesions, cut the bases on either side of the lesion and rejoin the damaged side via

DNA synthesis and ligation (i.e. the rejoining of broken ends of the DNA struc-

ture). The final pathway for base repair is MMR. It identifies errors in the DNA

base sequence which may have formed during other repair processes and corrects

them. This is performed by removing the DNA segment containing the mismatch,

copying it using a template with the same sequence as the cut away segment and

replacing it via DNA polymerase (an enzyme that can synthesize DNA) [55].

The repair of DNA DSBs have the largest contribution to cellular radiation re-

sponse because their mis-repair can lead to lethal damages and ultimately lead to

cell death. Homogeneous-recombination (HR) is the most accurate method of DSB

repair [54] but is slower than NHEJ due to its complexity. It proceeds via a series

of steps and is activated when opposing strands on the DNA helix are damaged

(see Fig.(2.6)). It utilises synthesized DNA strands with the same base sequence as

the damaged region allowing for a higher probability of accurate repair than NHEJ.

This process is only active in the S and G2 phases of the cell cycle.

Non-homologous end joining (NHEJ) is the simplest and most rapid pathway

to DSB repair, owed to the fact it does not require a DNA duplicate to proceed

- unlike HR. It is also the most dominant of the two processes and is available to

the cell regardless of where it is in the cell cycle. In this process, the chromosome

ends that have been broken are immediately reattached via repair proteins on the

“sticky ends” of the DNA segment (see Fig.(2.7)). There are no steps in between

the beginning of the process and the end result. NHEJ has a small probability of

mis-repairing a lesion as it does not always correctly identify a lesion [56].

These pathways often repair most of the DNA lesions induced by radiation,

however high-LET radiation makes the repair process more difficult due to the in-

creased interaction of DSB damages. That is to say high-LET radiation induces

more complex DSBs and is therefore highly efficient when it comes to cell killing.

Each pathway has a significant impact on the final result, thus strongly advocating

their inclusion in radiobiological modelling.
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Separated DNA Strand

Homologous DNA

Damaged DNA

Repaired DNA

Rejoined Homologous DNA

Figure 2.6: Homologous DNA rejoining (HR).

Repair Proteins

Broken DNA

Rapidly rejoined DNA

Repaired DNA

Figure 2.7: Non-homologous end rejoining of DNA (NHEJ).
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2.1.5 Biological Influences of Radiation-Induced Cell

Death

In addition to the stages of cellular irradiation, there are factors within the cell

environment that can influence radio-sensitivity and the resulting shape of the dose-

response curve.

2.1.5.1 Oxygen content in cells ([pO2])

The role of pO2
1 content inside a cell and its resultant radio-sensitivity is a well

documented concept [29, 57]. The effect suggests that a cell’s radio-sensitivity is at

its highest with an oxygen content of 100% (oxic) and gradually decreases with pO2

concentration, reaching its lowest value at 0% (hypoxic). The reason for this is the

lack of molecules available for charged radiolysis species to react within the vicinity

of DNA, causing a decrease in the DNA damage yield.

This effect can be quantified by taking the ratio of the doses required to achieve

the same biological effect under oxic and hypoxic conditions, giving rise to the

oxygen enhancement ratio (OER), Fig.(2.8). Experiment shows that this value is

approximately 3 on average for most cell lines [30] but can also vary with LET.

Figure 2.8: Oxygen Enhancement Ratio as a function of [pO2].

What makes this effect particularly important in cancer research, is that regions

of cells within a tumour become hypoxic over time [11,24]. It has been shown that as

cancerous cells proliferate to form a tumour, the cells enclosed in the central region

of the tumour are the most hypoxic whilst the outer cells are the most oxic. This

variance in oxygen conditions can make the process of treatment planning difficult

1Intracellular oxygen tension.
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as one would need to know the oxygen content of each cell inside of the tumour to

determine the OER and calculate the dose required to achieve optimal cell killing.

2.1.5.2 Cell Cycle Phases and Cell Death

The phase of the eukaryotic cell cycle is known to impact a cell’s radiation sensitiv-

ity [58]. The cell is at its most radio-sensitive in the G2 - M phase, less sensitive in

the G1 phase and the least sensitive in the S phase. Part of the reason for this is the

presence or lack of repair pathways available to the cell in different phases already

discussed in the beginning of this section.

Cell death can take place via two pathways, necrosis and apoptosis. Necrosis is

defined as the premature death of a cell due to the presence of damage whilst apop-

tosis is known as programmed cell death and is triggered by the cell in response to

DNA damage. The cell cycle phase has also been shown to influence apoptosis due

to the relative presence of the “p53 protein” across cell cycle phases [59]. Its role is to

regulate the cell as it changes phase whilst checking for mutations that may lead to

the proliferation of unhealthy cells. The concentration of p53 inside the cell is posi-

tively correlated with apoptosis, hence the dependence of apoptosis on the cell cycle.

Conclusively, cell cycle and oxygenation distributions across a collection of cells

have a significant impact on the resulting dose-response curves. This does not

necessarily introduce uncertainties into the measurement but is important to be

mindful of because these parameters can easily turn a radio-sensitive cell into a

radio-resistant cell. The source of such effects and their impact on the result should

be known for accurate dose calculations for treatment.

2.2 Modelling Radiobiological Hadron Therapy

Data

There are numerous models used to explain the response of cells (such as DNA

damage yield or survival) when they are exposed to radiation. It is typical of these

models to account for as many of the processes described in the previous sections

as possible whilst balancing the trade-off between accuracy and solvability of the

model. An ideal model would account for all of the damage and repair processes de-

scribed in Section (2.1) for numerous biological conditions inside the cells. It should

explain cell response to ionising radiation in stages leading to cell death or survival.

However, the complexity of the system makes this task extremely difficult. Some

of the most accepted models that incorporate the processes from Section (2.1) are

described in more detail in the following section.
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2.2.1 Proton Radiation Characteristics and Their Role in

Radiobiological Modelling

One of the distinct advantages hadron therapy has over conventional, photon-based

radiotherapies is that it densely ionises the tumour as the beam propagates through

it whilst sparing the surrounding tissue. Whereas a photon beam will sparsely ionise

its surroundings as it travels through a patient, Fig.(1.1). The reason for this behav-

ior in protons and heavy ions is their large rest mass in comparison with a photon

which suggests that it has a high probability of interacting with a material as it

propagates. The photon on the other hand is massless and therefore has a smaller

probability of interacting with the material through which it is propagating with

respect to protons and heavy ions. Consequently, the probability of a particle inter-

acting with a material as it propagates through is correlated with its mass.

In the context of a single proton propagating through a tumour, it will inflict a

far greater amount of damage in the cell than a photon will. It is also worth noting

that these ionisations tend to be localised to the track of a single particle and if it

traverses a DNA helix, the resulting DNA damage is typically clustered.

This ionisation density of a particle along its track (the energy lost after propa-

gating through a material of infinitesimal thickness dx) is defined quantitatively as

the linear energy transfer (LET).

Definition 2.2.1. LET is the average energy absorbed by a medium per unit length

of a single particle track,

LET =
dE

dx

The LET is an averaged quantity because the dose deposited in a single track will

vary.

LET can be computed using dose-averaging (LETd) or track-averaging (LETt).

Figure (2.9) visualises how the LET of the same pattern of dose depositions is com-

puted using each method. Let us assume each circle represents an equal energy

deposition E. The track-averaged LET (top of Fig.(2.9)) is determined by splitting

the track length into equal partitions, dx. The five segments of length dx con-

tain an average deposition of 4E (four depositions of energy E). To determine the

dose-averaged LET we compute the average distance over which an average energy

deposition dE occurs. In the Fig.(2.9) (bottom) we observe five energy depositions

totalling 5E which occur over four different lengths dx1, dx2, dx3 and dx4. By de-

termining the mean of the four lengths dx we have retrieved the dose-averaged LET.

The dose-averaged LET is the most commonly reported quantity in experiment

(in fact, it is recommended for RBE studies) [25, 46] and will be used throughout

the entirety of this thesis. The LET is also dependent on the speed at which the

particle is moving. The slower the particle moves, the more energy it will deposit
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per unit length. Therefore, it is logical to think that the LET varies with depth and

particle energy, Fig.(2.10).

LETt

LETd

Figure 2.9: A visualisation of track-averaged LET and dose-averaged LET.

Figure 2.10: The percentage depth dose (PDD) distribution of a 100MeV proton
beam propagating through water with dose contributions from primary/secondary
particles and LET. The dose is normalised to the maximum absorbed primary dose.

Among other parameters, the LET of a particle is also known to influence the

RBE of the beam.

Definition 2.2.2. If we recall that the spatial distribution of events along a single

track varies with particle type, it is reasonable to assume that the absorbed dose of

radiation from one particle type will effect a biological target differently to the same

absorbed dose delivered by a different particle. In the context of hadron therapy, 1Gy

of absorbed dose delivered by a proton will have a far greater biological effect than

the same dose delivered by a photon. This is how we define RBE,

RBE[Endpoint] =
EndpointReference
EndpointRadiation

, (2.8)

where the reference radiation is almost always a photon or gamma-ray beam and

the endpoint can be any effect or quantity dependent on the reference beam and the

radiation type in question [25] (for example dose, survival and DNA damage char-

acteristics can be used). A visual example of this calculation is shown in Fig.(2.11).
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Figure 2.11: Visualisation of a proton RBE calculation.

In addition to LET, there are many other important parameters that also have

an influence on the slope of the dose-response curve and hence the RBE [24].

� Absorbed dose : Shown in Fig.(2.11) is an example of how the RBE can

change if it is measured at lower doses (a higher survival fraction) compared

with higher doses (a lower survival fraction). In the high dose region, the

reference beam loses cell killing efficiency faster than a proton beam. Therefore

the difference between the doses required to achieve the same survival fraction

is larger in this region than for low doses. The RBE is therefore higher in the

low dose region when more efficient cell killing is achieved than for high doses.

� Fractionated dose treatment : In fractionated radiotherapy a given dose is

delivered to the patient in multiple fractions over a given period of time where

the cells are allowed to repair in between, resulting in a shallow survival curve

and lower RBE.

� Dose rate : when the beam is delivered with a higher rate, the survival

fraction will decrease at a faster rate resulting in a larger RBE.

� Cellular conditions : The biological stages and conditions in which the

cells are kept can have a substantial effect on how they respond to radiation.

Parameters such as cell cycle phase and oxygen content appear to play an

important role [29,49] where the yield of indirect ionisation events from charged

water radicals is dependent on the oxygen available for radiolysis reactions

to take place. Therefore, when cells have a low oxygen content the RBE is

expected to decrease because higher doses on radiation are required to achieve

a given survival.
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2.2.2 The Dose-Response Curve

Physical, chemical and biological processes discussed in the previous sections all con-

tribute to the resultant shape of the dose-response curve. The dose-response curve

is used by oncologists and researchers to describe the survival of a group of cells

that are exposed to increasing doses of radiation - alternatively the curve describes

the cell’s sensitivity to different radiation types. Obtaining dose-response curves is

extremely important, however generating them accurately is a challenging task.

The most common method to generate a dose-response curve experimentally is

through cell culture techniques. Since the earliest radiobiological studies over 100

years ago, cell culture techniques have progressed from using yeast or bacteria to

real mammalian and human cell lines which have allowed researchers to investigate

the impact of a cell’s biological conditions on their response to radiation [34,60,61].

Briefly, a typical cell culture experiment would see a group of cells suspended

in a medium. After the cell concentration is counted, known numbers of cells are

dispersed into petri dishes and exposed to a known dose of radiation. The cells are

left for a period of time and allowed to grow into colonies. The surviving fraction is

determined by counting the number of colonies produced (i.e. the number of cells

that survived irradiation) and comparing with the number of cells plated. When

this process is repeated with increasing dose, a dose-response curve is formed.

The curve itself is commonly displayed on a logarithmic scale where the change

in behavior in the low dose region is “shouldered” before becoming more gradual

in the high dose region, Fig.(2.12). For low-LET radiation, the ionisations occur

sparsely, meaning the cell killing is more gradual with a shallow shoulder. As the

LET increases, the curve decreases more rapidly, appearing linear on a logarithmic

scale for all doses, Fig.(2.12).

The method with which the beam is delivered to the cells can influence the dose-

response curve. Fractionated radiotherapy is the most common method of dose

delivery over the single dose approach. When larger fractions of small doses are

delivered with a given period of time in between, the cells are able to repair some

of the damage induced. If we plot the resultant survival curve after several doses

of fractionated radiotherapy, we would observe the initial “shoulder” region of the

curve in Fig.(2.12) repeated with a slightly lower survival fraction after each fraction

compared to the previous one. The resultant survival expression is presented in the

following section, Eq.(2.14).

Cellular response is not only dependent on the radiation used but can also differ

between cell lines. For example, some may be more radio-resistant than others,

meaning that higher doses of a given radiation type are required to achieve a given

survival fraction than a less radio-resistant cell line. By comparing the response
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Figure 2.12: Cell survival curves for different radiation types.

of different cells under the same exposure conditions, inferences can also be made

about conditions within the cell. For instance, we have already discussed the depen-

dence of cell response on the cell cycle. A steeper decline in dose response may infer

that more of the irradiated cells are in the M or G2 phases of the cell cycle where

they are most radio-sensitive. Conclusively, it is justified to suggest that there is no

such thing as a single dose-response curve for a given set of parameters. Existing

models that explain this behavior are discussed further below. The response should

represent what is observed when the cells of a full tumour are irradiated. To achieve

this, the beam should be generated such that it has reached the same energy after

travelling through the healthy tissue and reaching the tumour.

2.2.3 Existing Cell Response Models

In Chapter 1 we briefly introduced some of the existing models in radiobiology.

In this section we describe the evolution of radiobiological models introduced pre-

viously. We describe how early models were purely based on physics, before the

introduction of biological repair models in the 1980’s.

2.2.3.1 Target Models (1924)

Early radiobiological models were based on target theory and primarily proposed by

physicists [34]. Target models are fundamentally based on three concepts [11,62] :

1. We consider radiation to be a series of projectiles capable of hitting or missing

a target.
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2. The targets of radiation are the cells considered to be a single point in space.

3. When a target is hit, its response is stochastic in nature.

The first target theories were proposed by Crowther in 1924 [63] based on ex-

perimental results by Strangeways and Oakley in 1923 [64] with soft x-rays inci-

dent on chick embryo cells. Following the generation of the first survival curves in

1929 [64, 65] via exposure of bacteria to UV and photon radiation, Curie made the

statement “to destroy a bacillus it is necessary that its sensitive zone absorbs a min-

imal number of quanta” [66]. Such findings allowed the single hit single target [34]

and multiple hit single target models [67] to be derived.

These models have been introduced in the previous chapter but will be briefly

reiterated here for consistency. The single hit single target model was proposed in

1946 [34] and the multiple hit single target model in 1967 [67]. Both models assume

a Poisson probabilities that the cell targets experience k hits at time t,

P (k, t) =
(λt)k

k!
e−λt. (2.9)

We derive the survival probability according the number of targets that are not

hit (we call this N) out of the total number of targets considered (call this N0). The

resultant survival probabilities are written as

P (0, t) = e−λt =
N

N0

(2.10)

where λ = D
D0

. The resulting survival probability in terms of dose is given by

S(D) = e
− D
D0 (2.11)

in the single hit single target case and

S(D) = 1−
(
1− e−

D
D0

)n
(2.12)

in the multiple hit single target case. However, such models failed to effectively

explain the behavior in the case of radio-sensitive cells. In such cases, exponential

behavior was observed which led to the proposal of the most utilised model in

radiobiology to this day.

2.2.3.2 The Linear-Quadratic Model (1972)

The Linear-Quadratic (LQ) model which will be examined extensively in coming

chapters, is a highly accepted, widely used model in the literature. It predicts the

fraction of a group of cells that are likely to survive after being exposed to dose D

of radiation based on the assumption that there are two components to cell killing.

Single hits, described by parameter α [Gy−1], are reminiscent of the single hit single
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Figure 2.13: α and β parameters as a function of LET from fits to experimental
data [46].

target model and multiple hits, described by parameter β [Gy−2], reminiscent of

multiple hit single target model. It is defined as

S = e−αD−βD
2

. (2.13)

Despite its simplicity it has maintained its status as the most used cell survival

model in clinics and research until today. The model does not originate from a sin-

gle source but is a amalgamation of different ideas developed within the same time

frame [23, 35]. The foundations of the model were developed from radiation target

theories described above. Likewise, the LQ model assumes that the hits to a target

obey a Poisson distribution, Eq.(2.9). More on the statistical background of the LQ

model will be presented in more detail in Chapter 5.

Information on the nature of the radiation incident on the targets can be derived

from the LQ interpretation of the dose-response curve using parameters α and β.

The efficiency of cell killing can be defined using the ratio α/β [Gy] - the dose at

which the contributions of each type of hit to cell killing are equal. A low α/β ratio

suggests that the rate of cell killing is relatively constant with dose whilst a high

α/β ratio insists a more curved dose-response - this is where multiple hit events

dominate. Revisiting our LET discussion from the previous section, the α/β ratio

will increase with increasing LET, Fig.(2.13).

The LQ model can also be adapted to a fractionated radiotherapy treatment

[11, 24] where a given dose D is separated into n adequately spaced treatments of

dose d to allow the cells time to repair. This can be represented mathematically as

S =
(
e−αd−βd

2)n
= e−n(αd+βd2) = e−D(α+βd). (2.14)
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This method allows radiologists to tailor a patient’s treatment as it is occurring to

ensure optimal results.

Whilst the LQ model has remained very popular, its simplicity and relevance has

been called into question. With more recent advances in radiobiology, models have

been developed that account for fundamental biological processes that occur inside

the cell and questions have been raised about whether the LQ model is globally

valid, i.e. accurate regardless of cellular and radiation exposure conditions.

Comparisons with other radiobiological models (which will be discussed be-

low) [20, 40] have shown that the LQ model does not perform as well as other

models at reproducing specific cell survival data. This is attributed to the model

only containing two parameters, even though the process of cell killing has been

demonstrated to be far more complex. Other studies [19, 20] have shown that the

LQ model loses its applicability at high doses where the β component to cell killing

is dominant.

Another key parameter with a large influence on dose-response behavior, the

LET, is a concept that has remained relatively unexplained despite a substantial

contribution to the discrepancies in the LQ model [25,30]. The idea of LQ applica-

bility decreasing with increasing LET has previously been explored [18] and the idea

of using a non-Poissonian distribution to describe the data has been put forth [68,69].

These discoveries have shown that whilst the LQ model is extremely useful at

predicting dose-response behavior under certain parameters, its ability to reproduce

experimental results is ineffective under some circumstances. This can be attributed

to the fact that the LQ Model is not adequate at describing the complex processes

that comprise radiation-induced cell death. Alternative models have since been

proposed with the aim of improving on the LQ model and the selection of models

in radiation therapy in general.

2.2.3.3 Repair-Misrepair (RMR) Model (1985)

The first notable improvement to the LQ model is the Repair-Misrepair Model

(RMR) [31] which characterises the resultant DNA damages inflicted by radiation

as being repairable with some probability. This probability is dependent on the

concentration of specific repair enzymes available in the cell. These repair enzymes

can also be deactivated by radiation. The result is a differential equation which

describes the rate of linear repair and quadratic mis-repair (i.e. lethal lesions that

contribute to cell death, U) inside of the cell according to coefficients λ and κ,

dU(t)

dt
= −(λ+ κ)U, (2.15)
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which leads to a survival equation containing a term to describe lethal lesions and

repaired lesions. Assumptions worth noting in this model are that the distribution

of lesions inside of the cell is Poissonian and for low doses the RMR model reduces

to the LQ model.

2.2.3.4 Lethal-Potentially Lethal (LPL) Model (1986)

The next model to be discussed is the Lethal-Potentially-Lethal (LPL) Model [32].

This model assumes that there exists two types of DNA lesions, lethal and potentially-

lethal. A lethal lesion is defined as a lesion that is irrepairable and will induce cell

death. A potentially-lethal lesion is repairable and will do so at a rate εPL. The

scenario of multiple lesions interacting (this becomes increasingly likely for high-

LET radiation with dense ionisations about the particle track) is also accounted for

and this interaction occurs at a rate ε2PL, producing a lethal lesion. Again, this

model assumes the distribution of lesions within a cell to be Poissonian. The result

of this model is two differential equations that describe the rate of lethal (ηL) and

potentially-lethal (ηPL) lesion development inside the cell during irradiation with

dose rate Ḋ. The equations are :

dηL(t)

dt
= ηL(t)Ḋ + ε2PLη

2
PL(t), (2.16)

and

dηPL(t)

dt
= ηPL(t)Ḋ − εPLηPL(t)− ε2PLη2

PL(t) . (2.17)

respectively. The survival fraction is estimated after the cells are allowed time to

repair and after this time the remaining lesions of both types are now assumed to

be lethal.

2.2.3.5 Microdosimetric-Kinetic Model (MKM) Model (1994)

The Microdosimetric-Kinetic Model (MKM) was proposed in 1994 [70] and adopts

a formalism that the nucleus is a sensitive target divided into sub-volumes, each of

mass m. Typically the sub-volumes are a series of shapes that fit together to form

the nucleus which does not have to be uniform in shape.

After irradiation, a number of sub-volumes contain lesions which can be classified

as Type I and II, alike to the LPL model. A Type I lesion is lethal and a Type II le-

sion is potentially-lethal meaning that it can either repair or become a Type I lesion.

The number of lethal lesions present in the nucleus correlates with cell’s probabil-

ity of survival which assumes Poissonian distributed lesions, S(D) = exp(−Lf (D))

where Lf is the number of lethal lesions in the cell.
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The size of each sub-volume can influence the result substantially. In the high-

LET domain, lesions are more likely to exist in close spatial proximity allowing them

to interact. If a large sub-volume size is chosen and multiple lesions exist within

the sub-volume, the model may mistakenly assume that they interact despite have

a small chance of interaction in nature, meaning that the model can over-estimate

the spatial proximity effect. Likewise, a small sub-volume size can classify lesions

that are in close proximity separately where an interaction could occur in nature.

In this case, the lethal lesion count can be under-estimated.

Further modifications to the MKM model have been developed to account for the

stochastic nature of specific energies in the cell nucleus and its sub-volumes to predict

the same cell response endpoints as the MKM model. The first iteration of the

modifies MKM model is known as the stochastic microdosimetric model (SMK) [71].

This was closely followed by the double stochastic microdosimetric kinetic model

(DSMK) which considers the mean and variance of the sub-volume specific energy,

lowering computation time and memory requirements.

2.2.3.6 Local Effect Model (LEM) (1997)

The Local Effect Model (LEM) [44] adopts a similar formalism to the MKM model

by approximating a cell as a series of sub-volumes. The expectation values of energy

deposited in said sub-volume 〈E〉 is the only parameter that influences the cellular

response within. The model achieves this by counting lethal events inside of each

sub-volume where a single lethal lesion can induce cell death.

The average number of lethal eventsNlethal in the nucleus is estimated by the local

dose deposited in the sub-volume. The survival probability of the cell is then given

assuming that the lethal events are Poisson distributed by S(D) = exp(−Nlethal(D)).

The model does not involve cell specific parameters and is primarily used to

predict cell survival. It has since been adapted in clinics across Europe [30].

2.2.3.7 Two Lesion Kinetic (TLK) Model (2001)

The Two-Lesion Kinetic Model (TLK) [33] is an amalgamation of the RMR and LPL

models whilst accounts for the formation of DNA lesions with differing complexity,

in addition to the repair and mis-repair of these lesions. The DNA lesions of varying

complexity are the simple and complex double strand breaks (DSB). A simple DSB

is defined as two DNA strand breaks existing within 20bp of each other whilst a

complex DSB is defined as more than two DNA strand breaks existing within this

same distance. The model is made up of four differential equations which describe

the formation and repair/mis-repair of each DSB type (L1 represents the number
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of simple DSBs and L2 the number of complex DSBs present), followed by the

formation of lethal (Lf ) and misrepaired (Lm) lesions. These equations are :

dL1(t)

dt
= 2Ḋ(t)Y Σ1 − λ1L1(t) + ηL̄1(t)[L1(t) + L2(t)], (2.18)

dL2(t)

dt
= 2Ḋ(t)Y Σ2 − λ2L2(t) + ηL2(t)[L1(t) + L2(t)], (2.19)

dLf (t)

dt
= β1λ1L1(t) + β2λ2L2(t) + γη[L̄1(t) + L2(t)]2, (2.20)

dLm(t)

dt
= (1− β1)λ1L1(t) + (1− β2)λ2L2(t) + (1− γ)η[L1(t) + L2(t)]2

(2.21)

where β1, β2, λ1, λ2 and η are DSB rejoining parameters, 2Y Σ1,2 are DSB yield

parameters and γ is a correction factor accounting for the formation of non-lethal

chromosome aberrations.

The TLK model assumes the initial boundary conditions L1(0) = L2(0) = Lf (0)

= Lm(0) = 0, meaning there are no damages in the cells prior to irradiation. The

survival probability is estimated by taking the lethal lesions and applying them to

S = exp(−Lf ), assuming the Poissonian process. It has been shown that for low

doses and dose rates, the TLK model can be approximated by the LQ model [72].

We will discuss this model in more detail when we apply it to a Monte Carlo simu-

lation in Chapter 4.

Each of the models discussed above feature different methods of quantitatively

describing dose response including the modelling of biological processes or the spatial

mapping of energy depositions. However, the common thread between the models

is they all rely on the Poisson distribution to compute survival, i.e. the fraction of

cells that contain zero lethal lesions.

2.3 Conclusions

The models described in this section have some similarities in that they focus on

several processes that are deemed to have the largest influence on a given endpoint

(i.e. the number of lethal lesions, survival, etc.). The RMR, LPL and TLK models

primarily focus on cellular response to radiation whilst the LEM and MKM mod-

els follow a more mechanistic approach to counting lethal lesions. The LQ model,

whilst being a very useful model when fitting data to a dose-response curve due to

its simplicity, appears to perform poorly when replicating experimental data. This

is likely due to the lack of parameters involved, meaning that the model does not
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adequately describe the system as a whole but only focuses on the number of “hits”

to a single target.

Another noteworthy observation from this literature review is that nearly all

radiobiological models developed in the last 100 years assume that lethal lesions

obey a Poisson distribution. The result of this is that all commonly accepted radio-

biological models that explain how lethal lesions are produced within a cell in the

literature are based on the same statistical foundation.

The key conclusions made from this chapter are :

� an effective radiobiological model will incorporate as many of the parameters

described in Section (2.1) as possible whilst optimising computation time,

memory requirements and model simplicity.

� The modelling of LET behavior is still a relatively unexplored concept.

� The small parameter space of the LQ model “constricts” the accurate predic-

tion of cell survival. It is therefore difficult to predict exactly how a group

of cells will react to radiation because important cell response parameters are

neglected.

� There exists hundreds of parameter combinations related to the cell environ-

ment and exposure conditions, meaning that care must be taken when com-

paring experimental results across different studies.

� The model used in this thesis should be rigorously tested against experimental

data to ensure valid results and avoid unnecessary trade-off between compu-

tation time and accuracy of the results.

� In hadron therapy, radiation is often high-LET by nature. Considering evi-

dence that the LQ model is less effective at high LET and dose [18, 20], its

range of applicability may be limited in the case of hadron therapy.

� A good understanding of MC methods is required to achieve a good balance

between simulation optimisation and achieving accurate results.
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Background on Monte Carlo

Methods for Particle Transport

Monte Carlo (MC) modelling is prevalent in not only particle therapy but areas

of high energy physics and astrophysics. It has increased in popularity since its

development in the 1970s [73]. Early MC codes were limited due to computing

power available at the time, however the progression of high-performance and par-

allel computing (HPC) has allowed significant discoveries to be made across many

fields including the sciences, engineering and finance.

Generally, MC methods are defined as the random sampling of a known prob-

ability distribution (or the selection of a uniform random number) as an input for

a deterministic process1. The deterministic result is therefore made to replicate a

stochastic system due to the randomness of the input parameter [74]. The results

of such calculations can be analysed to estimate behaviors in complex systems.

In this chapter, an overview of hadron therapy MC techniques and high-performance

computing is given. The software toolkits GEANT4 (Geometry and Tracking) and

TOPAS (Tool for Particle Simulation), used extensively to conduct proton therapy

simulations in this thesis, are introduced and their framework is described. Tech-

niques of simulation optimisation in each toolkit are explained for our purpose of

using in Chapter 4.

3.1 An Introduction to Monte Carlo Theory

We define the MC method by which stochastic processes are modelled by random

sampling. If one wishes to estimate the frequency f(x) of an observation, they could

take N samples of xi to count how often fi occurs. From this one can determine the

first and second moments,

1A process that will produce the same result with no randomness when the same input is provided.

43
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〈f〉 =
1

N

N∑
i=1

fi (3.1)

and

〈f 2〉 =
1

N

N∑
i=1

f 2
i . (3.2)

The Central Limit Theorem gives the probability distribution for the expectation

value 〈f〉,

p
(
〈f〉
)

=
exp

[
− (〈f〉 − f̄)2/2σ2

]
√

2πσ
, (3.3)

where the variance in 〈f〉 is

σ2 =
〈f 2〉 − 〈f〉2

N − 1
. (3.4)

That is to say that 〈f〉 will approach the true value f̄ for large N [74].

3.2 Simulating Particle Transport

Using MC methods for particle transport is far more complex than the basic defi-

nition provided above but the basic premise remains the same. From Chapter 2, a

particle propagating through a medium can undergo a series of interactions which

can occur with different probabilities.

As an example, let us consider particle p traversing an arbitrary medium M ,

as shown in Fig.(3.1). Particle p can undergo three different processes, absorption,

elastic scattering and inelastic scattering, defined with cross-sections Σa, Σe and Σi,

respectively. These cross-sections can vary with energy and the medium the particle

is traversing. Therefore the relative probability for each interaction type is denoted

Σa/Σt, Σe/Σt and Σi/Σt, where Σt = Σa + Σe + Σi.

The particle begins at position x0 and is assigned an energy E0. By randomly

sampling a probability distribution function (pdf), p is displaced by some distance

∆x where it will undergo one of the three interactions. Before choosing an interaction

type, it is worth checking if the particle is still inside medium M , because when it

leaves M it is not worth tracking anymore as it would be a waste of computation time

and memory. The interaction type is determined using a random number generator

with the result dependent on the probabilities of each interaction occurring. If the

interaction type is absorption, the particle no longer needs to be tracked. If the

interaction is a scattering process, p can be assigned a new energy E1 ≤ E0 and
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Secondary Particle Produced

Particle Terminated

Figure 3.1: A single particle p traversing a medium M .

displaced by a new distance ∆x determined by random sampling of the pdf. The

process will repeat until the particle either leaves M or undergoes absorption.

This example may seem simple conceptually, but the situation becomes far more

complex when simulating a “real world” situation with more interaction types and

millions of events occurring. In some situations not all of these interactions can be

simulated realistically, even with the computational advances made in recent years.

The ability to simulate millions of events is important in reaching a satisfactory

result of the simulation. This is because the uncertainty in a MC estimated ob-

servation is proportional to 1/
√
N . In most applications it is not only the events

themselves that need to be tracked, but information about the nature of each event

must be derived as well (e.g. absorbed dose, energy deposited and particle fluence).

This complicates the situation further. There are methods typically applied by MC

users to find the best estimate of their result while optimising processing times and

memory (i.e. N should be large enough to minimise the uncertainty while keeping

the processing time as low as possible).

Light particles such as photons can be accurately simulated using the above

method due to their sparsely ionising nature. Charged particles including protons,

however, ionise the medium they are propagating through densely so simulating

every step is not feasible computationally. In such situations, simplifications must

be made to condense the simulation so that it can be managed computationally.

For example, the simulations performed in this work, using the model described in

Chapter 4, required 15 CPU cores with between 1 and 3 days of processing time and

12GB of memory on average.
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A

B

Real Particle Track

Condensed History Event

Figure 3.2: A particle traversing from A to B with the corresponding condensed
history track.

As discussed in Chapter 2, protons are heavy particles, meaning that they typ-

ically do not scatter at large angles or lose large amounts of energy in a single

interaction. This is an ideal situation to use condensed history (CH) particle trans-

port. The basic premise of CH transport is that a series of very small steps where

the chance of scattering or large energy changes are minimal can be condensed into

a single large step event with little effect on the final result, Fig.(3.2).

3.3 Geant4 and TOPAS Monte Carlo Software

Toolkits

Geant4 [75] is an open-source (i.e. all aspects of the software are accessible) soft-

ware toolkit written in the computer language C++ which is capable of simulating

the transport and interactions of particles propagating through matter. It is the

combined effort of a worldwide collaboration. Originally developed by CERN, the

toolkit’s initial purpose was to simulate high-energy physics inside particle acceler-

ators, such as the Large Hadron Collider (LHC). It soon found its way into other

areas of physics, including space radiation and medical physics [75]. It is updated

every year and the results it produces have been rigorously validated [76–78]. The

popularity of Geant4 in medical physics has increased with time, becoming one of

the most used toolkits for publications when compared with other particle transport

codes such as FLUKA [79], MCDS [80] and PENELOPE [81].

TOPAS [47] is a MC toolkit that acts as a “wrapper” for the Geant4 toolkit

and is specifically designed for medical physics and radiobiology applications. It

is again written in C++ but the user is able to control all aspects of a simulation

using a single file known as a parameter file. It is able to model all of the processes

that Geant4 can, but the usability makes it simple to control complex simulations
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common in medical physics.

The TOPAS MC toolkit (version 3.2.p2) together with the interaction processes

of Geant4 (version 10.5.p01) were used for all simulations undertaken in this thesis.

In coming chapters these simulations are described in more detail, whilst this section

will focus on the framework of the toolkits themselves.

3.3.1 Code Framework

A Geant4 simulation is made up of a series of C++ classes containing functions - we

call this the kernel [82] (Note: all terms written in red are Geant4 parameters and

are defined below). We start by defining a geometry to contain all components of the

simulation, known as the “world”. Then we can introduce physics lists, particle

generators, the detector construction, the primary generator action; and

finally the “run”, “event”, “tracking” and “step” managers.

� World: the geometry in which all components of the simulation are contained.

� Physics List: a series of lists containing some physical processes. More than

one of these can be called in a single simulation. Examples of the physics lists

available in Geant4 are the Livermore and Penelope low energy lists, hadronic

physics lists and Geant4-DNA list. Each is best suited to specific applications

and implements ionisation, excitation and charge transfer interactions in the

case of low energy physics.

� Detector Construction: the geometry in which particles will be tracked.

� Particle Generator: the source from which primary particles are generated.

Available particles include protons, heavy ions, pions, electrons and photons

among many others.

� Run: when one or more primary particle(s) are produced and tracked.

� Event: follows the production of a primary particle from when it is generated

until it is terminated. This includes any secondary products generated.

� Track: the path followed by a single particle whether it is primary or sec-

ondary.

� Step: the snapshot of a particle traveling from one point to another, along

with any changes to energy, momenta and direction that occurred between the

two points.

The simplest of Geant4 simulations must contain the first four items listed above.

Tracking customisation is optional but needed in most situations. Figure (3.3) de-

picts a visualisation of how Geant4 defines a track structure.
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Figure 3.3: A Geant4 track structure of a single run.

Of course in a “real-world” situation, a particle does not propagate through a

medium in steps. Steps are a method of optimisation due to the computing power

required to track every event interaction. The step size can be defined in a Geant4

simulation but should be chosen carefully depending on the application. In radiobi-

ology simulations, a small step size is a necessity. However in applications where the

track structure is not important, the step size can be increased, resulting in shorter

processing times and lower memory requirements.

Other optimisation methods in Geant4 are the introduction of production cuts

to both particle range and energy. A range cut is defined as the minimum distance

at which a particle will be tracked. This means that any particle produced with an

estimated range less than the range cut will be terminated at the point that it is

produced. Similarly, an energy cut will terminate a particle at the point it reaches

an energy less than the cut value.

The choice of physics list can also affect processing time and memory require-

ments. Some physics lists are suited for specific applications. For example, the

Geant4-DNA physics list is most suited to nano-dosimetry applications, whilst the

standard physics lists are best suited for macro-scale simulations.
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Geant4 also has the capability to run in multi-threaded mode. To initiate this,

the command -DGEANT4 BUILD MULTITHREADED=ON must be included when compil-

ing the Geant4 program. This option will allow the central processing unit (CPU) to

distribute the events across a number of threads, allowing them to run concurrently.

Distributing these events in such a way will reduce simulation run time and memory

requirements, allowing for a more optimised simulation.

All of these features of Geant4 can also be exploited in TOPAS, only they are

altered inside a parameter file (Note: all TOPAS parameter names in blue are

defined below). All aspects of the simulation can be controlled in one (or more) of

these files. Additional parameter files can be used by calling them in the main

parameter file. Each line in one of these files defines some parameter related to

geometry, particle generators, scoring, visualisation and time features [83].

� Parameter File: a text file containing or directing to all parameters in the

simulation.

� Geometry: all geometries contained in the simulation world along with their

material compositions.

� Particle Generators: the source from which the particles are generated

(similar to Geant4).

� Scoring: taking information such as particle fluence, dose and energy from

each step in the simulation.

� Visualisation: self-explanatory - how the simulation is visualised. This

should be turned off for large scale simulations because processing times are

much higher when used with a large number of events.

� Time Features: needed if a time component is to be introduced into the

simulation.

The lines in a parameter file must follow a specific format if it is to be correctly

read by TOPAS [47]. These commands follow the same general format,

Parameter Type:Parameter Name = Parameter Value [Unit (if required)].

The first thing to define in a TOPAS parameter is the type (s = string, b =

boolean, i = integer, d = double and dv/iv = vector of the same parameter type), the

second is the class that the parameter belongs to (Ge/ = geometry, Ph/ = physics,

Sc/ = scorer, So/ = source, Tf/ = time features), the third is the name of the com-

ponent (multiple geometries, sources, etc can be defined) and the final part is the

parameter to be changed (the dimension, position, energy, etc). Certain parameters

are also expected to carry units (dimensions and energies for example). Note that

when defining a vector, the length of the vector must precede the entries themselves,
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       2212       293.13     -148.93     -1093.63       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01339

       2212      293.131    -148.931     -1093.64       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01605

       2212      293.131    -148.931     -1093.65       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01339

       2212      293.132    -148.932     -1093.66       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01605

       2212      293.132    -148.933     -1093.67       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01079

       2212      293.132    -148.933     -1093.68       proton proton_G4DNAExcitation MyCulture/Nucleus0            0      0.01377

2212 293.133 -148.933 -1093.68 proton proton_G4DNAIonisation MyCulture/Nucleus0 0 0.01079

       2212      293.133    -148.934     -1093.69       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01079

       2212      293.133    -148.934      -1093.7       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01079

       2212      293.134    -148.935     -1093.71       proton proton_G4DNAExcitation MyCulture/Nucleus0            0      0.01124

       2212      293.134    -148.936     -1093.72       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01079

       2212      293.135    -148.936     -1093.72       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01079

       2212      293.136    -148.937     -1093.75       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01339

       2212      293.136    -148.937     -1093.75       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01339

       2212      293.136    -148.938     -1093.76       proton proton_G4DNAIonisation MyCulture/Nucleus0            0       0.0323

       2212      293.137    -148.939     -1093.78       proton proton_G4DNAExcitation MyCulture/Nucleus0            0      0.01377

       2212      293.138     -148.94      -1093.8       proton proton_G4DNAIonisation MyCulture/Nucleus0            0      0.01605

Figure 3.4: Example output from a TOPAS simulation with the particle ID number
(red), event coordinates (blue), process and particle name (green), organelle name
(purple) and energy deposited (orange).

for example a vector of four lengths must be written as dv:Ge/Vector Of Lengths

= 4 10.12 48.73 79.60 121.98 cm.

Each parameter in TOPAS is customisable. Geometries can be built using sim-

ple, pre-defined shapes. Their dimension, rotation and position can be altered and

they can be filled with materials defined in Geant4 or customised by the user. Par-

ticle sources can be customised by energy distribution (mean and spread), particle

type(s), beam shape, position and scattering angles. Multiple physics lists can be

defined in a single simulation. They can also be assigned to specific geometries or

regions in a simulation. This method can be used for simulation optimisation. Sim-

ulation biasing is another optimisation technique where the production of specific

particles is neglected, however care should be taken with this to ensure erroneous

results are not generated.

Similar to Geant4, TOPAS can output a series of parameters including absorbed

dose, deposited energy, event coordinates and the particle involved in the event,

among many others, Fig.(3.4).

3.3.2 Geant4-DNA and TOPAS-nBio - Extensions for Low

Energy Physics

Geant4 provides multiple physics lists suited to specific applications. The “stan-

dard” collection of physics lists are the most generalised and suited to macro-scale

applications. The application type that is the focus of this thesis requires a very

detailed account of the track structure down to the nano-scale. For this reason, the

standard physics lists are not suited to the aims of the model developed in Chapter 4.

For such applications, the low energy physics lists are the best option. These include

the Livermore, Penelope and Geant4-DNA physics lists. Each of these physics lists

cover a specific set of processes over different energy ranges (Tables (3.3) - (3.5)).



3.3. Geant4 and TOPAS Monte Carlo Software Toolkits 51

The Geant-DNA physics list is not only capable of simulating physical processes

on the nano-scale level but it is able to simulate chemical processes using Geant4-

DNA chemistry (specifically the radiolysis of water molecules). From Chapter 2,

radiolysis reactions make a substantial contribution to indirect DNA damage and

therefore could be useful in this thesis. One noteworthy disadvantage of the Geant4-

DNA physics list is that it is currently available for liquid water phantoms only.

The Geant4-DNA chemistry extension uses a timeline similar to that described

in Chapter 2 - meaning that it occurs over a user-defined virtual time t ≤ 1µs [83].

The chemical species are produced in user-defined time steps and their motion is

dictated by random Brownian motion and diffuse according to the defined diffusion

coefficients unique to the species (Table (3.1)). One of the defined reactions between

chemical species will occur if they are within a given radius determined by the reac-

tion rates in Table (3.2). Similar to the physical processes, appropriately large time

steps must be chosen for optimisation purposes while having minimal impact on the

results.

TOPAS-nBio is an extension of the TOPAS MC software toolkit [84] with a focus

on radiobiological (nano-scale) simulations. It allows researchers to perform simu-

lations using single or multi-cellular networks, in addition to sub-cellular networks

(neuron and DNA-based simulations). It utilises the same framework as Geant4-

DNA whilst providing more specialised geometries aimed at radiobiological research.

Species Diffusion Coefficient (10−9m2s−1)

e−aq 4.9
•OH 2.2

H• 7.0

H3O+ 9.46

H2 4.8

OH− 5.3

H2O2 2.3

Table 3.1: Geant4-DNA Chemistry Diffusion Coefficients [78]

Reaction Reaction Rate (107m3mol−1s−1)

H• + e− + H2O −−→ e−aq 2.65

H• + •OH −−→ H2O 1.44

H• + H• −−→ H2 1.20

H2O2 + e−aq −−→ H• + H2O 1.41

H3O+ + e−aq −−→ H• + H2O 2.11

H3O+ + OH− −−→ 2 H2O 14.3
•OH + e−aq −−→ OH− 2.95
•OH + •OH −−→ H2O2 0.44

e−aq + e−aq + 2 H2O −−→ 2 OH− + H2 0.50

Table 3.2: Geant4-DNA Chemistry Reactions [78].
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Particle Physics Process Process Class Low Energy Limit High Energy Limit

Gamma Compton G4ComptonScattering 250 eV 100 GeV
γ Rayleigh G4RayleighScattering 250 eV 100 GeV

Conversion G4GammaConversion 1.022 MeV 100 GeV
Photo-electric G4PhotoElectricEffect 250 eV 100 GeV

Electron Ionisation G4eIonisation 250 eV 100 GeV
e− Bremsstrahlung G4eBremsstrahlung 250 eV 100 GeV

Table 3.3: Livermore Physics List Processes [85].

Particle Physics Process Process Class Low Energy Limit High Energy Limit

Gamma Compton G4ComptonScattering 250 eV 1 GeV
γ Rayleigh G4RayleighScattering 250 eV 1 GeV

Conversion G4GammaConversion 1.022 MeV 1 GeV
Photo-electric G4PhotoElectricEffect 250 eV 1 GeV

Electron/ Ionisation G4eIonisation 250 eV 1 GeV
Positron Bremsstrahlung G4eBremsstrahlung 250 eV 100 GeV
e−/e+ Annihilation G4eplusAnnihilation 250 eV 1 GeV

Table 3.4: Penelope Physics List Processes [85].

Particle Physics Process Process Class Low Energy Limit High Energy Limit

Proton Nuclear Scattering G4DNAElastic 100 eV 1 MeV
p Electronic Excitation G4DNAExcitation 10 eV 100 MeV

Ionisation G4DNAIonisation 0 eV 100 MeV
Electron Capture G4DNAChargeDecrease 100 eV 100 MeV

Electron Elastic Scattering G4DNAElastic 0 eV 1 MeV
e− Electronic Excitation G4DNAExcitation 8 eV 1 MeV

Ionisation G4DNAIonisation 10 eV 1 MeV
Vibrational Excitation G4DNAVibExcitation 2 eV 100 eV
Attachment G4DNAAttachment 4 eV 13 eV

Gamma γ Same as Livermore Model (Table (3.3))

Table 3.5: Geant4-DNA Physics List Processes [86]
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3.4 Conclusions

This chapter provides a solid background on MC theory with a description of how

it is applied to particle transport simulations and the software toolkits currently

available. The software used in this thesis are described in detail including the code

framework, optimisation methods and capabilities.

The quality of results and optimisation trade-off effect was highlighted and areas

where this balance can be improved are discussed. The key conclusions made from

this discussion are :

� simulating particle transport with MC simulations can become computation-

ally expensive with millions of events being processed simultaneously.

� optimisation methods including step sizes, production cuts and multi-threading

capabilities should be explored and tested for a speed up of processing time.

� any optimisation performed on the simulation should be compared with the

corresponding un-optimised version to ensure accurate results are still given.

� the geometry and physics sections of the simulation are the most memory

intensive and should be the focus of further optimisation studies.





4

Developing a Monte Carlo

Simulation of Radiation-Induced

Cell Death

In Chapter 2 the question of what makes an effective radiobiological model is ad-

dressed by reviewing the intrinsic physical, chemical and biological aspects that

influence cell irradiation and death. Current radiobiological models applicable to

hadron therapy which employ these concepts to estimate biological endpoints in-

cluding the survival fraction, DNA damage yield and chromosome aberrations are

also discussed. To simulate the dose-response of a tumour computationally, MC

simulation methods for particle transport were reviewed and methods for simulat-

ing detailed track structures with optimisation were investigated in the previous

chapter.

In the current chapter the conclusions developed in Chapters 2 and 3 are used

to design a Monte Carlo experiment to accurately formulate dose-response data for

proton radiation. The model used in this thesis is based on previously developed

models [48, 49,87]. The chapter is organised as follows :

1. cell geometry and composition,

2. cell irradiation parameters and beam delivery methods,

3. the characterisation of DNA damage and how it is quantified,

4. the repair processes simulated inside of the cells post-irradiation,

5. cell survival calculation

6. and how the simulations are undertaken using HPC methods.

We begin by providing an overview of what is achieved in the model and how

the model imitates a cell culture experiment, including geometry components; how

55
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cell irradiation and repair is simulated; the output information that is derived from

the simulations and the computational requirements, Figs.(4.1),(4.2). A discussion

of how the cell geometry is implemented into the simulation and insight into the

choice of cell dimensions and composition follows. Next the process of cell irradi-

ation is described with insight into the Geant4 physics models that were chosen,

how exposure conditions such as energy or LET are varied and how the beam was

delivered is also described. An outline of the physical processes simulated inside

the cells is provided. The methods used to characterise DNA damage of varying

complexity and how the repair process was simulated is described next. We then

discuss how the fate of a cell is determined (i.e. survival or death). We conclude

the chapter by describing how the simulations are performed on the Phoenix and

HPC1 supercomputing clusters (University of Adelaide, Adelaide, South Australia).

All simulation parameters used to generate our results are given in Chapters 7 and 8.

4.1 Simulation Schematic

The primary endpoint of the MC simulation is to calculate the survival fraction as

a function of dose and repair time, and in return RBE. This is achieved using a

number of stages, as outlined in Fig.(4.3), consisting of :

� a cell placement and irradiation stage (performed with TOPAS-nBio [84] cell

culture geometry),

� reducing the output from TOPAS to the relevant ionisations that contribute

to DNA damage (performed using Bash Scripting),

� characterising and quantifying the DNA damage inside each cell (performed

using MATLAB),

� the simulation of repair processes inside the cells,

� determining the fate of each cell (survival or death)

� the modelling of each cell’s probability of survival at various repair times

performed using a modified version of the MATLAB script developed in [48,87].

To observe the repair dynamics in the cell adequately, the fraction of cells sur-

viving was measured up to 40 hours post-irradiation at 15 second (for 0 ≤ t ≤ 60

seconds), 60 second (for 60 seconds < t ≤ 2 hours) and two hour (for 2 ≤ t ≤ 40

hours) intervals.

As a brief overview, each simulation consists of :

� a “world” filled with air,

� a cellular phantom (i.e. a box of randomly placed cells),
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� a growth medium (water),

� a scorer (for recording particle track information),

� and a particle source.

The exact radiation exposure and geometry conditions implemented in TOPAS

are discussed with more detail later in this chapter. To ensure that an adequate

statistical analysis of the results can be performed, every simulation was assigned a

different random seed to ensure statistical independence between results and each

measurement was repeated multiple times for every dose point. In TOPAS, random

seeds are implemented into a simulation using the command i:Ts/Seed = n where

n is an integer in the range 0 to 2147483647.

At the end of the cell irradiation stage, TOPAS outputs a series of “pTuple” (in

text format) and comma-separated value (CSV) files containing

� the xyz coordinates of the N randomly placed cells (N = 530 in this study),

� the xyz coordinates of every physical process undergone by all primary and

secondary particles,

� the name of the physical process undergone at every coordinate (i.e. ionisation

and excitation),

� the name of the organelle in which each event occurred,

� the energy deposited at the given xyz coordinates.

The TOPAS-nBio cell culture geometry source code originally did not provide

the positions of the randomly placed cells. To implement this, the corresponding

source code files were edited to output this information (the relevant changes made

to the source code are listed in red in Appendix A). A “pTuple” scorer was included

in the simulation parameter file to score the track information listed above. By

default, the pTuple scorer in TOPAS takes a snapshot of the ionisations in the ge-

ometry up to a given time 1. This was not suitable for the needs of the current model,

where the track information must be recorded for the entirety of the radiation stage.

The remainder of the workflow involved post-processing of the TOPAS output

using bash scripting commands and MATLAB scripts.

� The dose absorbed (Gy) by the cells was calculated

D =

ncells∑
i=1

Ei
mi

, (4.1)

1The default is 1µs.
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where Ei is the energy deposited in the ith cell (Joules) and mi is the mass of

the ith cell (kg).

� The ionisation events (i.e. the events where the energy deposited is ≥ 10.79eV)

are separated from the “pTuple” output file. A minimum energy deposition of

10.79eV was chosen because this is the ionisation threshold of liquid water [88],

which makes up the cellular composition in the simulation (discussed with

more detail in the following section).

� The number of ionisations are reduced according to a direct ionisation effi-

ciency factor of 35%, the origin of which will be explained later in this chapter.

� The characterisation and quantification of DNA damage is performed using a

series of MATLAB scripts, where the ionisations are reduced, clustered and

used to determine the probability of survival for each cell in the simulation.

This is discussed in more detail later in this chapter.

After all the simulation results are collected, the “pTuple” data file is compressed

and the yield of each DNA damage type, LET (keV/µm) and absorbed dose (Gy)

are written to a CSV file. Due to the detailed track structure simulated, the text file

containing the track information ranged from 60 to 100GB in size and the reduced

ionisation text file ranged from 2.5 to 25GB in size. This meant that each simulation

had large memory, run time and storage requirements.

Ideally, we would have simulated indirect events using the Geant4-DNA Chem-

istry model because chemistry plays an important role in cell death, especially in

the low-LET region [11]. However, the processing time and memory requirements

placed on each simulation with only the direct effects implemented were already

large and the chemical processes substantially increased these requirements. As a

result, we could not implement indirect effects due to time and computation power

constraints. Regardless, we explain how they would have been implemented into our

simulation if they had not needed to be omitted. We intend to include the chemical

processes in our future work.

These simulations were carried out on the Phoenix and HPC1 supercomputing

clusters (University of Adelaide, Adelaide, Australia). The memory requirements

and processing time increased exponentially for larger doses and varied according

to particle LET. High-LET beams required an average of 15 CPU cores with a pro-

cessing time ranging from 24 to 38 hours. Low-LET beams required > 45 hours on

average with the same number of CPU cores. This is because more particle tracks

are required per Gy of low-LET radiation, which was in the range of 106 per Gy.

High-LET radiation simulations required approximately 105 particles per Gy.

To ensure adequate statistics, the dose-response curves were formulated by mea-

suring eight dose points, with 20 to 30 repetitions each. Using the processing require-

ment metrics above, each dose-response curve required 104 core-hours of processing
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time. Two data sets were collected, one with the cells at zero depth in water and

energy-varied LET and one with depth-varied LET (i.e. the position in the Bragg

Peak is varied). Repeating the simulations substantially increased the storage re-

quirements. The Intersect external digital storage system was used to store the data.

Rodent

Organ

Cells

Rodent

Organ

Cells

Figure 4.1: An experimental schematic of our simulations on V79 Chinese Hamster
cells (Credit: Adamar Design).

Figure 4.2: A video of the simulation schematic shown in Fig.(4.1) (Credit:
Adamar Design).

https://intersect.org.au/space/
https://www.linkedin.com/in/adam-potter-aia-cdt-b0b40035/
https://www.linkedin.com/in/adam-potter-aia-cdt-b0b40035/
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n cells randomly placed

inside a box of dimensions

X × Y × Z

Cells are irradiated with

protons of mean Gaussian

energy E and 0.25MeV

FWHM

Ionisations are filtered

from the TOPAS output

(i.e. energy deposition

events ≥ 10.79 eV).

These isolated ionisation

events are reduced by the

chosen ionisation

efficiency (35%)

Cell positions imported

into MATLAB and

ionisations are clustered

into DNA damages of

varying complexity.

The number of each DSB

type is scaled according to

the fraction of the cell

volume that is occupied

by DNA to determine the

degree of damages that

induce a DNA SB.

Number of DSB (simple

and complex) which have

induced a DNA SB,

according to the TLK

model, are used to

determine the probability

of survival for each cell

and the survival fraction

of all cells.

TOPAS

Bash Scripting

MATLAB

OUTPUT

� Cell Position coordinates in CSV format.

� Track information including event coor-

dinates, energy deposited, particle and

process involved and the organelle affected.

� Dose absorbed by cells (Gy).

� Dose-averaged LET (keV/µm).

OUTPUT

� Text file containing ionisations only.

� The reduced ionisation text file.

OUTPUT

� Number and nature of DNA damages in

each cell.

� Surviving fraction.

Figure 4.3: Simulation workflow.
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4.2 Cell Geometry and Composition

A physicist’s view of the cell is often very simplified compared to that of a biolo-

gist. In many radiobiological models involving cellular targets, the cell structure is

more often than not, approximated by a sphere within another sphere to represent

two cell organelles, the cytoplasm and nucleus. In reality however, mammalian cell

structure is vastly more complex. A realistic cell cluster model would see each in-

dividual cell with a slightly different, non-uniform shape containing all organelles

including the mitochondria and endoplasmic reticulum, Fig.(4.4). However, this

would require large amounts of memory and processing time. In this thesis, the

initial cell model considered was a spherical model with additional organelles as is

demonstrated in [89] with the addition of mitochondria placed at random positions

inside of the cytoplasm. It was later decided that the cell membrane, mitochon-

dria and endoplasmic reticulum were not required because they receive a negligible

fraction of the overall energy absorbed by a single cell and it does not change the

dose delivered to the nucleus, nucleolus and cytoplasm significantly when they are

removed. For this reason the cell model chosen consisted of a nucleus, a nucleolus

and cytoplasm.

✓

✓

✓

Figure 4.4: A realistic model of a cell.

4.2.1 Chemical Composition and Morphology

The chemical composition of each organelle within the cell should influence the

ionisation yield due to the differences in mean excitation energy of the materials

present. However, it has been previously shown [89,90] that the ionisation yield does

not change substantially when a liquid water composition is used compared to that

of a realistic organelle. It has also been noted in Chapter 2 that the Geant4-DNA
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physics list is currently only available in liquid water phantoms. In an application

where the track structure should be modelled as accurately as possible, the Geant4-

DNA physics list is the preferred option over other low energy physics lists2. For

this reason, our model has already been limited to liquid water phantoms. In this

investigation the following parameters were implemented and tested :

� The first being a cell with liquid water organelles of the same density (1.0g/cm3)

and a cell made up of liquid water with their densities scaled to match that of

the corresponding organelle.

� The dimensions of the organelle used in this investigation are the same as those

used in [89], except for the endoplasmic reticulum (ER) which was widened

to account for the layering effect of the organelle surrounding the nucleus,

Fig.(4.4). The dimensions are based on the those of the average human cell

due to the lack of published data on this matter in the literature.

� The mitochondria organelles were not modelled in [89] but the capabilities of

the TOPAS-nBio radiobiology extension [84] made this simple to implement.

Each mitochondria is ellipsoidal in shape, meaning that the user must define

it’s major and semi-major axes dimensions. It is known that a single cell

contains many mitochondria, therefore TOPAS-nBio allows users to randomly

place a select number of mitochondria inside the cytoplasm of each cell. The

placement of mitochondria is randomised in the same fashion as the random

placement of cells utilised in the TOPAS-nBio cell culture geometry (discussed

below).

� The mitochondria content inside of a cell modelled after the V79 cell line3 has

been investigated previously in the literature [91]. The results of this study

showed that the mitochondria occupy 0.05% of the total cell volume with a

mean number of 90 mitochondria per cell. To implement these mitochon-

dria concentrations into our single cell simulation, a mean volume of the cell

occupied by a single mitochondria organelle was calculated and the ellipsoid

dimensions were selected based on this, Table (4.1). The density was chosen

to be the same as the cell membrane (1.1g/cm3) due to membrane material

making up most of its composition [92].

� The imperfect biology of the eukaryotic cell means that the morphology of

a single cell does not necessarily represent all cells of the same type [94].

Therefore, to achieve the most realistic simulation possible, the shape of every

cell should be unique. However, this is beyond the scope of this thesis and

2The Livermore and Penelope physics models.
3The V79 cell line is derived from the Chinese Hamster and is the most common cell line used in
radiobiological research. It was chosen because the dimensions of most of its organelles have been
previously reported in the literature.
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Parameter Name Parameter (unit)

a (Fig.(4.5)) 0.65 (µm)
b (Fig.(4.5)) 0.65 (µm)
c (Fig.(4.5)) 0.95 (µm)

Number of Mitochondria 90
Percentage Occupied by Mitochondria 0.05 (%)

Density 1.1 (g/cm3)

Table 4.1: Mitochondria Geometry Dimensions and Composition [93].

a

b

c

Figure 4.5: Ellipsoidal dimensions used to model the mitochondria.
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would require computation power too high to make the simulation repeatable.

Although this aspect could be subject to future investigations. In the current

model, the cellular dimensions were approximated.

� It was decided that spherical cells would be the most suitable, due to the

simplicity involved in avoiding cell overlaps.

TOPAS automatically induces an “overlap check” in all simulations. It is a sim-

ple check to perform for uniform shapes, however for non-uniform shapes this takes

much longer with more computation time required. The use of ellipsoidal cells in

Monte Carlo simulations has been investigated previously [89, 95] where the latter

compared ellipsoidal and spherical shaped cells by comparing their S-values4. The

results showed agreement within 20% between each shape. For this reason, it was

decided that the additional processing time required to calculate overlap regions

with ellipsoidal cells could not be justified because it would have a minimal effect

on the final outcome.

Figure 4.6: Chinese Hamster Ovary (CHO) cells in culture. (adapted from
https:// bioprocessintl.com).

4.2.2 Modelling Cell Organelles

This investigation was undertaken in TOPAS by irradiating a single cell phantom

like that shown in Fig.(4.7). The cell was exposed to 1,000 protons of mean energy

2MeV (Gaussian with 0.25MeV FWHM) and the relative energy deposited in each

4The S-value is the mean absorbed dose to a target region per unit accumulative activity in some
source region.

https://bioprocessintl.com
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Organelle Density (g/cm3) Radius (µm)

Nucleus 1.0 3.00
Nucleolus 1.1 2.00

Endoplasmic Reticulum 1.1 3.4, 3.6 (inner, outer)
Cytoplasm 1.0 9.00
Membrane 1.1 9.00, 9.01 (inner,outer)

Table 4.2: Cell Organelle Densities and Dimensions considered for testing purposes
[89,90].

Mitochondria

Membrane

Cytoplasm

Endoplasmic Reticulum

Nucleolus

Nucleus

Figure 4.7: A single cell.

organelle was calculated. This simulation was undertaken with the scaled and non-

scaled density liquid water cases described above (the densities used are shown in

Table (4.2)).

The relative energy deposited in each cell organelle in the scaled and non-scaled

density water phantoms is shown in Fig.(4.8). It is shown that the majority of

energy is deposited in the cytoplasm because its large volume fraction in the cell,

followed closely by the Nucleus and Nucleolus. The relative energy deposited in the

ER and Membrane are negligible (<1%). Overall the scaled and non-scaled density

cases do not appear to change the energy deposition significantly. This calls into

question the need for modelling these two cell organelles and whether the energy de-

position in the Cytoplasm, Nucleus and Nucleolus would change significantly if the

ER and Membrane were removed. To test this, the same simulation described above

was performed on a cellular phantom (with scaled-densities) with these organelles

removed. The result was not shown to change significantly in Fig.(4.9). This is due

to the negligible volume that these organelles occupy inside the cell. In light of our

findings, it was decided that the scaled-density liquid water phantom would be used

in subsequent simulations with the ER and membrane removed since they have a

negligible effect on the final result.
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Figure 4.8: Fraction of the total dose delivered to each organelle per track.

Figure 4.9: Fraction of the total dose delivered to each organelle per track with
the inclusion of the endoplasmic reticulum and membrane.
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1 s:Ge/MyCulture/Type=" TsCellCulture"

2 s:Ge/MyCulture/Material =" G4_WATER"

3 s:Ge/MyCulture/Parent ="World"

4 d:Ge/MyCulture/Container_HLX= 100 um

5 d:Ge/MyCulture/Container_HLY= 100 um

6 d:Ge/MyCulture/Container_HLZ= 20 um

7 i:Ge/MyCulture/NumberOfCells = 20

8 d:Ge/MyCulture/CellRadius =10 um

9 d:Ge/MyCulture/NucleusRadius= 6 um

10 s:Ge/MyCulture/Nucleus/Material= "G4_WATER"

Figure 4.10: Defining a cell culture geometry in a TOPAS parameter file.

4.2.3 Implementing Cellular Geometry into the Current

Model

In this study, the cell line of interest is the V79 cell derived from a Chinese Hamster.

As previously mentioned, there is no single cell size for a given cell line as shown

in Fig.(4.6). For this reason a single cell size is not reported in the literature but a

typical range of sizes can be taken from the literature to determine an average size.

The V79 cell line has been previously reported to have an average radius of 8.5µm

with a mean nucleus radius of 7µm [96]. The dimensions of the nucleolus across

different cell lines are not typically reported in the literature, so a radius of 5 µm

was used in the simulation as was the case in [48].

The random placement of cells is a process built into the TOPAS-nBio ex-

tension framework and is known as the cell culture geometry (with class name

TsCellCulture). In this class, a number of spherical cells with given dimensions

and composition are placed inside a box at random. Each of these parameters is

defined by the user inside the parameter file (see Fig.(4.10)).

This random placement is implemented in Geant4 using the toolkit’s random

number generator class G4UniformRand() which gives a uniform random number

distribution in the range [0, 1]. This range is adapted to fit the cells of a given

radius inside of a cube with half length dimensions HLX × HLY × HLZ by defining

the coordinates for each cell to be

x = (2*G4UniformRand() - 1)*(HLX - CellRadius),

y = (2*G4UniformRand() - 1)*(HLY - CellRadius),

and z = (2*G4UniformRand() - 1)*(HLZ - CellRadius).

This random placement of cells is necessary to simulate the way in which cells are

plated in a real cell culture experiment as shown in Fig.(4.11). Positioning the cells
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in a lattice structure would not achieve this stochastic nature present in experiment,

because the cells would have similar probabilities of being hit across all simulations.

Implementing a random seed as described above ensures that the cells are arranged

differently in every simulation. Each cell is checked for overlapping with previously

placed cells by comparing the Euclidean distances between the centre of the cell

being placed and all other cells. If the Euclidean distance is smaller than twice

the radius of the cell (8.5µm in our simulations), the cell will be placed in different

positions until no overlap is present.

Figure 4.11: Randomly placed cells irradiated with a monoenergetic (1MeV) pro-
ton beam in a water medium using TOPAS. The magenta tracks represent proton
events and the green tracks represent electron events.

The cell culture itself is positioned in the centre of a world composed of air with

dimensions 20 × 20 × 20mm. The cells are arranged in a mono-layer formation5.

Such behavior is derivative of cell culture experiments. A realistic tumour growth

model was developed in [89], however the computation and memory time required

to implement this into the current model would be too large considering the need for

multiple repetitions of the each simulation to allow an adequate statistical analysis

to be performed.

5Meaning that the cells are laid flat on a surface.
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4.3 Cell Irradiation

Let us recall the following points made in Chapters 2 and 3.

� DNA breaks are the primary pathway to cell death and are caused by direct

and indirect ionisation events on or in the vicinity of a DNA segment.

� Ideally all interaction processes with all cell organelles would be simulated in

this model however this is not feasible because of the computational require-

ments and the need for simulation repeatability.

� The optimal trade-off between accuracy and simulation optimisation must be

determined, meaning that aspects that have a strong influence on the result

should be modelled. Aspects of optimisation with a negligible impact on the

results whilst causing an increase in processing time and/or memory can be

discarded from the simulation workflow.

The irradiation of the cell model developed in Section (4.2) was designed with

these points in mind.

4.3.1 Beam Delivery

The proton beam is delivered as a pristine Bragg Peak of varied mean energy. Note

that other beam delivery methods such as the spread-out Bragg Peak (SOBP) and

pencil beam delivery methods can be tested. However, this could not be performed

in this thesis due to time constraints.

The geometry of the simulation with dimensions and compositions is depicted

in Fig.(4.12). The source generates the number of protons specified by the user. A

time of delivery can also be defined using “sequential times” and is implemented by

defining a initial and final time with n steps in between. Time features allow a dose

rate to be defined which was kept at approximately 60 seconds per Gy for all of our

simulations.

The dose was varied by the number of primary protons generated. We have dis-

cussed the number of primary particles required to generate 1Gy of absorbed dose

for different LET values above. It is worth noting that the absorbed dose is linearly

correlated with the number of primary particles produced. The beam itself is gener-

ated such that the entire cell culture volume is irradiated. The beam specifications

are used in the simulations are provided in Appendix B.

The beam characteristics and profile within the world were kept constant through-

out all simulations performed short of the mean beam energy. In a real world setting,

the beam profile is adjusted using a series of scattering and modulating filters. These
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devices play an important role in the sparing effect of healthy tissue. In the sim-

ulations, this was emulated by adjusting a series of position and scattering angles

such that the cell culture fell entirely within the high dose region of the beam in the

xy-plane, Fig.(4.13). The beam characteristics implemented in our simulations are

summarised in Table (4.3) below.

Parameter Description Parameter (unit if applicable)

Source Type Beam

Particle Type Proton

Gaussian Mean Beam Energy 1 to 50 (MeV) (giving an LET of 0 to 40 keV/µm)

Beam Energy Spread 0.25MeV FWHM

Beam Shape Rectangle

Beam Position Distribution Flat

Beam Angular Distribution Flat

Beam Position Cutoff (XY) 820 × 820 µm

Beam Angular Cutoff (XY) 10 (degrees)

Beam Angular Spread (XY) 0.01 (degrees)

Table 4.3: TOPAS parameters implemented to control the shape and scattering
angles of the beam. These parameters must be defined for a particle source in
TOPAS.

4.3.2 Methods of LET Variance

The primary endpoint of these simulations is a series of dose-response curves with

varying energy and therefore LET, measured up to 40 hours post-irradiation. The

purpose of measuring cell survival at multiple times after irradiation is to observe

the repair dynamics in cells as they progress through the cell cycle. The mean en-

ergy and hence LET in the cell can be varied using two methods. The first is to

position the cell culture at a depth of 0 µm in liquid water where the mean energy

is varied between 1.6 and 50MeV, resulting in proton LET variance between 1 and

40keV/µm. A total of 11 dose-response curves were generated using this method.

The second method of LET variance is performed by maintaining a constant

mean energy6 from the particle source whilst varying the depth of the cell culture in a

liquid water medium. The range of a 20MeV proton beam in water is approximately

4.20mm, Fig.(4.14). As discussed in Chapter 2 the proton energy will decrease

gradually in the entrance and proximal regions (0 to ∼3mm depths) and rapidly

in the Bragg Peak region (> 3mm). In this study, depths across all PDD regions

were chosen, Fig.(4.15). A 20MeV proton beam was used for this study due to

the wide range of LET that it provides. This allows for more comparison with the

energy-varied LET study described above.

6In the context of this study, the energy is 20MeV
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Figure 4.12: Experimental setup in the TOPAS simulation with dimensions indi-
cated.
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Figure 4.13: A heatmap of the beam profile within the world. The black box
represents the outline of the cell culture.
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Figure 4.15: The 20MeV proton beam PDD and dose-averaged LET as a function
of depth in liquid water with the depths studied using the current model indicated.
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4.3.3 Ionising Radiation and Its Interactions with the

Cellular Environment

4.3.3.1 The Physical Interactions Modelled in the Cells

The interactions of a particle traversing matter are implemented through the use

of Geant4 physics models, three of which were considered for this thesis. These

are the Geant4-DNA, Livermore and Penelope physics models. These models were

chosen because they have been widely claimed to be the ideal for microdosimetry

applications where clinical proton beam energies are used [76, 89]. The simulation

used to test these models consisted of liquid water phantom of dimensions 1 × 1

× 1 cm (a cube) with a single proton of mean energy between 1 and 20MeV prop-

agating through it. The output showed that substantially more ionisation events

were recorded along the track when Geant4-DNA was used compared with the Liv-

ermore and Penelope models7, Fig.(4.16). The Penelope physics list was quickly

ruled out because it has a smaller energy range in which interactions can occur

than the Livermore model. It was decided that Geant4-DNA would model DNA

damage on the nano-scale with the most accuracy of the three candidates. However,

a detailed track structure is not required in all geometrical regions in the simulation.

Recall that our key aim at this stage of the simulation is to estimate DNA

damages as accurately as possible. This means that the only places where a detailed,

nano-scale track structure is required, is in these regions of the cell that contain

DNA. Bearing this in mind, the optimisation method (see the discussion in Chapter

3) of region-based physics lists was implemented into the simulation by using a

combination of Livermore and Geant4-DNA physics models in the cell organelles

that contain DNA (i.e. the nucleus). Damage to the cytoplasm and nucleolus do

not play a significant role in cell death, therefore it was decided that this region did

not require the computationally expensive Geant4-DNA physics model, Fig.(4.17).

For this reason, only the Livermore physics list was used in these regions as well

as the “world” where a detailed track structure would cost unnecessary amounts of

memory and processing time with no gain in accuracy. Table (4.4) summarises all

of the physical processes simulated inside of the cells by each of the chosen physics

models.

7In this thesis an ionisation is defined as an energy deposition ≥ 10.79eV
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Geant4-DNA                           Livermore                             Penelope

Figure 4.16: A 1MeV proton track of length 0.1µm in water using different low
energy physics models in TOPAS.

Figure 4.17: A single cell with the Livermore physics model implemented in the
cytoplasm (blue) and a combination of the Livermore and Geant4-DNA physics
models in the nucleus and nucleolus (red and yellow). The pink and green tracks
represent protons and electrons respectively.
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4.3.3.2 Chemical Interactions

Recall the stages of radiation cellular response from Chapter 2. The physico-

chemical and chemical stages contribute to DNA damage through indirect inter-

actions. Geant4-DNA chemistry is capable of simulating these interactions through

radiolysis reactions with water and is available in the TOPAS-nBio framework [104].

This begins with the ionisation of water molecules producing a series of highly reac-

tive chemical species before undergoing dissociation into a number of species capable

of interacting with the surrounding environment. The diffusion of each molecule is

governed by the diffusion coefficients presented in Chapter 3 occurring via Brownian

motion.

The simulation of chemical species in Geant4-DNA chemistry proceeds on a time

scale, beginning at 1ps and continuing until 1µs, Fig.(4.18). This time dependence

allows the user to select a time resolution for chemical species which is equivalent

to the step size of physical interactions occurring over time instead of distance. If

this were not implemented in the simulation, the processing requirements would

be too large, even with the computational power currently available. Due to the

processing time and large memory requirements, the chemical interactions could

not be included in this study. Due to the geometry complexity combined with the

high-LET radiation used and large number of primary particles generated, we expe-

rienced regular simulation crashes and the generated output files were too large for

post-processing. A focus of future work will be to implement indirect effects such

that the processing memory requirements are smaller8.

The importance of indirect damages, particularly in low-LET particle beams,

has been highlighted previously. Therefore, it should be noted that the low-LET

survival fraction is most likely overestimated. Because of time constraints and large

memory requirements we were unable to implement such processes into our simula-

tions. However, we report how the indirect processes would be implemented had it

been feasible.

The time-dependent yield of different radiolytic species suggests a higher con-

centration of charged, highly reactive species at the beginning of the chemical

stage [104]. As time progresses, these species react to form neutral, less reactive

species which have a smaller contribution to indirect DNA damage. Therefore, this

means that a high time resolution is not necessary at later times in the chemical

stage. Geant4-DNA chemistry and TOPAS-nBio allow different time resolutions to

be defined for selected time intervals of the chemical stage. Considering the higher

yield of reactive species at the beginning of the chemical stage, a higher resolution

was used at this time. It was decreased further with increasing virtual time. For

this reason, the chemistry stage was also ended at 2.5ns due to the high number of

8Post-processing includes characterising of DNA damages, calculations of repair and survival which
are discussed later in this chapter.



4.3. Cell Irradiation 77

Figure 4.18: A single 1MeV proton propagating through a liquid water medium
with Geant4-DNA physics and chemistry models implemented at virtual times 1ps,
100ps, 2.5ns and 1µs. Each species are coloured as follows: proton (blue), elec-
tron (red), H2O (cyan), Hydrogen Peroxide - H2O2 (magenta), Hydronium - H3O+

(green), Hydrogen - H• (yellow), Dyhydrogen - H2 (orange-yellow), Hydroxide - OH−

(orange), Hydroxyl - OH• (pink-purple) and Solvated electron - eaq
− (purple).
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primary particles required per simulation. The suggested time steps and resolutions

that would have been implemented if indirect effects were simulated are summarised

in Table (4.5).

Virtual Time (ps) Time Resolution Step (ps)

1 - 10 0.1

10 - 102 1

102 - 103 3

103 - 104 10

104 - 106 102

Table 4.5: Appropriate time steps for radiolysis reactions if chemistry processes
were implemented.

4.3.3.3 Characterising DNA Damage of Varying Complexity

In experiment we define a cell as dead if it has lost all “reproductive ability”. A cell

is classified as such when it cannot proliferate for an extended period time or it has

undergone apoptosis or necrosis. A cell can die as a result of a single lethal lesion

however its probability of death increases with the number of lethal lesions [23].

In the current study cell death is defined according to the number of lethal lesions

present with repair time which is discussed with more detail in following sections.

However, to determine the number of lethal lesions present in each cell we must

first characterise the damage complexity inside of each cell. The next three sections

follow the procedure provided in Fig.(4.19).

DNA damage can come in various forms and complexities, meaning that some

repair quickly and others slowly with some becoming susceptible to mis-repair. It

is the number of DSB damages containing ≥ 2 strand breaks inside a cell that will

be used to determine its probability of survival [33]. In the simulations used in the

current study an ionisation cluster is defined as a series of damages that exist within

a 3.4nm radius9, Fig.(4.20). One limitation of this model is that the DNA struc-

ture is not physically simulated in the nucleus. Instead, a MATLAB code adapted

from [48] is implemented to spatially map ionisations onto a DNA segment by scaling

the total damage in the nucleus by the fraction of the cell volume that is occupied

by DNA. The nucleus is made up entirely of water with the nucleolus inside and it

is determined which damage breaks the DNA during post-processing.

The DNA damage complexity is estimated using the clusterdata algorithm

available in MATLAB. First the ionisation events were sorted into the cells in which

they occur. The ionisations that occured inside of the DNA deficient cytoplasm and

nucleolus were removed from further processing by checking if the distance between

93.4nm = 10 base pairs on a DNA segment.
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Import Cell
and Ionisation

Coordinates from
TOPAS output

Sort all ionisa-
tions into cells.

Select
first/next cell.

Cluster damages
in a given cell

to identify
the number
of damages
and types.

Last cell?

Apply TLK
model from [48]
to determine the

cell’s survival
probability.

Last cell?

OUTPUT 1
Ionisation yield cell−1.

OUTPUT 2
Yield of SSB, DSB
and complex DSB

per cell.

OUTPUT 3
Number of lethal

lesions present
at repair time t.

OUTPUT 4
Survival Fraction.

no

yes

no yes

Figure 4.19: Flowchart describing the characterisation of DNA damages, the
counting of lethal lesions and calculation of survival fraction.
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centre of the cell and the x, y and z coordinates of the ionisation events were in

between the radius of the nucleolus (5 µm) and the nucleus (7 µm). This was done

by computing the Euclidean distance between every ionisation event and the centre

of each cell. All distances less than the ith cell radius were placed in the ith position

of a 1 × n cell array where n is the number of cells, Fig.(4.21). Once sorted into

cells, the ionisations are clustered using the command,

c = clusterdata(X,’criterion’,’distance’,’cutoff’,3.4e-3...

,’distance’,’euclidean’,’linkage’,’centroid’,’savememory’,’on’);.

where X represents the ionisations present in a single cell. The additional options

perform the following operations.

� criterion : the variable that dictates how the points are clustered.

� cutoff : the maximum radius at which the points can be clustered10.

� distance : defines how the distances between each pair of points is calculated.

In this case the Euclidean distances are used.

� linkage : defines how the clusters are separated. Centroid linkage was used

to pinpoint the centre of each cluster which was determined by calculating the

cluster’s unweighted centre of mass.

� SaveMemory : defines whether the distances between points are calculated at

one time and stored in a matrix or they are calculated once without being

stored in the memory. When the memory requirements to store the matrix

are too large, this option should be set to “on”.

within 20

 bp on DNA

 100 nm

Ionisation Clusters

Figure 4.20: The clustering of a group of occurrences damages of from an ionisation
track.

10In this case it is the length of 10 DNA base pairs.
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The output of this function is a series of integers representing the cluster in-

dices11, Fig.(4.20). The centroid option enables cluster centroid positions in close

vicinity to be merged into a single cluster. This prevents the same ionisation events

from being assigned to multiple clusters and allows major DSB clusters to be de-

fined12, Fig.(4.22).

1 for i = 1: length(Cell_Position)

2

3 %Euclidean distance between each energy deposition and cell

position

4

5 Euc_Dist = sqrt (((( Cell_Position(i,1)) - (Ionisations (:,1))

).^2) ...

6 + ((( Cell_Position(i,2)) - (Ionisations (:,2))).^2) ...

7 + ((( Cell_Position(i,3)) - (Ionisations (:,3))).^2));

8

9 mask = (Euc_Dist <= Cell_Radius);

10

11 Ionisations_Sorted{i} = Data(mask , :);

12

13 end

Figure 4.21: The code used to sort ionisation events into cells.

After each ionisation event has been assigned a cluster index, the relative ioni-

sation complexity of each cluster is defined as a single strand break (SSB), simple

double strand break (DSB) or complex double strand break (DSB). Once these re-

sults are known, they can be scaled according to the fraction of the cell volume that

is occupied by DNA. The model approximates the DNA segment to be a cylindri-

cal volume of radius 1nm (10Å) and height equal to the genome length (GL) of

the DNA segment. The GL range is unique to the cell line and can vary between

cells according to different cell conditions [105]. The literature also reports different

genome lengths for the V79 cell [48,106–108]. To account for the variation of GL in

the V79 cell under different conditions, every cell in the simulation was assigned a

random, Gaussian distributed GL according to GL∼ N (3.8, 1.5) Gbp. Using this,

the relative fraction of each cell that is occupied by DNA can be calculated with

VFraction =
r2
DNALDNA

4
3
r2
Cell

, (4.2)

where rDNA is the radius of the DNA cylinder (10Å), rCell is the radius of the cell

and LDNA = GL × 0.34nm13.

11i.e. max(c) from the above function would give the number of clusters in a single cell
12multiple DSBs merge to form a single DSB of higher complexity
13The bases in a DNA segment are spaced 0.34nm apart.
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(a) A series of ionisations sorted into minor
clusters.

(b) Ionisation minor clusters from (a)
merged into major clusters.

Figure 4.22: Ionisations clustered in MATLAB using the clusterdata function.

The number of DSBs are scaled by VFraction to estimate the number of ionisa-

tion clusters that occurred on or in the vicinity of a DNA segment, Fig.(4.20). The

efficiency with which ionisations induce strand breaks can be related to the concen-

tration of oxygen within the cell [29, 57]. It has been discussed previously in this

thesis that a lack of oxygen in the cellular environment can decrease the radiation

sensitivity of a cell.

4.3.4 Efficiencies of Strand Break Induction on DNA.

The role of oxygen (pO2) concentration inside a cell has been previously shown to

have an effect on the DNA damage yield efficiency, decreasing with a lack of oxygen

due to a lower availability of reactants. This concept has been previously modelled

using probabilities of direct and indirect ionisations causing strand breaks on the

DNA segment or in its first hydration layer [57], Fig.(4.23). Their objective was to

model SB induction with the oxygen enhancement ratio which can vary between cell

lines. The cell line of focus in this thesis (the V79 Chinese Hamster cell) has been

experimentally shown to have an OER of ∼3 [93,109].

Recalling the definition from Chapter 2, OER can be related to the probability

of a SB being induced under oxic ([pO2] = 0 mmHg) and hypoxic ([pO2] = 760

mmHg) conditions as follows

OER([pO2]) =
Pr([pO2] = 760mmHg)

Pr([pO2] = 0mmHg)
, (4.3)

according to [57].

The model developed in [57] assumed that under oxic conditions, the SB effi-

ciency for both direct and indirect ionisation events is 100%. Assuming an OER

of 3, the range of direct SB efficiency in V79 cells is 0.33 → 1 using Eq.(4.3). The
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direct SB efficiency used in [48] was 30%. In our simulations the cells were assumed

to have a small concentration of oxygen to more accurately simulate the hypoxic14

conditions typical in a tumour.

2 nm

3.4 nm (10 bp)

Figure 4.23: A DNA segment with its first hydration layer.

The decrease in radio-sensitivity due to a lack of oxygen was implemented into

the current simulation by randomly sampling 35% of the output file from TOPAS

containing the ionisations. This was achieved by counting the total number of

ionisations occurring inside the cells and using the Bash Scripting command shuf,

to randomly select 35% of the lines from a file,

shuf -n X filename

where X is the specified number of lines to be randomly chosen. The result of this

process is a series of ionisation events that can be considered efficient under the

oxygenation effect. This command is performed on the TOPAS output prior to the

clustering stage performed in MATLAB, Fig.(4.3).

4.4 Cell Death & Repair

In the final stage of the simulation we model the response of each cell to the amount

of damage present inside. We have previously discussed the repair mechanisms that

cells undergo in Chapter 2. In this part of the simulation we adapt a MATLAB

code from Refs. [48, 87] which model the repair of DNA damage and predicts the

probability of survival for a single cell at repair time trep according to the number

of lethal damages present. The TLK model [33] from [48, 87] is used to determine

the probability of survival of each cell in our simulations for repair times up to 40

hours. Ultimately, this model from allows us to determine the damage yield in each

cell and the survival fraction

SF =
N

N0

, (4.4)

14Lack of oxygen.
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where N is the number of cells that survived at repair time trep and N0 is the total

number of cells in the simulation (i.e. N0 = 530). It is assumed that 100% of the

cells are alive prior to irradiation. We discuss how the process of determining cell

death and repair is undertaken in more detail below.

4.4.1 The Two-Lesion Kinetic (TLK) Model

The TLK model [33] was briefly introduced in Chapter 2, however it will be dis-

cussed with more detail in this section because it is used in the current study to

calculate the survival fraction. We know that the primary mechanism for cell death

is through DNA DSB formation where a DSB is defined as a cluster of damage on

a single DNA strand within a distance of 10 to 20 bp. A number of these damage

clusters will repair, mis-repair or become lethal15 which affects the cell’s probability

of survival.

Firstly, the DNA damages capable of causing a lethal lesion is sorted into two

categories, (i) the simple DSB (Type I) and (ii) the complex DSB (Type II). The

formation, repair and mis-repair of each type as a function of time t per cell is

defined by two first-order differential equations :

dL1(t)

dt
= 2Ḋ(t)Y Σ1 − {ε1 + λ1}L1(t)− L1(t)[η1L1(t) + η1,2L2(t)] (4.5)

and

dL2(t)

dt
= 2Ḋ(t)Y Σ2 − {ε2 + λ2}L2(t)− L2(t)[η1,2L1(t) + η2L2(t)] (4.6)

where L1(t) and L2(t) are the number of simple and complex DSB present at time

t, respectively. The number of lethal and non-lethal (mis-repaired) lesions (Lf and

Lm, respectively) present in a cell at repair time t = trep are described using,

dLf (t)

dt
= [(1−a1)β1λ1 + ε1]L1(t) + [(1− a2)β2λ2 + ε2]L2(t)+

γ1η1L1(t)L̄1(t) + 2γ1,2η1,2L1(t)L2(t) + γ2η2L2(t)L2(t)

(4.7)

and

15Recall that a lethal lesion cannot repair and leads to cell death. A mis-repaired lesion causes
instabilities within the cell but may cause cell death and with a lower probability than lethal
lesions.
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dLm(t)

dt
= (1− a1)(1− β1)λ1L1(t)+(1− a2)(1− β2)λ2L2(t)+

(1− γ1)η1L1(t)L1(t)+(1− γ2)η2L2(t) + 2γ1,2η1,2L1(t)L2(t).

(4.8)

The parameters are defined as follows,

� Ḋ(t) is the dose rate with respect to time.

� Y represents the number of base pairs (bp) per cell.

� Σ1,2 is the expected DSB yield of Type I and II DSBs per base pair per Gy

(the factor of 2 converts this value to nucleotides16 per Gy because there are

two nucleotides per base pair).

� L1,2 represents the formation of Type I and II DSBs.

� λ1,2 is the probability of Type I and II DSB repair respectively per unit time

[hr−1]

� η1,2, η1 and η2 are the binary interaction probabilities (i.e. the probability of

two or more separate DSBs interacting during the repair process) between

Type I and II, Type I only and Type II only, respectively.

� a1,2 is the fidelity parameter for linear repair.

� ε1,2 represents the physio-chemical fixation of Type I and II DSBs17.

� β1,2 is the probability of incorrect repair of each DSB type per unit time [hr−1].

� γ1,2 is a correction term that accounts for the formation of non-lethal chromo-

some aberrations [33].

The lower and upper bounds placed on the model are,

0 ≤ β1, β2, a1, a2, γ ≤ 1

and 0 ≤ λ1, λ2, η1,2, η1, η2,Σ1,Σ2.
(4.9)

This version of the TLK model contains many biological parameters, making its

application a very cumbersome task. For this reason, it is suggested in [33] that the

following simplifications can be made.

� The parameters η1,2, η1 and η2 can be condensed into a single binary mis-repair

parameter η. Similarly for γ1, γ1,2, and γ2.

16Recall that a nucleotide contains a single DNA base binded to the strand.
17Physio-chemical fixation occurs when the “sticky ends” of a broken DNA segment interacts

irreversibly with other proteins or DNA-bound molecules forming a chromosome break [33].
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� ε1 = ε2 = 0, indicating no DSB repair fixation.

� a1 = a2 = 0, indicating that a repaired DSB will always result in a lethal or

non-lethal mutation.

Making use of the simplifications recommended reduces the model to a much

more manageable 10 parameters resulting in Eqs.(4.5)-(4.8) being re-written as fol-

lows :

dL1(t)

dt
= 2Ḋ(t)Y Σ1 − λ1L1(t) + ηL̄1(t)[L1(t) + L2(t)], (4.10)

dL2(t)

dt
= 2Ḋ(t)Y Σ2 − λ2L2(t) + ηL2(t)[L1(t) + L2(t)], (4.11)

dLf (t)

dt
= β1λ1L1(t) + β2λ2L2(t) + γη[L̄1(t) + L2(t)]2, (4.12)

dLm(t)

dt
= (1− β1)λ1L1(t) + (1− β2)λ2L2(t) + (1− γ)η[L1(t) + L2(t)]2 .

(4.13)

Now the parameters in the above model can be calibrated to experimental dose-

response curves by reducing the weighted Pearson’s χ2 goodness-of-fit parameter,

χ2 =
1

N2

N∑
i=0

wi[Xi − Pi]2. (4.14)

A strategy suggested in [33] is to calibrate parameters η, λ1, λ2 and Σ2 to an

existing dose-response curve with the remaining parameters set to reasonable values

given in Eq.(4.9). In the context of this thesis, this is achievable with Type I and

II DSB yields being predicted before the TLK model is applied. The calibration of

the parameters in the TLK model to experimental data in this thesis will be imple-

mented in Chapter 7.

The nature of the differential equations in the TLK model can make them difficult

to solve analytically. In [48], Euler’s method was applied to solve Eqs.(4.11)-(4.13)

numerically in each cell at repair time trep (with Ḋ(trep) = 0 because the mea-

surements are made after irradiation has stopped). In this method, iterations are

performed for a small time step ∆trep from trep = 0 to the maximum repair time,

subject to the boundary conditions Lf (0) = Lm(0) = 018. The expressions are as

follows :

18No damages have been classified as lethal or non-lethal at trep = 0 because they have not been
given time to repair.
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L1(t+ ∆t) = L1(t)− (λ1L1 + ηL1(L1 + L2))∆t , (4.15)

L2(t+ ∆t) = L2(t)− (λ2L2 + ηL2(L1 + L2))∆t , (4.16)

Lf (t+ ∆t) = Lf (t) + (β1λ1L1 + β2λ2L2 + γη[L1 + L2]2)∆t , (4.17)

where L1 and L2 are the number of Type I and II damages present at time t+ ∆t,

respectively. The number of lethal damages at time t are calculated using Eqs.(4.15)-

(4.17) for every time step t+ ∆t, until the desired repair time trep is achieved.

The survival probability of each cell can be calculated using S = exp(−Lf ) and

compared with a uniform random number to decide whether the given cell is dead

or alive. Then the survival fraction is calculated by taking the ratio of the number

of cells that survive and the total number of cells in the simulation N0. We then

calculate the mean of 10 repetitions of the repair and survival fraction calculations.

This same approach is adopted in this study. The MATLAB code used to perform

these calculations is adapted from Appendix D in [87]. It is important to note that

this script contains an error in the expressions of L1 and L2 and it has been corrected

for use in our studies.

4.4.2 Methods of DNA Repair

The TLK model parameters do not explicitly model the DNA repair processes de-

scribed in Chapter 2 (NHEJ and HR). Instead, the biological repair mechanisms are

sorted into first- and second-order processes where a first-order process describes

two corresponding broken DNA strand ends rejoining and a second-order process

describes the rejoining of ends from different DNA strands, Fig.(4.24). This is be-

cause the probability of each rejoining process can change with Type I and II damage

yield. It is known that the damage yield changes with dose and particle LET, sug-

gesting that the binary repair parameter η should have particle LET dependence due

to the increased probability of interaction between individual DNA damage clusters.

Conclusively, whilst the repair pathways are not modelled individually in the TLK

model, they can be linked to the defined repair probability parameters.

4.5 Assumptions Made in the Current Study

As with many models across all fields of science, the current model accompanies

a series of assumptions. Modelling a highly complex, stochastic system such as

nanoscale multi-cellular irradiation can be computationally intensive and require a

large amount of storage, particularly when measuring multiple biological endpoints,

as we do here. This section provides an overview of the assumptions made in the
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First-order Repair

Second-order Repair  

Figure 4.24: Methods of DNA repair accounted for in the TLK model.

current model from which our measurements in Chapter 7 are made.

Our assumptions arise from the geometry, irradiation and DNA repair mecha-

nisms. The cellular geometry is extremely simplified in comparison with a realistic

mammalian cell, Fig.(4.4). The morphology of the V79 cell are assumed to be

spherical while a realistic cellular geometry should be non-uniform and unique in

shape to other V79 cells. The cellular dimensions are also taken to be homogeneous

inside the cell culture. Cell morphology is highly dependent on the conditions in

which the cells are kept and can be completely different from another group of the

same cell line kept in different conditions. The DNA genome is also assumed to

be normally distributed due to a wide range of values being reported in the litera-

ture [46, 107, 108]. This results in differing response to ionising radiation [110]. In

the current work, time permitted only one set of cellular conditions to be simulated.

The cellular response to ionising radiation is assumed to stem from DSB dam-

ages to the DNA genome inside the nucleus. This is a common assumption made

in radiobiological models, likely the result of optimisation for processing times. We

assume that the major source of radiation-induced cell death is DNA damage inside

the nucleus, however we have previously discussed that the mitochondria contain

small amounts of DNA. Furthermore, the cell cycle phase and other biological con-

ditions can impact the DNA damage yield after irradiation.

The DNA damage repair mechanisms are very complex and additionally are de-

pendent on conditions within the cellular system. The TLK model is the key source

for the post-irradiation repair stage of our simulations. The TLK model assumes

two DNA damage complexity types. The differential equations used to describe

the change in Type I (L1) and Type II (L2) damage demonstrate that they should

decrease with time, Eqs.(4.15)-(4.17). This is consistent with experiment because
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most of the damages will repair when sufficient time is given for them to do so. The

equation describing the number of lethal damages present with time, Lf (Eq.(4.13)),

suggests that the lethal damage will increase with time. In experiment, one would

expect the number of lethal damages to decrease as the Type I and II damages

undergo repair. It is therefore a property of the TLK model that the lethal dam-

ages are accumulated with time according to the number of Type I and II damages

present. Therefore, the experiment and the model do not conflict with each other.

The time during and after irradiation are separated completely in the current

model. This means that the repair processes are assumed to begin as soon as irradi-

ation has stopped. In experimental conditions, this is not the case because the cell

will begin to repair DNA lesions immediately after they are induced. Ideally, one

could run the irradiation and damage repair simulations concurrently and the re-

sults can be collected over a single time scale. However, the MATLAB and TOPAS

scripts could not be run concurrently. This could be made possible in future work.

4.6 High-Performance and Parallel Computing

Methods for Particle Transport Simulations

For computation-intensive simulations such as that described in this chapter, it is

often beneficial to utilise high performance computing (HPC) infrastructure and

parallel computing processes to improve performance. When performing simula-

tions involving multiple processes that are independent from each other, parallel

processing can significantly decrease processing times by distributing these indi-

vidual processes among multiple workers (CPU or threads) to run simultaneously,

Fig.(4.25). This is therefore highly applicable to particle transport simulations.

The multi-threaded capabilities of Geant4 and TOPAS allow individual parti-

cle events to process over a number of threads selected by the user. To enable

this option in a TOPAS simulation, the user simply needs to include the command

i:Ts/NumberOfThreads = n where n is the number of requested workers. While

logic may tell us that increasing the number of threads will always result in code

speed up, this is not always the case. As a benchmark example, identical TOPAS

simulations were performed with the parameters outlined in Tables (4.6) and (4.7)

(with mean proton energy of 2MeV and 200,000 primary particles) on a PC. The

PC used was an Intel i7-8700 (3.20 GHz, 6 CPU cores and 12 threads) and the sim-

ulations were run identically across 1 to 12 threads. The CPU time as a function of

the number of threads is shown in Fig.(4.26) and indicates an increase in processing

time when more than 6 threads are used. Therefore, in this situation the optimal

number of threads to use is in the range of 1 to 6. Recalling that the PC used for

these simulation contains 6 cores, it is possible that the optimal number of threads
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Input

Initialise Run 3

Initialise Run 2

Initialise Run 1

Execute Run 3

Execute Run 2

Execute Run 1 Finalise Run 1

Finalise Run 2

Finalise Run 3

Output

Thread 1

Thread 2

Thread 3

Figure 4.25: The concept of multi-threading across 3 workers applied to a Geant4/
TOPAS simulation.

to request per simulation should be within the number of CPU cores available. A

similar method is to be applied when running simulations on different machines.

The effect of this speed up can be further enhanced using a HPC cluster which

allow multiple software with high memory and CPU requirements to run simulta-

neously. These simulations can be submitted to a HPC in the form of batch jobs.

On a shared HPC service such as the HPC1 computing cluster at the University

of Adelaide (used to generate the results in this thesis), jobs are submitted to a

queue with a series of parameters representing memory and CPU requirements for

the job, Fig.(4.27). The job is prioritised among other jobs in the queue according

to the relative number of resources requested and what is currently available on the

cluster. Geant4 and TOPAS simulations can benefit from this infrustructure and

with the large number of resources that can be requested, multiple simulations and

repetitions can be run simultaneously.

In the simulations performed in this thesis, TOPAS was run on HPC1 in multi-

threaded mode. As multi-threaded simulations do not operate in the same way in a

HPC environment as they do on a PC when more than one node is used, a single node

was requested for all simulations. The number of cores was dependent on the size

of the job, therefore high dose points required more cores than low dose points. To

avoid the issue shown in Fig.(4.26), the command OMP NUM THREADS=$SLURM NTASKS

was included in the batch job script so that the number of threads requested in the

TOPAS parameter file was always equal to the number of cores requested. This

ensures optimal job performance in a HPC environment.
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Overall the memory and processing requirements for this study exceeded 100,000

core hours with over 5,000GB of memory in total. The use of HPC techniques made

this possible.

Figure 4.26: CPU time of identical simulations run on an Intel i7-8700 3.20 GHz
6 core (12 thread) PC as a function of the number of workers.

1 #!/ bin/bash

2

3 #SBATCH -p batch # Partition (the queue your job

will be added to )

4 #SBATCH -N 1 # Number of nodes

5 #SBATCH -n 15 # Number of cores

6 #SBATCH --time =24:00:00 # Time allocation , D-HH:MM

7 #SBATCH --mem=25GB # Memory pool for all cores

8

9 #SBATCH --mail -type=END # Send email if job completed

10 #SBATCH --mail -type=FAIL # Send email if job fails

11 #SBATCH --mail -user=melissa.mcintyre@adelaide.edu.au # Email to

which notification will be sent

Figure 4.27: Commands to be entered at the beginning of any bash script when
submitting to a Slurm manager.
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4.7 Overview

In this section, an overview of the parameters selected for the collection of results in

this thesis is given in Tables (4.6) and (4.7) along with any concluding statements

about the overall performance of the model.

The track structure information is critical to the accuracy of results. Methods

of optimisation are limited in nano-scale simulations. The key optimisation method

used in the irradiation stage was the implementation of region-based Geant4 physics

models where the most detailed track structures were simulated only in organelles

containing DNA. A minimum step size was not implemented in these simulations

due to the scale of the simulation. A maximum step size of 1mm was implemented

to ensure the accurate tracking of particles on their path toward the cell culture.

The chosen irradiation conditions are summarised in Table (4.6).

Parameter Name Parameter Value

Particle Proton
Mean Energies 1.6 to 50MeV
Energy Spread Gaussian (0.25MeV FWHM)

Field Size Square (820 × 820 µm)
Dose Rate 60 seconds per Gy

Lower Production Cut 250 eV
Maximum Step Size 1 mm
Minimum Step Size None

Physics Lists Geant4-DNA and Livermore

Table 4.6: Radiation Exposure and Tracking Parameters of our simulations.

The geometry of the cell was an area with plenty of optimisation potential. In

this stage, the resultant ionisation yield inside the nucleus was prioritised over other

organelles due to the DNA content and its influence on cell death. Spherical cells

were used to save computation time during the TOPAS’ “overlap checking” phase

due to their uniform shape. The endoplasmic reticulum, mitochondria and cell

membrane were removed because they have a negligible contribution to the dose

delivered to the nucleus when removed. The simulations performed in this thesis

are focused on the V79 Chinese Hamster cell line. The properties of the cellular

geometry used in subsequent simulations is outlined in Table (4.7).
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Parameter Name Parameter Value

Cell Container Size 0.8 × 0.8mm (Monolayer)
Number of Cells in culture 530

Cell Origin Chinese Hamster (V79)
Cytoplasm Composition Liquid Water (1.0g/cm3)

Nucleus Composition Liquid Water (1.0g/cm3)
Nucleolus Composition Liquid Water (1.1g/cm3)

Cytoplasm Radius 8.5µm
Nucleus Radius 7.0µm

Nucleolus Radius 5.0µm

Table 4.7: Geometry Parameters of our simulations.





5

A Statistical Analysis of

Experimental Hadron Therapy

Data

Mathematical modelling is applied to explain phenomena taking place in diverse

fields including science, engineering and finance. Such models are formulated using

a series of observations made from a system in response to an independent variable.

The verification and accuracy of these models are assessed using statistical analysis.

It is the quality and rigour of the analysis that determines the model’s effectiveness

of describing the system in question. Explaining complex systems using models in

the medical field is of particular importance since it has a big impact on human

health.

In the current study our aim is to model the response of a multi-cellular system

after exposure to increasing doses of ionising proton radiation. Chapter 2 outlines

how the physical, chemical and biological systems involved influence cell response.

Our analysis utilises a continuous random variable D representing the absorbed dose

to measure the cellular response in the form of its survival probability.

The Linear-Quadratic (LQ) model is one of the most frequently used models in

radiation research and hadron therapy centres to explain in vivo1 or in vitro2 cellular

response which includes physical and biological effects described in previous chap-

ters. The model’s prevalence in radiation research is possibly owed to its simplicity

and applicability for specific combinations of parameters including cell environment

and radiation exposure conditions. Simultaneously, this can result in the model ap-

pearing to under-perform because the results only describe cellular response

1In vivo experiments are performed with or inside of a living organism.
2In vitro experiments are performed outside of a living organism - including cell culture experi-
ments.
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under a single combination of conditions whilst lacking predictability [30].

In this chapter we perform a rigorous statistical analysis of fits using the LQ

model on experimental dose response data summarised in Appendix D, using an

extensive regression analysis. We begin by describing the mathematical formalism of

cell response to varying doses of ionising radiation used extensively in the literature

in terms of the Poisson process. After a description of the statistical techniques

used in our study, we test LQ model fits to the experimental data using simple

linear and non-linear regression methods. We achieve this by testing the fits to the

experimental world data against the assumptions of regression analysis under various

biological and exposure conditions (the exact conditions considered are outlined in

coming sections). As a result we arrive at the following conclusions :

� The goodness-of-fit of the LQ model to the data is not rigorously determined

� The residual errors are not Normally distributed which is a requirement for χ2

and other analyses

� The “assumptions of regression analysis” are not met

� There is a high degree of correlation in the data

� The validity of the LQ model is restricted to certain conditions

5.1 The Statistics Behind the LQ Model

The focal point of early radiobiological models were single target models for pho-

ton radiation and these simple foundations are still utilised in models today (see

Section (2.2.3)). The foundations of the LQ model stem from Radiation Action

and Target Theories developed by Chadwick and Leenhouts [35] and Kellerer and

Rossi [23]. Such theories describe a system where individual cells or DNA segments

are radiation sensitive “targets” which are characterised as being “hit” or “not hit”

by an incoming ionising particle during or after irradiation. This formalism is based

on several postulates;

� The lethality of damage induced in or on the target influences the resultant

response of the system. Lethality is classified according to the number of cells

that exist in one of three states [111] :

– containing lethal lesions - are irreparable and will influence cell death,

– containing potentially-lethal lesions - can influence cell death if repaired

incorrectly

– and containing repairable lesions - can repair correctly.

The survival probability of a system of targets is correlated with the fraction

that exist in the first state, i.e. they contain lethal lesions.
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� Given sufficient repair time, a majority of the lesions induced will repair. How-

ever, some lesions are too complex to undergo repair and become lethal. Even

a small number of lethal lesions inside a cell are capable of inducing death.

� The process of damage induction and repair is stochastic in nature.

Overall, the targets of our system follow a two binary outcome where they are

characterised as containing or not containing a lethal lesion after a given repair

time has elapsed. The lethality postulate is described using an i.i.d. (independently

identically distributed) binary random variable X(p). The probabilities of a target

containing and not containing a lethal lesion is given by

P (X(p) = 1) = p,

P (X(p) = 0) = 1− p,
(5.1)

respectively, where p is a positive number 0< p <1. If we take a sample of N random

variables X
(p)
1 , X

(p)
2 , · · · , X(p)

N the resultant number of hits can be written as

S
(p)
N = X

(p)
1 +X

(p)
2 +X

(p)
3 + ...+X

(p)
N =

N∑
i=1

X
(p)
i . (5.2)

This is the mathematical definition of a Bernoulli experiment and is a random

variable in itself taking values between 0 and N . Now if we introduce a variable k

such that 0 ≤ k ≤ N , then the probability that the sum takes the value k is given

by the so called binomial probability distribution defined as

P (X
(p)
1 +X

(p)
2 +X

(p)
3 + ...+X

(p)
N = k) =

(
N

k

)
pk(1− p)N−k. (5.3)

Let us first take a sequence of positive numbers pN → 0+ as N → ∞ with

N.pN = λ. Then we perform the limit N →∞ in Eq.(5.3)

(
N

k

)
pkN(1− pN)N−k ⇒ (NpN)k

k!

(N)k
Nk

(1− pN)−k
(

1− NpN
N

)N
→ λk

k!
e−λ, (5.4)

as N →∞ where (N)k = N.(N − 1)...(N − (k− 1)). The limit resulting in Eq.(5.4)

is the probability distribution function for a Poisson random variable. SN converges

to S as N →∞ where the limiting random variables have the distribution Eq.(5.4)

namely for any integer number k.

Finally, we can rewrite Eq.(5.3) in its simpler form

P (λ, SN = k) =
λk

k!
e−λ . (5.5)



98 5. A Statistical Analysis of Experimental Hadron Therapy Data

In our physical picture we may think of a random experiment such as radiating a

target with particles repeated infinitely often and adjusting the success probability

pN to the limit N → ∞ by keeping N.pN = λ fixed, and then finally ask for the

outcome that S takes on the integer value k. The survival probability is given by

the integer value k = 0 order, namely targets that were not hit by a particle.

P (S = 0) =
λ0

0!
e−λ = e−λ. (5.6)

Once we determine the only parameter λ from this survival probability, all other

probabilities for k > 0 are given by Eq.(5.5).

We can relate λ to the dose absorbed by the target. Cellular response of a

target to radiation is stochastic in nature and is described by the Poissonian process.

Firstly, consider the total number of targets N0 - assuming no “hits” exist prior to

irradiation (i.e. S = 1) - and the targets left without “hits” after irradiation N .

The survival probability for a target after absorbing dose D is

P (D/D0 = λ, 0) =
N

N0

= e
− D
D0 = e−λ , (5.7)

where D0 is the dose required to achieve an average of one hit per target and λ is

the number of lethal and potentially-lethal lesions per target. The probability of a

single target being hit is then described by

1− P (D/D0, 0) = 1− e−
D
D0 = 1− e−λ , (5.8)

where λ are the number of lethal lesions present per target. A survival curve is

constructed using the k = 0 order probabilities as a function of absorbed dose D as

depicted in Fig.(5.1).

To explain hitting multiple targets within a cell to induce cell death, the single

target theory in Eq.(5.8) must be expanded to account for multiple targets and

hits. This is observed in Fig.(5.2), where the experimental data describing cell

survival often encountered deviates from a purely exponential relationship due to

the “shoulder” effect present in the low dose region (< 2Gy) (Fig.(5.2)). We can

use Eq.(5.8) to derive an expression that gives the probability of a single hit to “m”

biological targets and hence the cell’s probability of survival,

S = 1− (1− e−
D
D0 )m = 1− (1− e−λ)m. (5.9)

In single hit single target and single hit multiple target theories it is assumed that

the survival fraction is independent of dose-rate - i.e. the only dependence is on the

total dose absorbed before measuring the survival fraction SF (D) but not on the

time interval over which the radiation is delivered. However, in reality this assump-

tion does not hold [112].
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-� k

Figure 5.1: A survival fraction constructed from Poisson distribution probabilities,
1 − exp(−λ), for the mean number of lethal lesions produced in the system, λ.
Graphical depictions of the cell damage probabilities are shown for select SF. Credit
to [111] for the original figure idea. Note: probabilities < 0.01 are not shown.

Chadwick and Leenhouts [35] and Kellerer and Rossi [23] arrived at the LQ

model by combining single target single hit and multiple target double hit theories3

S = e−αD−βD
2

. (5.10)

This means that a cell can be damaged by a single lethal hit or by multiple hits

which are not lethal individually but can become lethal together [43].

It has been discussed in Chapter 2 that the response of a cell following exposure

to ionising radiation is extremely complex when compared with that of tissue re-

sponse. Cellular response is not only dependent on the ionising radiation itself but

is governed by inter-cellular repair mechanisms and conditions. These include, but

are not limited to, oxygen concentration, cell cycle phase and availability of nutri-

3The D and D2 terms respectively.
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Shoulder
Region

Figure 5.2: A comparison of the single target, multiple target, and LQ fit for
clonogenic V79 cell survival data after being irradiated with a 70MeV proton beam
from Wouters et al. [113].

ents. Furthermore, cell response is also governed by chemical processes, including

the production of hydroxyl radicals which are another pathway to DNA damage

leading to cell death. An effective model will account for as many of these processes

as possible. Various attempts have been made to improve upon the LQ model by

incorporating these processes into α and β [31, 41].

Surely a model can appear to fit a sample well by observation (consider Fig.(5.2)

as an example) however a statistical analysis of a given model can paint a very dif-

ferent picture. A series of diagnostics can be employed to quantify the effectiveness

with which a model describes the data on a statistical level. Regression analysis is

among the most common methods used to perform this analysis.

5.2 An Overview of Regression Analysis

In this study, two types of regression analysis will be considered in performing a

rigorous analysis of the experimental data:

1. Simple linear regression (SLR).

2. Non-linear regression (NLR).

To summarise, regression analysis is used to study the behavior of a variable Yi in

response to a predictor variable Xi according to a parameter space δ̂ with an error

term εi to account for perturbations in the system being modelled. Alternatively, it
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is a mathematical description of the correlation between two variables and is given

as

Yi = f(Xi, δ̂) + εi . (5.11)

This is the general definition of a regression model in its simplest form. In some

systems the relationships can be more complex and involve more than one indepen-

dent variable.

We will utilise regression analysis to determine how effectively the LQ model

describes dose response data under different biological and exposure conditions. A

range of techniques to assess goodness-of-fit are employed and a regression analysis

is performed by testing the fits against the assumptions of regression modelling.

The databases of experimental data originates from Prof. Cynthia Keppel and

Dr. Pawel Ambrozewicz of the Thomas Jefferson National Accelerator Facility

(JLab) and the Particle Irradiation Data Ensemble (PIDE) [46]. The databases

contain experimentally obtained dose-response curves with different combinations

of physical and biological parameters. In addition to cells across different species of

origin, cellular conditions and varying radiosensitivities, the data includes different

radiation exposure conditions including:

� radiation type (heavy ions, X-rays and protons),

� primary proton energy,

� beam type (pristine BP or SOBP),

� particle LET,

� depth in medium (H2O, PMMA and Nylon).

When undertaking the analysis, we must remain mindful of the small sample

size of the data. In most cases, 6 observations are made with some containing a

minimum of 3 and a maximum of 24 observations. The idea of “large N” is depen-

dent on the application and there is no single rule of thumb for what “N” should

be. However, extremely small data sets make it difficult to perform regression anal-

ysis and observe trends within the data when assessing the assumptions. For this

reason we must be mindful of how we test the data and how we interpret the results.

Analysis performed in this chapter is important to radiobiological modelling be-

cause the parameters derived from the experimental LQ fits are dependent on the

physical and biological parameters of the system. When these fits are not deter-

mined rigorously, quantities such as the relative biological effectiveness (RBE) and

oxygen enhancement ratio (OER) (see Chapter 2) cannot be accurately determined,

resulting in unreliable conclusions being drawn from the studies. An effective LQ

model fit should be determined by considering the following :
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� knowledge of all relevant biological and radiation exposure parameters,

� applying effective fitting procedures to derive the fit parameters,

� rigorously testing goodness-of-fit,

� accurately evaluating fit uncertainties.

5.2.1 The Assumptions of a Regression Model

Linear regression modelling is the most common type that assumes a strictly linear

response from the predictor variable. However non-linear regression models are also

used frequently at times providing an improved fit in compared to linear regression.

More often than not, scientific phenomena are non-linear in nature4 [114]. Typi-

cally, non-linear models exist in two forms : intrinsically linear models and non-linear

models that are linearisable. The LQ model falls into the latter category where it

is non-linear in its familiar form however we can apply a transformation to linearise

the model by taking the logarithm of Eq.(5.10).

− log(S)

D
= α + βD . (5.12)

Thus we have arrived at a linear form of the LQ model which will allow us to per-

form a rigorous linear regression analysis.

We must assess these fits according to the assumptions of regression analysis,

all of which are briefly outlined below with the methods used to test them. The

procedure of each test is provided and discussed in more detail in Appendix E. The

list of assumptions may be longer in the literature, however the focus of this chapter

will be condensed to the four key assumptions discussed below. If these assumptions

are not met, then our estimate of the model parameter space is not trustworthy and

their standard errors are not reliable.

Briefly, the “assumptions of regression” to be tested and the methods used are

the following:

� Linearity (SLR)/Non-Linearity (NLR);

– Plotting the fit residual errors against the independent variable.

– Observing the goodness-of-fit metrics.

� Homoscedasticity (constant variance of residuals);

– Breusch-Pagan test [115],

4Growth and decay models are good examples of this.
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– White test [116].

� No autocorrelation of residuals;

– Durbin-Watson test [117] for linear regression.

� Normality of residuals;

– Kolmogorov-Smirnov test [118, 119] using critical values obtained from

[120],

– Anderson-Darling test [121] using the critical values calculated as a func-

tion of sample size and significance level [122].

5.3 A Regression Analysis of Experimental

Dose-Response Data

Improving hadron therapy treatment requires a deep knowledge of the radiobiolog-

ical mechanisms involved with cell death. The literature has highlighted a need

to diverge from the assumed clinical proton RBE of 1.1 and apply radiobiological

weighting to the models used in hadron therapy. The validity of the model against

the experimental world data fits reported in the literature should be performed

rigorously to determine biological factors such as RBE and OER accurately. It is

shown in our results and the conclusions of [17] that the published LQ fits suffer

from several deficiencies :

� the goodness-of-fit of the LQ model to the data is not rigorously determined,

� the residual errors are not Normally distributed which is a requirement for χ2

and other analysis,

� the “assumptions of regression analysis” are not met,

� there is a high degree of correlation in the data,

� the validity of the LQ model is restricted to certain conditions.

We test the ability of the LQ model and the validity. Additionally we investigate

how a poor outcome of the LQ model influences the RBE. We obtain the optimal

LQ parameters α and β with the best goodness-of-fit achievable by comparing the

metrics described in Appendix E with those from the fits in the literature (denoted as

αOriginal and βOriginal throughout this chapter).The method applied to fit Eqs.(5.10)

and (5.12) to the data is a weighted ordinary least squares (OLS) fitting by solving
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min

[ n∑
i=1

(− logSi
Di
− log Ŝi

Di
)2

ε2i

]
= min

[ n∑
i=1

(
− logSi

Di
− [α̂Di + β̂D2

i ]
)2

ε2i

]
,(5.13)

min

[ n∑
i=1

(Si − Ŝi)2

ε2i

]
= min

[ n∑
i=1

(
Si − e−α̂Di−β̂D

2
i

)2

ε2i

]
, (5.14)

for the linear and non-linear fits, respectively for α̂ and β̂ where Si is our ith sur-

vival fraction observation with associated “standard error” εi for each dose point Di.

The full list of experimental data selected for this study considers the radiation

exposure and biological conditions listed in Appendix D. Here we provide a brief

description of some of the experiments considered as an example :

� Belli et al. (1998) [26]: The RBE-LET relationship is investigated using

proton radiation of incident energy 0.57 to 5.01MeV and an LET range of

7.7 to 37.8keV/µm incident on V79 Chinese Hamster cells. The cell cycle

distribution is not reported however we can assume that it is asynchronous

when the cycle is not stated. The oxygen content is also not specified. The

findings showed that the RBE increased with LET until ∼ 30.5keV/µm, after

which is begins to decrease.

� Belli et al. (2000) [60]: Four cell lines of human origin (namely SCC25,

SQ20B, M10 and HF19) with varying radiation sensitivity are exposed to

proton radiation of incident energies between 0.76 and 5.04MeV and an LET

range of 7.7 to 33.0keV/µm. The cell cycle distribution is not stated nor

is the oxygen content. In the current study cell cycles are assumed to be

asynchronous in phase for this study. The results showed that the SQ20B cell

line was the most resistant to γ-radiation but the most sensitive to high-LET

proton radiation. In order the M10, SCC25 and HF19 cell lines were shown

to decrease in sensitivity to proton radiation.

� Bettega et al. (1998) [61]: The RBE-LET relationship was investigated by

irradiating the C3H10T12 rodent cell line using protons and deuterons (we do

not have access to the deuteron data) of energies ranging from 0.72 to 3.18MeV

(and an LET range of 11.0 to 33.2keV/µm). The results supported those of

Belli et al. (1998) [26] where the RBE increased with LET. However the LET

range is not high enough to reach the peak that is observed in [26].

� Folkard et al. (1989) [96]: The RBE is determined for protons of mean in-

cident energy 0.76, 1.15 and 1.9MeV (and an LET range of 17 to 32keV/µm)

incident on V79 Chinese Hamster cells. The cells are assumed to be asyn-

chronous in cell cycle phase with no oxygen concentration stated. The results

showed an increase in RBE with LET, albeit the peak observed in [26] is not

present because the maximum LET in this study is 32keV/µm.
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� Howard et al. (2018) [123]: The RBE is measured for four depths in water

with pristine 71 and 160MeV Bragg Peaks incident on one rodent and two

human cell lines (CHO, A549 and T98 respectively). The depths correspond

to an LET range of 0.99 to 7.34keV/µm. The results show an increase in RBE

with LET and that the two human cell lines had higher RBE values than CHO

cells.

� Wouters et al. (2015) [38]: The RBE is measured for V79 Chinese Hamster

cells exposed to two modulated proton SOBPs of energy 160 and 230MeV (and

a LET range of 1.03 to 4.75keV/µm) at five depths each in water. The results

show a dose dependence on RBE where it decreases in the high dose region.

As a function of depth in the SOBP RBE was found to increase with LET.

In order to carry out discussions in this chapter, we utilised the above experimen-

tal data, however our complete analysis results over all the experimental world data

in Appendix D available can be found in Appendices F, G and H. The performance

of the LQ model is investigated for varying LET using the data of Belli et al. [26],

Bettega et al. [61], Baek et al. [124], Gueulette et al. [125] and Folkard et al. [96]. A

discussion on the behavior of different cell lines and tissues by comparing Howard

et al. [123] and Belli et al. [60] is performed. Finally the behavior for depth studies

is investigated by comparing Howard et al. [123] and Wouters et al. [38].

The following sections address the assumptions from Section (5.2.1) individually

using the methods described for our linear and non-linear regression fits respectively

(the methods are described in Appendix E).

5.3.1 Goodness-of-Fit Metrics and Linear Regression

Analysis on the LQ Model

In this section we perform a linear regression analysis and goodness-of-fit (gof)

metrics on experimental data listed in Appendix D by fitting to the linearised LQ

model Eq.(5.12).

5.3.1.1 GOF Metrics

To commence the analysis of our linear regression fits, we consider the dose as a

function of survival fraction (SF) as reported in the literature of the experimental

world data (listed in Appendix D) with the transformation SF → − log(SF )/D.

The errors on the survival measurements are reported as the standard error of the

mean (SEM) in the literature. We perform the fit by solving Eq.(5.14) using the

least square method. As our benchmark study, we present the fits from Belli et

al. [26] in the current chapter (see Figs.(5.3)–(5.5)) and select fits from other studies

in Appendix H to aid discussion. These figures depict the linear fit from Eq.(5.12)

parameter estimations and gof metrics, however the fit itself is presented as absorbed
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dose versus survival on a logarithmic scale. We present our fits in this way, despite

fitting a linear function, because the transformation SF → − log(SF )/D results in

extremely large errors which do not accurately represent the data.

We have reported the fitting parameters from the original studies for comparison

with the fits performed in this study in Appendix F. Our observations that the fits

reported in the literature agrees with the regression study of Prof. Cynthia Keppel

and Dr. Pawel Ambrozewicz from JLab [17] from which the following conclusions

can be drawn :

� the goodness-of-fit of the LQ model to the experimental data is not determined

rigorously,

� the “assumptions of regression analysis” are not satisfied,

� the fit residual errors are not Normally distributed, which is a requirement of

the χ2 test,

� the fits to the data are highly correlated,

� the applicability of the LQ model is restricted to a series of conditions.

Firstly, let us consider Figs.(5.3)–(5.5) which depict the linear regression fits to

the data of Belli et al. [26]. Moving systematically, the low-LET region, Fig.(5.3),

yields good agreement with the LQ model and our fit is an improvement on the pub-

lished fits (the χ2 value is lower in all our fits). Figs.(5.3(a)) and (5.3(b)) possess

the expected “shoulder region” shown in Fig.(5.2) with an increase in cell killing

efficiency for higher doses. The gof metrics suggest that the model fits well within

the error bars (χ2 = 0.459 and 0.926, respectively). Although, when we calculate

− log(SF )/D the variance in the survival measurements begin to show, which is

reflected in the R2 values of 0.716 and 0.770 for Figs.(5.3(a)) and (5.3(b)), respec-

tively. The RMSE indicates that the Euclidean distances between the observations

and predictions are quite small in Fig.(5.3(a)) but slightly larger in Fig.(5.3(b)) due

to the presence of an outlier (the sixth dose point).

Additional plots are presented in Section (H.1) of Appendix H. Figures (H.1(a)),

(H.1(b)) and (H.2(a)) depict fits to data from Wouters et al. [38] and Howard et

al. [123] in the low-LET region. Figure (H.1(a)) yields an almost perfect fit with

little deviation in the residuals (χ2 =< 0.001, R2 = 0.99, RMSE≈ 0 and mean

residual error = −5.4×10−6) for an LET of 1.1keV/µm. Figure (H.1(b)) also yields

good fit to the linearised LQ model (χ2 = 0.36, R2 = 0.95, RMSE = 0.007 and

mean residual = 0.003) for an LET of 2.26keV/µm. Considering this and the χ2

values supplied in Table (F.1), the linearised LQ model appears to yield a good fit

to the data in the low-LET region across different cell lines. Figure (H.2(a)) also fits

very well (χ2 = 0.36, R2 = 0.95, RMSE = 0.03 and mean residual = 0.003) for an

LET of 4.35keV/µm. Although the small sample size of the data makes it difficult
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to observe behavior in the residual errors, there is a larger scatter about the mean

(mean residual error = 0.008) compared to Fig.(H.1(a)).

Next we will consider Figs.(5.4(a)) and (5.4(b)), the intermediate LET region.

In Fig.(5.4(a)) the “shoulder behavior” discussed above is still present in the data

and the fit is still very reasonable. The fit is within all the error bars (χ2 = 0.399)

and most of the variance in the observations is accounted for in the fit (R2=0.818).

The good fit is further reflected in the Euclidean distances between the fit and the

observations which is small (RMSE = 0.631). However, as we increase the LET to

30.5keV/µm in Fig.(5.4(b)), the behavior begins to change. The LQ parameter β

decreases to ∼0, resulting in a purely exponential fit (only contributions from α).

The large χ2 value in comparison to lower LET is large, indicating that the LQ

model does not fit well within the error bars. There is a high degree of variance

not accounted for by the LQ model (R2 = 0.001) and is further reflected in the

high RMSE value of 1.341. Furthermore, we note that the adjusted R2 is negative

in Fig.(5.4(b)). This suggests that the linearised LQ model performs poorly at ex-

plaining dose-response data in the high-LET region.

In Fig.(H.3) we fit the linearised LQ model to the data of Bettega et al. [61]

(C3H10T12 cells, 3.18MeV with LET 11keV/µm) and Belli et al [60] (HF19 cells,

1.49MeV with LET 19.6keV/µm) the relationship demonstrates the same linear be-

havior in the dose response curve on the logarithmic scale as for Figs.(5.4) with

similar χ2, R2 and RMSE metrics. Although we acknowledge the behavior of β → 0

is observed at a higher LET for the V79 cell line than those considered here. This

can be the result of differing radio-sensitivities for each cell line due to differing

intrinsic biological parameters relating to the cell environment.

Finally in Fig.(5.5), the high-LET region yields the worst fit of the LQ model

where the LQ parameter β becomes negative. Furthermore, when β < 0 the argu-

ment becomes negative and therefore the function turns from concave to convex (see

Fig.(5.5)). In Fig.(5.5(a)), the χ2 value is greater than 1 (1.999) and the variance

of the observations is not well explained by the model, R2 = 0.565. The highest

LET of our benchmark study, depicted in Fig.(5.5(b)), contains an dose point that

impacts the resulting χ2 (the 5th point). Following close analysis of this data set,

we have reason to believe that this points is an outlier. Therefore, we performed the

fit with this point omitted, although we still present it in Fig.(5.5(b)). By omitting

the outlier, we reduced the χ2 from 2.100 to 1.746. This is further evidenced by the

high RMSE value of 1.414. This trend continues in Fig.(5.5(b)) where the χ2 is now

2.1 and less than half of the data variance is adequately explained by the LQ model

R2 = 0.42. Furthermore, the RMSE has increased to 1.449, indicating a large error

in the fitting. If we observe the fits themselves, Fig.(5.5) shows that its curvature

inverts and that the LQ argument becomes a convex decreasing function.
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In Fig.(H.4) we fit the linearised LQ model to the data of Belli et al. [60] (SQ20B

cells, 0.88MeV with LET 30keV/µm) and Folkard et al. [96] (V79 cells, 0.76MeV

with LET 32keV/µm). The gof demonstrates the same behavior in the dose response

curve on the logarithmic scale as for Fig.(5.4(b)) which corresponds to V79 response

at an LET of 30.5keV/µm. We expect the behavior in Figs.(5.4(b)) and (H.4(a))

because they correspond to the same cell line under similar exposure conditions.

The fits themselves are mostly exponential and result in large χ2 and RMSE values

as expected. This shows similarities in the V79 cell response across different studies,

thus supporting our observation that the effectiveness of the LQ is dependent on

the cell line. With radiation of LET 30keV/µm incident on the SQ20B cell line,

Fig.(H.4(b)) demonstrates a strong loss in cell killing efficiency with β becoming

negative. However, the gof metrics indicate a reasonable fit (χ2 = 0.897, R2 = 0.9

and RMSE = 0.947). This alone may suggest the linear model is a good fit, however

the residual plot shows that there is a high degree of scatter about the fit. We will

expand on this in the next section where we discuss the assumption of linearity.

In all the fits presented in Appendix F we found that the χ2 value was smaller

(better) for our fits than those reported in the literature. The extent to which the

fit is improved is depicted in Fig.(5.6) for some of the world data, where the LQ

parameter estimates α̂ and β̂ are plotted against each other with their standard de-

viations (1σ, 2σ and 3σ) presented as an ellipse to show the error in the estimates.

The parameter estimations from the literature are also plotted and the result of the

χ2 test is presented for our fits and the published fits with the correlation between

α and β. Fig.(5.6) shows that in many cases the published LQ fit parameters differ

from those performed in this analysis by more than one standard deviation, 1σ. This

indicates that in most cases, the published results can be improved and should be

analysed rigorously for statistical anomalies as we do in this section. The fits to the

remaining experimental world data in Appendix F demonstrate the same depleting

goodness-of-fit of the LQ model in the high-LET region as we do for Belli et al. [26]

(Guan et al. [27] and Belli et al. [60] are good examples of this for different cell lines).

Logically, the quality of the data can also impact the goodness-of-fit. When outliers

are present, the gof metrics fluctuate. The data of Bettega et al. [61] consists of

outliers in their low-LET dose-response measurements (see Fig.(H.7(a))) which is

reflected in the gof metrics.

All the fits that are presented in this investigation demonstrate a high degree

of correlation (>90%) between the LQ model parameters, α and β, Fig.(5.6). This

suggests they are not completely independent of each other. Recall from Chapter 2

that the LET is related to the LQ parameters by α/β (high α/β corresponds to

low LET and low α/β to high LET). There are clearly multiple α and β values

that give the same measure of α/β. This could possibly explain the observed α–β

parameter correlation. We also note that the α–β correlation is negative implying

that as α increases, β will decrease because the number of single hits will decrease
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as the number of multiple hits increases. The α–β correlation is determined from

the cross terms in the covariance matrix.

Overall, the linearised LQ model yields a reasonable fit in the low-LET region

where the gof metrics are the best. In the mid-LET range, the gof metrics indicate a

worsened fit compared to low-LET. However, in the high-LET region the gof metrics

suggest a very poor fit of the linearised LQ model to the data.

5.3.1.2 Testing for the Assumption of Linearity

The linearity test assesses the functional form of the fit model, namely if the true

relationship is linear. The most effective method of testing the experimental data

against the regression assumption of linearity is to produce residual plots (below

Figs.(5.3)–(5.5)) and to analyse the gof metrics. Due to the large number of data sets

considered here, not all plots are presented in this section. However, we have pro-

vided all the fit results performed on the experimental data in Appendices F and H.

The basic information on the cellular and exposure conditions for each study is

provided in the captions of each figure and Appendix F, however more detailed in-

formation on each experiment is provided in Appendix D. It is difficult to make

direct comparisons between cell line responses across different experiments because

cell culture preparation techniques can vary and affect the response [25]. Belli et

al. (1998 and 2000) [26, 60] are good candidates to make this comparison because

the cell culture methods and radiation exposure techniques are similar and multiple

cell lines are studied. In the previous section we discussed the gof metrics which we

can incorporate into our discussion of linearity as our fit function, Eq.(5.12), is linear.

Let us revisit Figs.(5.3)–(5.5) which depict our linearised LQ model fits to the

data of Belli et al. [26] with the residual plots presented below each figure. If

the LQ model can adequately explain the data, performing the transformation

SF → − log(SF )/D should yield an increasing linear relationship with absorbed

dose. In turn, the residual errors between the observations and fit should be ran-

dom fluctuations about the fit line.

Working systematically, the LQ fit to the lowest LET data of Belli et al. [26]

depicted in Fig.(5.3) yields a very good fit to each data set as discussed in the pre-

vious section with respect to the gof metrics. Visually, the fit follows the expected

trend of a decreasing concave function when presented as survival versus dose on the

logarithmic scale. Therefore, when linearising the dose-response relationship we can

expect the data to closely follow an increasing linear relationship. The residual plots

below Figs.(5.3(a)) and (5.3(b)) further evidences the strong linear relationship of

this data set with very small, random fluctuations about zero and no apparent trend

with absorbed dose.



110 5. A Statistical Analysis of Experimental Hadron Therapy Data

(a) 5.01MeV (LET = 7.7 keV/µm)

(b) 3.20MeV (LET = 11.0 keV/µm)

Figure 5.3: Linearised LQ fits on data from Belli et al. (1998) [26] with protons
of varying energy incident on V79 cells. The second panel is a plot of the residuals
between the observations and the linear LQ model.
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(a) 1.41MeV (LET = 20.0 keV/µm)

(b) 0.76MeV (LET = 30.5 keV/µm)

Figure 5.4: Linearised LQ fits on data from Belli et al. (1998) [26] with protons
of varying energy incident on V79 cells. The second panel is a plot of the residuals
between the observations and the linear LQ model.
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(a) 0.64MeV (LET = 34.6 keV/µm)

(b) 0.57MeV (LET = 37.8 keV/µm)

Figure 5.5: Linearised LQ fits on data from Belli et al. (1998) [26] with protons
of varying energy incident on V79 cells. The second panel is a plot of the residuals
between the observations and the linear LQ model.
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(a) Folkard et al. (1996) [126]: 1.83 MeV
protons 18 keV/µm incident on V79 cells.

(b) Belli et al. (2000) [60]: 0.79 MeV protons
33.0 keV/µm incident on M10† cells.

(c) Bettega et al. (1998) [61]: 0.74 MeV
protons 33.2 keV/µm incident on C3H10T12
cells.

(d) Gueulette et al. (1996) [125]: 85 MeV
protons in mid-SOBP incident on CHO cells.

(e) Baek et al. (2008) [124]: 190 MeV pro-
tons in mid-SOBP incident on HSG† cells.

(f) Belli et al. (1998) [127]: 0.64 MeV pro-
tons 36.4 keV/µm incident on V79 cells.

Figure 5.6: Our LQ model parameters (×) with standard deviation error ellipses
against the parameters reported in the original studies (•). Note that cell lines
originating from a human are denoted by a dagger (†) under each plot.
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The linear behavior in the low-LET region is also consistent across other cell

lines. This is better visualised in the fits from each study in the low-LET region

presented in Figs.(H.1) and (H.2). In Fig.(H.1(a)) we present a LQ fit for the data

of Wouters et al. [38] corresponding to V79 cells exposed to 160MeV SOBP with

LET 1.1keV/µm to which the LQ model yields a very good fit. A strong linear

relationship is present in this data because the residual plot shows very little scatter

about zero. Figure (H.1(b)) which corresponds to our LQ fit to the data of Howard et

al. [123] for the A549 human cell line exposed to a 160MeV pristine Bragg Peak with

LET 2.26keV/µm also demonstrates strong linearity upon observation of the resid-

ual plot. Figures (H.2(a)) and (H.2(b)) depict fits to data of Howard et al. [123] and

Belli et al. [60] for the CHO (71MeV, LET = 4.35keV/µm) and SCC25 (5.01MeV,

7.7keV/µm) cell lines. Although the LQ model fits the data quite well, the residual

plots show that the errors are larger in the low dose region than high dose. This

indicates that the CHO and SCC25 cell lines may be more sensitive to low-LET

radiation than the V79 and A549 cell lines because there is a higher amount of

scatter from the linearised LQ relationship. Overall, we can conclude that linearity

is present in cells when exposed to low-LET radiation, although this appears to be

somewhat dependent on the intrinsic biological conditions of the cell line considered.

As the LET increases, the increasing linear relationship of Eq.(5.12) appears to

breakdown for most LQ fits as shown in our fits to the data of Belli et al. [26] in

Fig.(5.4). It is in this region that β → 0. Whilst Fig.(5.4(a)), still yields a rea-

sonable fit to Eq.(5.12), we begin to observe more fluctuation about zero in the

residual plots compared to Fig.(5.3). In Fig.(5.4(b)) linearity begins to dissipate as

shown by the residual plot where there is a slight bias with most of the observations

sitting above zero. Similar to Fig.(5.4), Fig.(H.1) depicts fits to the data of Bet-

tega et al. [61] and Belli et al. [60] corresponding to our LQ fits to the C3H10T12

(3.18MeV, 11keV/µm) and HF19 (1.49MeV, 19.5keV/µm) cell lines. In both fits

we observe β → 0 resulting in Eq.(5.12) equating to α. Similar to Fig.(5.4(b)),

there is much scatter in the residual plots in the low dose region for both cases. Al-

though we note that both figures correspond to lower LET than that of Fig.(5.4(b)),

it is possible that the C3H10T12 and HF19 cell lines deviate from LQ behavior at

lower LET than the V79 cell line similar to the CHO and A549 cells discussed above.

In the high-LET region we show in Figs.(5.5(a)) and (5.5(b)) (Belli et al. [26] 34.6

and 37.8keV/µm incident on V79 cells, respectively) that the LQ relation becomes

a convex decreasing function as β turns negative. The extremely low R2 in each plot

indicates that the model is a very poor fit for the data under high-LET exposure

conditions. For example, Fig.(H.3(a)) (Bettega et al. [61], 11keV/µm incident on

C3H10T12 cells) shows a very gradual positive slope where the low dose points are

more scattered than the high doses as indicated in the residual plot. The reason for

the bias toward high dose is the weighting of the fit to the data points with smaller

errors whilst the data points at low doses have consistently larger errors. Therefore
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the fit is more weighted to mid to high doses and not low doses which has the high-

est contribution to non-linearity and is reflected in the gof metrics. Figure (H.4(b))

yields a negative slope with β = −0.032 ± 0.003 and another poor fit (χ2 = 0.897,

R2 = 0.90, RMSE = 0.947 and mean residual error = -0.005). The same behavior

is present in Fig.(H.4(a)) which both demonstrate extremely poor fits, with non-

linearity present in the low dose region due to the larger scatter about zero in the

residual plots.

By studying the experimental data we observed that the LQ model does not

explain the data in the high-LET region, while at low-LET there is more linearity.

This is exemplified by the data in Belli et al. [26] and similar observations are made

with the remaining experimental data considered in Appendix F and H. Overall we

can conclude that the linear regression assumption of linearity is satisfied in the

low-LET region (LET < 10keV/µm) and worsen as the LET increases. The impact

on the LQ model’s performance is that it does not give a detailed picture of the

biological and chemical processes such as DNA lesion repair with time, but only

explains the “hit” and “miss” process to the targets. Therefore, in the high-LET

region where a more complex ionisation track structure is involved, the LQ model

fails to adequately explain the data.

5.3.1.3 Testing for the Assumption of Normally Distributed Errors

The assumption of Normally distributed residual errors is tested using the Kolmogorov-

Smirnov (KS) and Anderson-Darling (AD) tests for unknown mean and variance

with critical values derived for in-sample testing [120]. The test results for the KS

and AD tests are presented for all the experimental world data considered in the

current study in Appendix G. The details of this “assumption” and the technical

discussions are detailed in Appendix E. The hypothesis testing results show that

many of the linear regression fits (in fact approximately half of the fits considered)

fail one of both the KS and AD tests and therefore do not satisfy this key assump-

tion (Table (G.1) of Appendix G). Some experimental data also presents a Type II

error (i.e. non-rejection of a false null hypothesis). Namely the residual errors were

not rejected by either test when they should have been. For example, some of the

data contains outliers such as Fig.(5.5(b)). The failure rate appears to be high for

depth studies despite many of the fits demonstrating linearity. In the energy varied

case the failure rate is higher in the high-LET region, although not all of the tests fail.

If we carry on with our analysis of Belli et al. (1998) [26], we observe that in

the linear case the highest LET (37.8keV/µm) fit in Fig.(5.5(b)) fails both the KS

and AD tests. The remaining fits from Belli et al. [26] pass both tests despite some

data demonstrating a poor linear fit (namely Figs.(5.5(a)) and (5.3)).
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Upon observation of the fits in Table (F.1), the data from Wouters et al. [38]

fails one or both of the KS and AD tests despite the good linear fit. We know that

the KS test is most powerful with larger sample sizes which could be a possible

explanation for the failure rate in the data from Wouters et al. [38] because the

sample size is much larger compared to other data considered in this study. The

KS test is also known to be most sensitive to deviations from the test distribution

in the tail regions, whilst this is not the case for the AD test. There are a few cases

in Table (F.1) where the data fails the KS test and passes the AD test (for instance

the 230MeV, 1.03keV/µm and 4.02keV/µm fits to the data of Wouters et al. [38]).

From this we may suggest that the residuals deviate from the Normal distribution

away from the tail region. We plan to focus future efforts on why the fail rate of

the data from Wouters et al. [38] is so high however this could not be investigated

further in the current study due to time limitations.

To conclude, approximately half of the data from the literature fails either or both

of the KS and AD tests for Normally distributed residual errors. This observation

is consistent with what was observed in [17]. The consequence of this is that the

errors of the fit are not trustworthy and seriously biased. This deficiency is most

prominent in the high-LET region.

5.3.1.4 Testing for the Assumption of Homoscedasticity

The assumption of homoscedasticity (constant variance of residual errors) can be

assessed visually and by making use of the Breusch-Pagan (BP) and White Tests

described in Appendix E. For all the experimental data referred to in Appendix

D, these tests are performed and the results are stated in Appendix G. The resid-

ual plots are presented in the panel underneath Figs.(5.3) and (5.4) and in Section

(H.1) of Appendix H. Note: the Breusch-Pagan test assumes Normally distributed

errors [115] and therefore the fits that fail the KS and AD tests cannot be considered

for the BP test. The White test does not require this condition to be satisfied [116]

and can therefore be considered for the fits that fail the KS and AD tests.

Figs.(H.1(a))–(H.2(a)) depict the variance of residual errors for the linear fit

to low-LET data. In all instances we observe that the residual errors of the fits

performed in this study scatter very little about the mean with deviations of no

more than 0.05. For LET < 8keV/µm, the fits that pass the KS and AD tests

pass the BP and White tests at the 95-percentile. The only exception to this are

the fits performed on the data from Wouters et al. [38] which consistently fail the

White test. All but two of the fits from Wouters et al. [38] presented in Table (F.1)

(namely 160MeV, 1.1keV/µm and 230MeV, 1.03keV/µm) do not possess Normally

distributed residual errors hence rendering the BP test redundant. The White test

however fails for this data as well. This behavior has not been observed for other

experimental data, however time constraints have not allowed us to investigate this

anomaly further but will be a focus of future work. The low-LET region demon-
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strates the highest degree of linearity and hence it is not surprising that the fits

demonstrate homoscedasticity under the BP and White tests.

In the mid to high-LET range (> 8keV/µm) the BP and White tests pass often.

Interestingly, some of the high-LET fits fail the linearity condition in the residual

plots below the fit (Figs.(5.5(a)) and (5.5(b)) are good examples of this). In fact

the data in Fig.(5.5(a)) fails the BP test (p = 0.041) and passes the White test by

a small margin (p = 0.058). Unfortunately we cannot conduct the BP test for the

highest LET fit of Belli et al. [26] because the residual errors are not Normally dis-

tributed (it fails the KS and AD tests). Regardless, the White test passes implying

that the residual errors are homoscedastic despite conflicting with the residual plots

- this indicates the presence of a Type II error. It is also possible that the White

test is not effective on small sample sizes because it is difficult to detect trends with

so few data points.

There is no clear trend in behavior of the BP and White test with respect to

cell line and depth. Both tests pass often when considered in terms of cell line and

depth with the exception of Wouters et al. [38]. Overall, we observe conflicting re-

sults in light of the residual plots and hypothesis testing. The BP and White tests

overwhelmingly imply that the residual errors are homoscedastic despite residual

plots suggesting otherwise - particularly in the mid to high-LET range. We are

limited due to the small sample size and non-Normally distributed residual errors

of most data. Therefore, we recognise that this assumption should be investigated

further with more data and rigorous testing against the conditions of the White test

- particularly the data from Wouters et al. [38].

Considering the evidence provided by the residual plots and regression tests, the

residuals are correlated with the absorbed dose when observed visually. This is de-

spite many LQ fits passing the BP and White tests, thus suggesting the presence of

a Type II error. The residual plots show that the dose-residual error correlation is

more prominant in the high-LET region, whilst in the low-LET region most of the

residual errors are randomly scattered about zero. The consequence of correlated

residual errors is that the estimated LQ fit parameters and the corresponding errors

are not trustworthy.

5.3.1.5 Testing the Assumption of No Autocorrelation

The assumption of the existence of no autocorrelation in the residual errors of the

LQ model fits is best tested analytically. For larger sample sizes this effect can be

observed graphically, however the sample sizes of the data considered in this study

are too small to do this. Therefore we make use of the Durbin-Watson (DW) test

and the results are stated in Appendix G. Ideally we would also like to implement

the Ljung-Box test for autocorrelation [128] because it accounts for lag values > 1.
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However this test could not be used because the sample sizes of the data considered

here are too small, meaning that lags > 1 are not achievable.

Upon observation of Table (F.1), the DW test indicates no autocorrelation of

the residuals for less than half of the data considered, many of which are in the low-

LET range (with the exception of data from Folkard et al. [96]). Many of the higher

range LET data (> 10keV/µm) report an inconclusive DW test result. Therefore

we cannot say with certainty whether the residual errors are autocorrelated or not.

Interestingly, the data from Wouters et al. [38] indicates no autocorrelation in

half of the fits (for the 160MeV beam with LET 1.1, 2.41 and 3.2 keV/µm; and

230MeV with LET 1.95, 2.95 and 4.02keV/µm) considered whilst indicating posi-

tive correlation in three fits (160MeV: 2.06keV/µm and 4.74keV/µm and 230MeV:

4.02keV/µm) and an inconclusive result in the remaining three (see Table (G.1) of

Appendix G). Again, we cannot confirm what is causing this anomaly and future

efforts will aim to uncover the reason for the poor performance of this data in light

of hypothesis testing despite yielding an excellent fit to the linearised LQ model.

Overall, it is difficult to determine whether autocorrelation is present in the

residual errors due to the large number of inconclusive results given by the DW

test and the lack of alternative methods of testing for autocorrelation with small

sample sizes. It is our expectation that data with larger sample sizes will clarify

whether the LQ model fits satisfy the autocorrelation assumption. In such cases,

the fit parameter estimates from the least squares fits are not trustworthy. Further

testing of this assumption will therefore require data large sample sizes.

5.3.2 Non-Linear Regression Analysis

In this section we test the goodness-of-fit metrics when the experimental data in

Appendix D are fit to the non-linearised version of the LQ model and the assump-

tions outlined in Section (5.2.1). We compare the behavior in goodness-of-fit metrics

and hypothesis testing results with the linear case from the previous section as a

function of LET, cell line and depth in the Bragg Peak.

5.3.2.1 GOF Metrics and Non-Linearity

The estimated LQ model parameters using the non-linear fit are similar in the low-

LET region but differ in the mid to high-LET region, as shown in Table (5.1). An

improved fit is observed in the high-LET region when using the non-linear LQ model

fits compared to its linearised form. The reason being the lack of the linearity in

the high-LET data as discussed in the previous section.
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Let us continue the analysis of our benchmark study Belli et al. [26]. Similar to

the linear case, Fig.(5.7(a)) yields an excellent fit (χ2 = 0.42, R2 = 0.99 and RMSE

= 0.02) to the data. If we compare this with Figs.(5.8(b)), (5.9(a)) and (5.9(b))

for LET > 30keV/µm the fit appears to worsen until the highest LET is reached

(the gof metrics of the highest LET are χ2 = 1.82, R2 = 0.96 and RMSE = 0.05).

Although the coefficient of determination is close to 1, the χ2 and RMSE metrics

show that the residual errors increase by a large amount in the high-LET region.

A comparison of the LQ model performance in the linear and non-linear cases

are provided in Table (5.1). The behavior in the LQ model fit parameters in the

low-LET region between the linear and non-linear cases do not fluctuate much. The

parameters disagree more in the high-LET region due to the improved gof discussed

above. In the case of Belli et al. [26] the linear and non-linear parameters agree

within their error bounds. We note in both cases that the β parameter becomes

negative for LET > 30keV/µm. In the case of Wouters et al. [38] the fit parameters

do not change and have negligible error. This is not surprising because the data

demonstrated near perfect linearity when fit to the linearised LQ model and hence

should also yield an excellent fit to the non-linear LQ model.

We also note that our fits to the data are consistently improved on those reported

in the literature, as was the case using the linearised LQ model. The R2 value is

consistently better in comparison to the linear case upon observation of Table (F.4)

(with the exception of Wouters et al. [38] where it remained between 0.99 and 1 for

both cases). The most improvement is observed in the high-LET region where the

R2 increased to >0.95 for the non-linear cases presented in Table (5.1). Likewise,

the χ2 and RMSE metrics show substantial improvement on the fit. Recalling the

non-linearity of the data points in the low dose region this was excepted.

5.3.2.2 Testing for the Assumption of Normally Distributed Errors

The assumption of normally distributed residual errors is tested using the Kolmogorov-

Smirnov and Anderson-Darling Tests for unknown mean and variance, with critical

values derived for in-sample testing [120].

To continue with our analysis of the data from Belli et al. [26], both tests pass in

the low-LET region and fail for the two highest LET (34.6 and 37.8 keV/µm). The

remaining mid to low-LET fits pass both tests. The data from Wouters et al. [38]

still fails both tests (with the exception of the AD test for 160MeV/2.41keV/µm).

The results in Table (G.2) show that a just under half of the experimental data

considered fails the KS and AD tests - only a slight improvement compared to the

linear case. The power of the tests for data with a small sample size decreases and

hence Type II errors are also observed.
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Table 5.1: A summary of our fits to data from Belli et al. [26] and Wouters et
al. [38] discussed in this section. The parameters and gof metrics for the non-linear
fit are presented first with the corresponding linear fit are presented below in bold.

Energy LET α± error β± error χ2 R2 RMSE

Belli et al. (1998) [26] - V79 Cells
5.01 7.7 0.304 ± 0.012 0.022 ± 0.003 0.419 0.995 0.648

0.302 ± 0.012 0.022 ± 0.003 0.459 0.716 0.677
3.20 11.0 0.375 ± 0.017 0.035 ± 0.005 0.863 0.994 0.929

0.376 ± 0.016 0.033 ± 0.004 0.926 0.770 0.962
1.41 20.0 0.502 ± 0.017 0.034 ± 0.004 0.366 0.997 0.605

0.498 ± 0.017 0.035 ± 0.005 0.750 0.818 0.631
0.76 30.5 0.730 ± 0.027 -0.001 ± 0.007 1.719 0.990 1.311

0.720 ± 0.027 0.001 ± 0.008 1.797 0.001 1.341
0.64 34.6 0.791 ± 0.034 -0.034 ± 0.009 1.765 0.984 1.329

0.779 ± 0.035 -0.032 ± 0.008 1.999 0.565 1.414
0.57 37.8 0.690 ± 0.060 -0.023 ± 0.003 1.820 0.981 1.350

0.701 ± 0.055 -0.025 ± 0.011 2.101 0.420 1.449
Wouters et al. (2015) [38] - V79 Cells

160 1.10 0.122 ± 0.000 0.047 ± 0 2.1×10−4 1.00 0.015
0.122 ± 0.000 0.047 ± 0.000 0.000 1.00 0.016

160 2.06 0.112 ± 0.001 0.054 ± 0 1.1×10−3 1.00 0.033
0.112 ± 0.001 0.054 ± 0.000 4×10−4 1.00 0.035

160 2.41 0.123 ± 0.000 0.053 ± 0.000 2.0×10−4 1.00 0.014
0.123 ± 0.000 0.053 ± 0 0.00 1.00 0.016

160 3.20 0.141 ± 0.000 0.054 ± 0.000 4.2×10−4 1.00 0.020
0.141 ± 0.000 0.054 ± 0.000 4×10−5 1.00 0.022

160 4.74 0.154 ± 0.001 0.057 ± 0 1.9×10−3 1.00 0.044
0.154 ± 0.001 0.057 ± 0.000 0.000 1.00 0.047
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(a) 5.01MeV (7.7 keV/µm)

(b) 0.76MeV (30.5 keV/µm)

Figure 5.7: LQ fits on data from Belli et al. [26] with protons of varying energy
incident on V79 cells. The second panel is a plot of the residuals between the
observations and the linear LQ model.
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(a) 1.41MeV (20.0 keV/µm)

(b) 0.76MeV (30.5 keV/µm)

Figure 5.8: Linearised LQ fits on data from Belli et al. (1998) [26] with protons
of varying energy incident on V79 cells. The second panel is a plot of the residuals
between the observations and the linear LQ model.



5.3. A Regression Analysis of Experimental Dose-Response Data 123

(a) 0.64MeV (34.6 keV/µm)

(b) 0.57MeV (37.8 keV/µm)

Figure 5.9: LQ fits on data from Belli et al. [26] with protons of varying energy
incident on V79 cells. The second panel is a plot of the residuals between the
observations and the linear LQ model.
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Overall, we can conclude that the residual errors for the non-linear LQ fits are

not Normally distributed, which is more prominent in the high-LET region. This

is not much of an improvement over the linear case where more than half of the

data sets studied failed both tests. This shows that the non-linear version of the LQ

model is also inadequate at describing the data under high-LET exposure conditions,

based on regression analysis.

5.3.2.3 Testing the Assumption of Homoscedasticity

The assumption of homoscedasticity (constant variance of residual errors) can be

assessed visually and through the use of the Breusch-Pagan (BP) and White Tests

introduced in Section (E.1.1) of Appendix E. Although the BP test is designed for

linear regression, we wish to observe the power of the test for detecting homoscedas-

ticity in the non-linear LQ case, because the LQ model is inherently linear via the

transformation Eq.(5.12). Of course, we recall that the BP test cannot be applied

to data with non-Normally distributed errors (i.e. the tests that fail the KS and AD

tests). The relevant plots are presented in the panel below Figs.(5.7) and (5.8) and

in Section (H.2).

In the low-LET region we observe correlations in the residual plots in all figures

except Fig.(H.5(a)), where the residuals appear to remain scattered about the mean.

The residual plots of the remaining fits show the best agreement in the low survival

region (high dose) with an increase in residual error for high survival fraction (low

dose). A similar observation was made with the linear case. An explanation for this

is that we performed a weighted fit, meaning that we give more weight to the data

points with small errors. Figures (5.7) and (5.8) and in Section (H.2) of Appendix H

we show that the errors are consistently small in the high dose region, meaning that

our fit is more heavily weighted to this region.

The results for the BP Test at the 95% significance level paint a similar to picture

to our linear LQ model fits, in that a large fraction of fits indicate homoscedasticity

when small sample sizes are considered. This is despite many of the residual plots

discussed above showing some degree of correlation with absorbed dose. Again, the

BP test will be more powerful for large sample sizes that could not be considered

in this study. The data from Belli et al. [26] passes both the BP and White tests

in the low-LET region.The White test passes for all fits in the high-LET region

(>30keV/µm), however the BP test could not be performed on this data because

their residual errors are not Normally distributed. However, the residual plots show

that the residuals are larger in the low dose region and gradually approach zero as

dose increases. This implies that the fits are bias, which is likely due to the weight-

ing of the least squares fits and the small errors on the high dose measurements.

At an LET of 30.5keV/µm, the fit fails the BP test, implying that the residuals are

correlated with dose. Wouters et al. [38] could not be considered in light of the BP

test because the residual errors are not Normally distributed. Similar to the linear
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case, many data sets from [38] fail the White test. Due to time constraints we could

not examine this anomaly further however we wish to explore this in future work.

Overall the BP test passes in most cases with no trend observed in the pass rate.

The White test again passes for nearly all the fits with the exception of Wouters et

al. [38]. Similar behavior is observed in the linear case despite many of the residual

plots showing a degree of correlation. It is likely the result of Type II errors due

to the tests not detecting correlations in data with small sample size despite the

residual plots implying otherwise. The result of correlated residual errors with dose

implies that the LQ fit and its estimated parameters are not trustworthy. This effect

is observed more in the mid to high-LET region.

5.3.2.4 Testing the Assumption of No Autocorrelation

Unfortunately we could not test for autocorrelation in the non-linear case because

the Durbin-Watson (DW) test can only be applied to linear regression model [117].

However a model for approximating the exact distribution of the DW test statistics

for first-order autocorrelation (lag value of 1) has been developed for non-linear

regression [129]. Due to time limitations we have decided to leave this for future

studies.

Overall, the non-linear LQ fits (the LQ model form used in the literature) are

improved compared to the linear case in the mid to high-LET region. They are

comparable in the low-LET region where the linearity condition of the previous

section is satisfied. Despite the improved fit, the assumptions of regression analysis

are still not satisfied, particularly in the mid to high-LET range. The pass rate

for each test did not improve substantially between the linear and non-linear LQ

fits. Therefore, we have shown that the assumptions of Normally distributed and

correlated errors for the non-linear case of the LQ model are not satisfied in the

high-LET region, despite the improved goodness-of-fit.

5.4 The Influence of Fitting on Relative

Biological Effectiveness (RBE)

A clinical proton RBE of 1.1 has been adopted in hadron therapy centres despite

many studies reporting conflicting evidence [25, 26, 123]. The literature has shown

the RBE to vary with LET, depth and cell line/biological conditions [27, 60, 130].

The LET range considered in the current study is 0.99 to 37.8keV/µm, however

heavy ions are capable of achieving a higher LET range and RBE. Figure (5.10)

depicts the RBE at 10% survival as a function of LET using published fits from

Belli et al. [26] and Furusawa et al. [131]. Here the RBE peaks for proton radiation

at LET 30keV/µm whilst heavy ions peak at a much higher LET. Furthermore, the

peak proton RBE for LET > 30keV/µm is higher than that of heavy ions. When

using high RBE radiation such as protons and heavy ions for cancer treatment, it is
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critical to fit the data accurately to derive the correct RBE.

Figure 5.10: RBE as a function of particle LET at 10% survival for proton beams
[26], a helium ion beam and a neon beam [131] all incident on V79 cells. The shaded
regions indicate the LET at which protons and heavy ions have the highest RBE.

The current study has uncovered several deficiencies in the LQ model fits to

data from the literature (Appendix D). A key observation is that the fits are not

determined rigorously and the gof metrics of our fit show that those reported in the

literature can be improved. We have observed that the LQ model fits to the data of

Belli et al. [26] worsen with increasing LET in both the linear and non-linear forms

of the LQ model and this effect is also present for other data from the literature (see

Table (F.4)). Additionally we observed differing responses across cell lines under

similar exposure conditions such as the data from Howard et al. [123]. The depth

study also yields worse fits at larger depths in the Bragg Peak which is inherently

related to LET. By comparing the RBE computed using our fits to data from Belli

et al. [26], Bettega et al. [61], Howard et al. [123] and Wouters et al. [38] to those

reported in the literature, we have demonstrated the effect that a poor LQ model

fit has on the RBE.

The RBE can be calculated using multiple endpoints as we have discussed in

Chapter 2. In the current study we calculate the RBE by taking the ratio of doses

required for the test (proton/heavy ion) and reference (photon) radiation to achieve

a survival fraction of 10% and 37% respectively (as per Fig.(5.11)). We can also

consider the linear component of dose response only (i.e. SF = exp(−αD)) by

taking the ratio of fit parameters αx and α for the reference and test radiation. This

expression of RBE is derived using
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SF =e−α̂D = e−α̂xDx

⇒ log(SF ) =− α̂D = −α̂xDx

⇒ Dx

D
=
α̂

α̂x
.

(5.15)

where α and αx are the fit parameters and D and Dx are the absorbed doses of

the test and reference radiation respectively. The error in RBE(α̂/α̂x) is calculated

using

α̂± σp
α̂x ± σx

=
1

α̂2
x

[
σ2 + σ2

x

α̂2

α̂2
x

]
(5.16)

where σ and σx are the errors associated with α̂ and α̂x, respectively.

SF = 10%

SF = 37%

Figure 5.11: An example of how RBE is computed at 10% and 37% survival using
the data from Belli et al. [26].

5.4.1 RBE as a function of LET

In this section we consider the RBE computed at 10% and 37% survival as a func-

tion of LET. We also consider the response of different cell lines and their resultant

RBE. We follow this by calculating the RBE using the linear components of the LQ

model, α/αx, where α is the fit parameter to the proton survival curve and αx is

that of the reference beam.
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Figure (5.12(a)) depicts the RBE calculated at 10% survival using the non-linear

LQ fits from the previous section to data from [26, 61] as a function of LET. The

RBE values calculated in the literature are also presented for comparison. Con-

sidering our benchmark study, Belli et al. [26], the RBE increases with LET until

30keV/µm where the effectiveness peaks and begins to decrease. This effect is also

observable in Fig.(5.11) where the cell killing efficiency decreases for LET 34.6 and

37.8keV/µm in the high dose region. The RBE is known to peak at a given LET

depending on the radiation type [132].

The ability of a heavy ion to propagate further into tissue than protons sug-

gests that the peak RBE will occur at a higher LET than that of a proton beam

(see Fig.(5.10)). This effect is not visible in the data from Bettega et al. [61] how-

ever this may be the result of differing radiation sensitivity between the V79 and

C3H10T12 cell lines. In fact, fast proliferating cell lines (i.e. with a greater repair

capacity) require higher-LET radiation to induce cell death than slowly-proliferating

cells, which have a much lower repair capacity [132]. This implies that the LET at

which the maximum or “effective” RBE occurs is also dependent on the cell and its

intrinsic biological environment parameters. It is therefore likely that C3H10T12

cells are fast-proliferating in comparison with V79 cells which explains why we do

not observe the maximum RBE which will occur at a higher LET.

There are also slight differences in the resultant calculated RBE using our fits to

the data compared with those reported in the literature [26, 61]. They are not sig-

nificant but nonetheless demonstrate that the RBE is affected by a poor LQ model

fit to the data.

Figure (5.13) depicts RBE(Dx/D) as a function of proton LET on different cell

lines in the low LET range evaluated at 10% and 37% survival. First we observe

that the RBE values are slightly lower at 10% survival in comparison with 37%

survival due to the loss of cell killing efficiency in the high dose region. Noting that

high survival occurs at low doses, later in this section it is shown that low dose

RBE(Dx/D) is larger than the high dose range. Therefore, a higher RBE should

be expected at 37% survival with respect to 10%. The variance in RBE appears to

be slightly higher at the 37% survival rate, particularly at an LET of 7.29keV/µm.

The RBE calculated from our fit in comparison to the fit reported in Howard et

al. [123] also differs particularly at 37% survival. This demonstrates the importance

of rigorous survival curve fitting because low doses such as these are used commonly

in hadron therapy and this is the region where the RBE has a high variance.

The above discussion of fast and slow-proliferating cells is difficult to implement

here because the maximum RBE likely occurs at an LET much higher than those

considered in this study. In this LET range the CHO and A549 cells appear to have

a similar response to high doses (i.e. low survival) than in the low dose region. How-



5.4. The Influence of Fitting on Relative Biological Effectiveness (RBE) 129

(a) Bettega et al. [61] and Belli et al. [26] (b) Belli et al. [26] only

Figure 5.12: A comparison of RBE as a function of particle LET at 10% survival
for proton radiation of varying LET incident on V79 cells from Belli et al. [26] and
C3H10T12 cells from Bettega et al. [61] using the fits reported in the literature and
in this study.

ever even in the low dose region (i.e. high survival) the RBE of each cell line differs

by < 0.2. It is possible that both cell lines have similar repair capacities in the low

LET region and hence have a similar response. This difference in fit shows a very

different RBE prediction in the high survival fraction (low dose) region compared to

the low survival fraction (high dose) region. This is because the our fits agree with

the literature for high doses more than low doses (see Fig.(H.5(b)) as an example).

(a) 10% survival (b) 37% survival

Figure 5.13: RBE(Dx/D) as a function of particle LET for the CHO and A549
cell lines in response to a 71MeV pristine proton beam with varied depth at low and
high survival rates [123].
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Figure (5.14) depicts RBE(α/αx) as a function of LET for the experimental

results from [26, 133]. Similar to Fig.(5.12(a)), the RBE increases with LET to a

maximum before decreasing again - only here the maximum occurs at an LET of

34.6keV/µm compared to 30.5keV/µm. The carbon ion RBE from [133] is lower

than the proton RBE which is also consistent with that we observe in Fig.(5.10).

This is expected because protons have a higher interaction cross section in this

LET range than heavy ions because the latter typically travel faster at an LET of

30.0keV/µm. The RBE behavior of heavy ions will be a focus of future work.

Using the original fit parameters reported in the literature for this same calcu-

lation results in a maximum RBE at LET 30.5keV/µm for V79 cells in response

to proton radiation. There is also a maximum difference in RBE of ≈ 3 between

the RBE calculated using our fit and from the literature. The result is a significant

under estimation of the RBE for all LET in Fig.(5.14) using the fits presented in the

literature and the effect is most prominent for LET > 30keV/µm. The heavy ion

RBE was calculated using our non-linear LQ model fits however no comparison with

the literature could be made because the LQ fit parameters are not reported [133].

We observe that in the LET range considered for this study, the carbon RBE is

lower than that of proton radiation.

Another noteworthy observation to make from Fig.(5.14) is the increase of error

in the high-LET range. At a low-LET of 7.7keV/µm the errors are relatively small

indicating a good estimate with respect to the LQ model fit. An increase in error

is observed as the LET increases, indicating a poor RBE estimate in the high-LET

range for each fit using the LQ model. Furthermore, the error bars between our

RBE predictions are those reported in the literature do not overlap. This shows the

full effect of a non-rigorously determined fit on RBE calculations.
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Figure 5.14: RBE(α/αx) as a function of particle LET for proton beams of different
energy incident on V79 cells [26], a carbon beam on HSG cells [133], a helium ion
beam incident on V79 cells and a neon beam incident on V79 cells [131]. The errors
are calculated using Eq.(5.16). Note: errors are not present on the results from [131].

To conclude, the reported fit parameters from the literature offer a substan-

tial difference in RBE compared to the fits performed in our study. This effect is

particularly prominent in the high-LET range (Fig.(5.14)) where the published fits

from the literature underestimate RBE by at least 1. In the low-LET region the

RBE calculated from our fits in comparison with those reported in the literature are

more clustered together than in Fig.(5.14). Recalling that the fit from our study is

improved in comparison with [123], the RBE values calculated from this study are

more trustworthy. The error bars on Fig.(5.14) also indicate that the RBE(α/αx)

estimation is less reliable in the high-LET region.

5.4.2 RBE as a function of Depth

The RBE(Dx/D) can also be reported as a function of depth in the Bragg Peak.

Figures (5.15) and (5.16) depict the RBE(D/Dx) as a function of depth in a SOBP

and pristine Bragg Peak respectively. As expected from the literature [25], the

RBE should increase with depth in the Bragg Peak. Again, this is exactly what

in observed in the calculated RBE values for both our fits and those reported in

the literature. The exact LET values were not reported in [130] however they were

in [123]. The corresponding LET for each point in Fig.(5.16) ranges between 1 and

7keV/µm and we can assume a similar range for those from Fig.(5.15). In fact many

depth studies from the literature result in lower LET values.
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In comparison with Fig.(5.13) in the same LET range, we observe more agree-

ment between the RBE values than in Fig.(5.14). Fig.(5.15) shows that RBE cal-

culated from the published fits and our fits differ by approximately 0.1. This shows

that small changes in the model fit, even in the low-LET region, can result in a very

different RBE prediction.

Similarly in Fig.(5.16) the differences between RBE calculated using our fits and

the published fits are quite small but nonetheless differ at some depths. Again, the

data from [123] is in the low LET range where more agreement between the RBE

values from our study and the literature is observed.

Overall, the quality of fit to the survival data influences the RBE as demon-

strated by comparing those calculated using our fits and the published fits. They

also demonstrate the expected trend of increasing with depth and decreasing when

calculated at higher survival rates/lower doses. Despite the differences between

RBE using our fits and the published fits being small, they are still nonetheless

different. Since our fit performs better with respect to both experimental studies

from [123,130], we can conclude that our RBE calculation is more reliable than that

in the literature.

Figure 5.15: RBE(Dx/D) measured at 10% and 37% as a function of depth in
nylon-6 for the CHO cells in response to a 65MeV, 10mm SOBP from Tang et
al. [130].



5.4. The Influence of Fitting on Relative Biological Effectiveness (RBE) 133

Figure 5.16: RBE(Dx/D) measured at 10% as a function of depth in a water for
the CHO and A549 cells in response to a 71MeV pristine Bragg Peak [123].

5.4.3 RBE as a function of Dose

When the LQ fit parameters α, αx, β and βx are known, one can determine the

RBE as a function of absorbed proton dose D. It is derived by solving for the ratio

Dx/D at which S(Dx) = S(D) = e−αD−βD
2
. The expression is as follows

RBE(D) =
Dx

D
= − 1

2D

αx
βx

+
1

2D

√(
αx
βx

)2

+ 4
(
α + βD

)D
βx

(5.17)

where Dx is the reference beam dose, α/β are the fit parameters for the test radiation

and αx/βx are the fit parameters for the reference beam. The resultant relationship

is a decreasing RBE for increasing dose. Figures (5.17(a)) and (5.17(b)) depict the

relationship in Eq.(5.17) using the fit parameters to the proton and reference dose

response curves from our study. This same figure is produced in [38] as a function of

reference beam dose. The same trend of RBE increasing with decreasing dose with

a non-linear relationship is observed in other parts of the literature [25,113].

It is worth noting that the experimental data used to produce Fig.(5.17(a)) con-

siders proton LET values between 1 and 5keV/µm. The LET range is much larger

in the data used to generate Fig.(5.17(b)). For this reason the RBE is consistently

higher in Fig.(5.17(b)) compared to Fig.(5.17(a)). This is analogous with the behav-

ior observed in Section (5.4.1) where the RBE grows with LET before peaking at an

LET ≈ 30keV/µm. Recall from Fig.(5.14) that for LET > 30keV/µm an “overkill”

effect is observed where RBE begins to drop. This is also evident in Fig.(5.17(b))

where all LET >30keV/µm decrease at a higher rate with dose than lower LET.
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(a) LET varied by depth in a 160MeV 10cm
SOBP Wouters et al. [38].

(b) LET varied by energy Belli et al. [26]

Figure 5.17: RBE as a function of absorbed dose for V79 cells irradiated with
proton beams [26,38] using Eq.(5.17).

5.5 Conclusions

The aim of this investigation was to assess the limits of the LQ model in its linear

and non-linear forms on the experimental data given in Appendix D for different

biological and exposure conditions. The following conclusions are drawn from our

findings.

� Many of the LQ model fits performed in the literature are not rigorously deter-

mined. By performing a least squares fit weighted by the SEM, we improved

upon all the published fits.

� Regression analysis of experimental hadron therapy data shows that the LQ

model does not adequately describe the data in the mid to high-LET range.

Meanwhile, the LQ model performs much better in the low-LET range.

� If the survival curve is not rigorously determined, endpoints such as RBE are

not computed accurately. Even small deviations in the fit can impact the RBE

prediction significantly. Therefore, an accurate dose-response model is key to

calculating reliable RBE values.

� There are more complex physical, chemical and biological processes involved

with high-LET radiation such as protons and heavy ions. The model used to

compute the RBE in this LET region should account for such processes.
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Beyond the Linear-Quadratic

Model

The Linear-Quadratic (LQ) model describes a “hit and kill” target model based

on the dual radiation action theory [23] and is modelled using the Poisson process.

In the previous chapter we questioned the validity of the LQ model by fitting the

available experimental data through extensive statistical analysis. We concluded

that the published LQ model fits contain deficiencies when goodness-of-fit statis-

tics, error (residual) analysis and the assumptions of regression are considered. Our

analysis supports the conclusions derived from the regression study performed by

the JLab group [17,18,39].

Upon comparison observations, the LQ model appears to fit a number of dose-

response curves with reasonable accuracy, however evidence from Chapters 2 and

5 have shown that it does not extend to cover full generality, for instance, in the

high-LET region. The importance of stringent statistical testing of such models can

be critical to the success or failure of their ability to describe a system or process.

The conclusions drawn in Chapters 2 and 5 has shown a reduction in the LQ

model’s effectiveness for high-LET radiation and high dose regions in particular.

Furthermore, the LQ model can fit to a dose-response curve under specific

combinations of parameters. However, predictions with other parameters

cannot be derived based on this fitting. Despite this, use of the LQ model

is substantially higher in clinical and research applications than alternative, more

detailed models such as the TLK [33], RMR [31] and LPL [32] models discussed in

Chapter 2.

In this chapter, a new model is introduced with the aim of re-evaluating the

underlying statistical assumptions of the classic LQ model (see Chapter 5). It is

our hope that this proposed model explains the discrepancies of goodness-of-fit with

high-LET dose-response data. The testing of this model was undertaken in a series of

135
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stages, first by testing the proposed model : (i) against experimental (details of the

data are given in Appendix D) (ii) simulated data at different biological endpoints

and (iii) comparing with the LQ model. The test results are presented in Chapter 8.

6.1 The Poisson Process within our Physical

Picture

Modelling cell death with the highest achievable accuracy through radiation in-

duced biological damage is the ultimate goal in the field of radiation physics. There

are many attempts in the literature to achieve this goal, some of which are given

in [31–33]. We will first discuss the physical problem and how it is currently handled

in the literature. Afterwards we will put forward our proposal model to approach

solving this problem.

Let us visualise the problem in four distinctive stages from the initial state of a

system, |i〉 to the final state of a system |f〉 with a very simplified sketch :

time 

t = trept = tdelt = trep = tdel = 0 

|i⟩ | f ⟩

N0

|m⟩

N' N

SF = 1

D = 0

SF = N'/N0

D > 0 D > 0

SF = N/N0

Irradiation

Repair

Pre-Irradiation Post-IrradiationIrradiation/Repair

Figure 6.1: In the physical picture, the timescale of beam delivery and damage
repair with cell survival are shown by trep and tdel representing the damage repair
and beam delivery time, respectively.
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1- Pre-Irradiation Stage Prior to irradiation the initial state consists of a total

number of cells (target) are given by N0 at tdel = 0, trep = 0 and D = 0. At

this time the survival fraction is SF = 1, i.e. all the cells are alive.

2- Irradiation and Repair Stage Irradiation of the target (N0 cells) commences

and continues until the desired dose is delivered. The absorption of dose has

been achieved by ionising particles passing through the sensitive regions (nu-

cleus) of the target (cells), causing ionisations and excitations as they propa-

gate through. This results in DNA damage (lesions) being induced within the

sensitive regions of the cells, i.e. the regions that contain DNA. The number

of ionisations (hits) increases with the dose absorbed by the target, so more

hits can be found in a single cell when high doses are delivered. As discussed

earlier in Section (2.1), cell death is related to the yield of lethal lesions in-

duced on the DNA helix. As shown in Fig.(2.1), the repair process starts at

t = 10−6seconds after the damage is produced, hence the repair process is

already present during the irradiation process. At a constant dose rate, the

dose delivery is a function of time; while low doses are delivered in a short

time, high doses typically take longer.

3- Post Irradiation - only Repair Stage When the desired dose is reached the

irradiation stage ceases whilst the repair process continues until trep, which is

when the survival fraction reaches equilibrium (i.e. saturation is reached).

Towards the end of this repair time a large proportion of lesions which are of

the form SSB, DSB and cDSB will have been repaired through biological and

chemical processes inside the cell. However, if a lesion cannot be repaired it

will become lethal and contribute to cell death.

4- Final Stage In this stage where t > tdel + trep, after saturation time t > trep,

the number of cells that survive, N , are counted in the experiment/simulation.

As mentioned above, the process of radiation induced cell death is quite com-

plicated. The damage caused by the radiation is counter-balanced by the chemical

and biological repair process which affects the final cell survival fraction.

The theoretical models proposed in the literature that govern the mechanism

for radiation induced cell death are probability models. More specifically they are

a Poisson counting process. As an analogy, consider an experiment in which every

outcome is described as either a “hit” or “failure”, this is depicted in Fig.(6.2). The

probability of a “hit” is denoted by p (0 < p < 1) and the probability of a failure

is denoted by q = 1 − p. Suppose the experiment is repeated n times producing a

sequence of “hits”, H and “failures”, F . For example the outcome of four experi-

ments might be HFHH. The order may represent discrete time, in which case the

sequence can be interpreted as a discrete time stochastic process. The outcomes of

each experiment at different points in time are independent and the probability p
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Trial 1
Trial 2 Trial 3

Figure 6.2: A visualisation of N arrows being shot at a target with k successes
(green) and N − k failures (red) in three independent experiments.

of a “hit” is constant over time.

LetXi denote the outcome of the ith experiment, withXi = 0 denoting a “failure”

and Xi = 1 a “hit”. The sum of n repetitions of such trials describes the Bernoulli

experiment :

S(p)
n = X

(p)
1 +X

(p)
2 + ...+X(p)

n =
n∑
i=1

X
(p)
i . (6.1)

S
(p)
n is an integer random variable taking on values between 0 and n. If k (0 ≤ k ≤ N)

is the sum of Xi after n experiments then it can be shown that the probability of k

has a binomial distribution :

P (k) = prob(X
(p)
1 +X

(p)
2 + ...+X(p)

n = k) =

(
n

k

)
pkqn−k . (6.2)

Let us now consider a model in which the random arrivals of events (“hits”)

occur at a fixed rate λ per unit time. At t = 0 there are zero successes (no arrival of

events yet) so N(0) = 0. We divide the total time t into n intervals of equal length

δ = t/n. In this case p is the probability of “hits” is proportional to the length of

the interval, δ. As the number of intervals increases to infinity, λ is kept constant

so that

p = λδ = λt/n . (6.3)

As the intervals get smaller, the probability of success in each interval also gets

smaller. A success or a “hit” in an interval δ is typically preceded by a series of

failures as is shown in Fig.(6.3).
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F F F H F H F F H H FF FH

First

Arrival

Time

Second

Arrival

Time

Third

Arrival

Time

kth

Arrival

Time
t1

τ1 = t2 − t1

t2

τ2 = t3 − t2

t3

...

tk

τk = tk − tk−1

tk−1

time

Figure 6.3: The event inter-arrival times of the Poisson process.

Let N(t) denote the number of successes in the time from 0 to t. As there are n

intervals and p is the probability of success per interval it follows that

np = λt . (6.4)

In the limit δ → 0 as n → ∞ with the realisation of Eq.(6.4), the distribution of

N(t) is Binomial with parameters n and p [134] :

P (S = k) =

(
n

k

)
pkqn−k with p = λt/n . (6.5)

So

P (S = k) =
n!

(n− k)!k!

(
λt

n

)k (
1− λt

n

)n−k
=

(λt)k

k!

1

nk

(
1− λt

n

)n(
1− λt

n

)−k
n!

(n− k)!
(6.6)

Making use of n!
(n−k)!

1
nk

= n(n−1)···(n−k+1)(n−k)!
nk(n−k)!

≈ 1 as n→∞,

limn→∞
(
1− λt

n

)n
= e−λt and limn→∞

(
1− λt

n

)−k
= 1, Eq.(6.6) becomes

P (S = k) =

(
n

k

)
pk(1− p)n−k ⇒ (λt)k

k!
e−λt . (6.7)

This is the probability distribution for a Poisson process which is found as the lim-

iting case of the Binomial distribution. The value k = 0 corresponds to the survival

probability (i.e. no hits). In a Poisson count process the distribution of the number

of events (arrival times - hits) in any interval depends only on the length of the

interval and not on the exact location of the interval on the time axis, hence the

Poisson process has stationary increments.
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6.1.1 What is “n” in the Current Picture?

In the current context of a proton beam incident on a series of cells (target) there

are many factors that influence the relative probabilities. If we think about this as

a Bernoulli counting experiment, the number of protons incident on the cells can

be defined as n. Bearing in mind that the aim in a dose-response experiment is to

expose the cells to increasing absorbed doses and we must increase n to achieve this.

Due to the variance in ionisation density along a particle track with changing LET,

larger n is required for a low-LET radiation to achieve the same dose range as for a

high-LET radiation.

With increasing n, the probability of k > 0 successes (i.e. the induction of k

DNA damages) increases. This trivially results in a decrease of the survival proba-

bility (k = 0) of the target/cells on which the n protons are incident.

In our physical picture, Fig.(6.1), we may think of an experiment such as in

Fig.(6.3) repeated infinitely often and adjusting the success probability p to the

limit n → ∞ by keeping n · p = Λ fixed. Then we finally look at the outcome that

S takes on the integer value k. If we wish to determine the survival probability in

particular, we observe the probability that k = 0, i.e. the fraction of targets that

are untouched (the cells are alive). Once we determine the only parameter Λ from

this survival probability, all the other probabilites are given by Eq.(6.7).

The probability functions P (k) for k = 0, 1, 2, . . . , satisfy the Feller-Kolmogorov

[135] forward equations

d

dt
p0 = −λp0 (6.8)

d

dt
pk = λpk−1 − λpk for k = 1, 2, ... (6.9)

with the initial conditions p0(0) = 1 and pk(0) = 0 for k = 1, 2, . . . because at t = 0

all the cells are alive and no damage has been induced.

Now let N(t) be a Poisson count process with rate λ and τ1 be the time passed

until the first success then

P (τ1 > t) = P (no arrival in (0,t])

= e−λt, (6.10)

hence the survival probability at time t is given by

Fτ1(t) =

{
1− e−λt t > 0

0 otherwise,
(6.11)
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where Fτ1(t) is the CDF and τ1 is distributed exponentially. Let τ1 denote the time

between the first and second arrival, τ2 is also distributed exponentially where both

τ1 and τ2 are independent. τ1, τ2, . . . are called the inter-arrival (waiting) times (or

waiting times) of the count process N(t). All the τ ’s are independent and exponen-

tially distributed; and this process suggests no memory [136].

After showing that a Poisson count model having an exponential distribution

on the inter-arrival times we can now find the distribution of the arrival times

T1 = τ1, T2 = τ1 + τ2, . . . , Tn = τ1 + τ2 + . . . τn. The τi’s are independent exponen-

tial random variables and the summation of exponential distributions add up to a

Gamma distribution Tn ∼ Γ(n, λ), n ∈ N. The Γ(n, λ) is also called the Erlang

distribution [134].

Tn ∼ Erlang(n, λ) = Gamma(n, λ) for n = 1, 2, 3, · · · (6.12)

The PDF of Tn is

fTn(t) =
λntn−1e−λt

(n− 1)!
for t > 0 (6.13)

with E [Tn] = n/λ, var (Tn) = n/λ2. Note here that the arrival times are not

independent as T1 ≤ T2 ≤ · · · .

Recall that most dose-response models in the literature are based on a Poisson

process where the mean and variance are equal E[x] =VAR[x] = λ, which suggests

an equidispersion condition. The exponential inter-arrival times (waiting times) for

the pure Poisson process have a PDF, f(t) = λe−λt, CDF, F (t) = 1− e−λt and the

survival function Ψ(t) = 1 − F (t) = e−λt gives the hazard rate h(t) = λ which is

constant, indicating no duration dependence. The hazard rate defines the underly-

ing time dependence of the process.

We can utilize here some of our simulated dose-response results, Figs.(6.4) and

(6.5) from Chapter 8 to check whether the equal mean and variance condition of

the Poisson process is satisfied in distributions of lethal lesions in the system after

exposure to high and low-LET radiation with increasing dose. From these figures we

observe a fatter tail in the high-LET case compared with the low-LET case, which

indicates an overdispersed data due to the variance being considerably greater than

the mean.

In the high-LET case, Fig.(6.4), increasing dose the difference between the mean

and variance becomes greater, the variance exceeds the mean (overdispersion) and

the data does not satisfy the equal mean and variance (equidisperison) condition

of the Poisson process. On the other hand Fig.(6.5(h)) shows the probability of

lethal damages with the Poisson distribution fit seems to represent the data much

better, especially in the intermediate to high dose region. Whereas for low doses the
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Figure 6.4: Normalised histograms of lethal lesions induced in our system with
increasing doses, D, of high-LET radiation with the fitted Poisson PDF.
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(a) LET = 1.20keV/µm, D = 0.96Gy (b) LET = 1.20keV/µm, D = 2.14Gy

(c) LET = 1.20keV/µm, D = 2.89Gy (d) LET = 1.20keV/µm, D = 3.85Gy

(e) LET = 1.20keV/µm, D = 4.28Gy (f) LET = 1.20keV/µm, D = 5.13Gy

(g) LET = 1.20keV/µm, D = 6.40Gy (h) LET = 1.20keV/µm, D = 7.30Gy

Figure 6.5: Normalised histograms of lethal lesions induced in our system with
increasing doses, D, of low-LET radiation with the fitted Poisson PDF.
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mean exceeds the variance suggesting under-dispersion (see Figs.(6.5(a)) to (6.5(c))).

This explains why the LQ model, which is based on the Poisson process, is prob-

lematic in describing survival data in the high-LET region in particular, Fig.(5.8).

We can therefore argue that the low-LET region is best suited to be explained with

the Poisson process but not the high-LET region.

The presence of over/under-dispersion is not uncommon in nature [137]. In fact

this effect is observed in many Poisson counting models for complex systems such

as that considered here [138]. In such instances the parameters estimated from the

distribution are biased. In radiation induced cell death accounting for overdispersion

effects is critical to radiation therapy treatments, because it results in a different re-

lationship between the mean lethal lesion yield per cell and the survival probability

(k = 0). The result of this is an inaccurate prediction of cell survival. Therefore an

non-Poissonian alternative is needed to ensure an accurate estimation of the survival

fraction with a given mean lethal lesion yield per cell when overdispersion is present.

Recalling the differences in the induction of DNA damage under high and low-

LET radiation, the relative complexities of DNA damage will vary to a large degree

due to a more densely ionising particle track for high-LET. Furthermore, a dam-

aged cell can undergo a series of biological and chemical processes to repair radiation

induced damages proceeding via a number of pathways (see Chapter 2). Each pro-

cess can influence the lethal lesion yield in the final state |f〉 and it is therefore

plausible to suggest over/underdispersion effects with a deviation from the Poisson

process [68, 69].

In Chapter 5 we concluded that the Linear-Quadratic model based on a Pois-

son process has difficulty in representing high-LET experimental data, Fig.(6.5(h))

and therefore must be improved. However, to our knowledge, no model has been

proposed to resolve this issue. At a microscopic level, by observing all other proba-

bilities of the Poisson process rather than just the zeroth order (lowest order) namely

the survival probability, we deduced that our simulated data supports this conclu-

sion. As we show in Figs.(6.4) and (6.5) the equidispersed condition of the Poisson

process is violated for high LET and dose.

As a remedy for an overdispersed/underdispersed Poisson process in the liter-

ature of complex systems [137], the exponential waiting times are replaced by the

Weibull, Gamma, Lognormal or power law [139]. These distributions have a non-

constant hazard rate and are therefore less restrictive. In a complex system devia-

tions from the classical exponential waiting times can be achieved by introducing the

stretched exponential distribution instead, which introduces “Anomalous relaxation

models”.
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6.2 Proposal of a New Dose Response Model

The model proposed here was developed in close collaboration with Dr. Markus

Kreer of Johann Wolfgang Goethe-Universität, Frankfurt, Germany. In order to

improve on the problems discussed in the previous section and make an attempt to

resolve them, we propose a new dose-response model where the inter-arrival times

(waiting times) between the events are independent but NOT exponential. We

modify the classical exponential inter-arrival time distribution by a Mittag-Leffler

distribution [140,141] which is a generalisation of the exponential distribution. More-

over the stochastic process dictates that the Mittag-Leffler distribution is called the

Fractional Poisson Process (fPp). The main idea of the fPp process is to make

the standard Poisson process more flexible by permitting a non-exponential, heavy

tailed distribution for the inter-arrival times with long memory.

6.2.1 Fractional Poisson Process

The introduction of Mittag-Leffler distributed waiting times with index γ turns

out to be equivalent to substituting the 1st order time derivative on the left-hand

side in the Feller-Kolmogorov forward equations, Eqs.(6.8) and (6.15), by a frac-

tional derivative dγ

dtγ
where 0 < γ ≤ 1, which is to be interpreted in the sense of

Dzerbayshan-Caputo (e.g. Podlubny (1999, p. 78) [142]).

The probability functions pk for k = 0, 1, ..., satisfy the Feller-Kolmogorov for-

ward equations

dγ

dtγ
p

(γ)
0 = −λp(γ)

0 , (6.14)

dγ

dtγ
p

(γ)
k = λp

(γ)
k − λp

(γ)
k−1 for k = 1, 2, ... (6.15)

with initial conditions p
(γ)
0 (0) = 1 and p

(γ)
k (0) = 0 for k = 1, 2, ... [143–145]. Our

new survival probability for the fractional Poisson process (fPp) is given by

p
(γ)
0 (t) = 1− F (t) = 1− (1− Eγ(λtγ)) (6.16)

= Eγ(−λtγ) , (6.17)

where Eγ(−λtγ) is the Mittag-Leffler (ML) function with parameters γ and λ. The

details of the ML function can be found in Appendix I. The other theoretical prob-

abilities, according to Eq.(25) in Ref. [143] are given by the following equation

p
(γ)
k (t) =

(λtγ)k

k!

∞∑
j=0

(j + k)!

j!

(−λtγ)j

Γ(γ(j + k) + 1)
, k = 1, 2, · · · . (6.18)
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Our series expansions for p
(γ)
k (t) as given in Eq.(6.18) will have a very limited range

of convergence for practical purposes whilst being numerically unstable in other

ranges (even though the radius of convergence is infinite). Therefore we need to

use a different approach to evaluate the function. We use the following integral

representation of Eq.(6.18) from [146] Corollary 1 :

p
(γ)
k (t) =

1

k!
λktkγ

∫ ∞
0

dz zke−zλt
γ

Mγ(z), (6.19)

where the M-Wright function or Mainardi function is defined by

Mγ(z) =
1

π

∞∑
j=1

(−z)j−1

(j − 1)!
Γ(γj) sin (πγj), (6.20)

which is convergent [142]. It can be shown [147] that we have the following asymp-

totic behavior as z →∞

Mγ(z/γ) ∼ a(γ)z(γ−1/2)/(1−γ) · exp
[
−b(γ)z1/(1−γ)

]
, (6.21)

where a(γ) and b(γ) are positive coefficients with

a(γ) =
1√

2π(1− γ)
, b(γ) =

1− γ
γ

.

Thus, for any γ ∈ (0, 1) the Mainardi function decays faster than the exponential

function. This allows the numerical evaluation of Eq.(6.19) by approximating the

integral numerically by a simple trapezoidal rule. We can easily evaluate the se-

ries expansion in Eq.(6.20) with the asymptotics Eq.(6.21) to provide the Mainardi

function for the entire positive x-axis needed in our case. For γ = 1/2 and γ = 1/3

there exists an analytic expression of the Mainardi function :

M1/2(z) =
1√
π
e−z

2/4

M1/3(z) = 32/3Ai(z/31/3),

where Ai is the Airy function. In Fig.(6.6) we have depicted the Mainardi func-

tion for various values of γ. For γ = 1 the Mainardi function will be the delta-

distribution, because M1(z) = δ(z− 1). Therefore the integral representation of the

fractional Poisson process probabilities Eq.(6.19) exactly goes to the Poisson distri-

bution pk(t) = tk

k!
e−t. We describe our first algorithm (I) to calculate the Mainardi

function for a given 0 < γ < 1 in Appendix I. Our second algorithm (II) computes

the fractional Poisson probabilities p
(γ)
k (t) for the fPp having encountered at time

t > 0 for k events, also given in Appendix I. As an example, using these two algo-

rithms we compare the Poisson and fractional Poisson distributions for γ = 0.8 with

increasing time in Fig.(6.7).
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Figure 6.6: Mainardi function for different values of γ.

If in our physical picture we visualise the PDF evolution with time by consider-

ing the expected number of lethal lesions per cell as irradiation time tdel increases,

the evolution can be explained in terms of cell response. At t = 0 we assume no

hits have occurred because the beam has not been “switched on”, therefore it is

impossible for k > 0 hits to occur and the k = 0 probability is 1 under the fPp and

Pp.

When irradiation commences but t is small the Pp and fPp are very similar

(Figs.(6.7(b)) and (6.7(c))) because only relatively simple DNA damages are likely

to exist. As we have described above, when irradiation continues for large t we

begin to observe the overdispersion effect as DNA damage complexities increase and

the repair processes begin to affect the number of lethal lesions per cell. Therefore

the Pp and fPp PDFs will only continue to diverge as irradiation continues and the

resultant survival probability will differ by larger amounts.

Finally at t = 50.0 irradiation has continued for a long period of time and the

system begins to “oversaturate” with damage resulting in the extremely flat PDF

shown in Fig.(6.7(h)) for the Pp and fPp. At large t the effect of overdispersion on

the estimate of the mean number of lethal lesions per cell is clearly visible. Under a

standard Poisson process the mean will be severely under estimated along with the

survival probability.

Figure (6.8) depicts the evolution of survival probability with time for the stan-

dard and fractional Poisson process for γ = 0.8. Similar to Fig.(6.7) the survival

fraction under the Pp and fPp begin at 1 at t = 0. As t increases the survival
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Figure 6.7: Evolution of the Pp and fPp PDFs as a function of k (hits) with
increasing time.
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probability in the classical and fractional limits diverge from each other. It is in

the same time region of Fig.(6.7) that we observe the largest difference between the

mean number of lethal lesions per cell as expected. For large t we again observe the

system to be saturated with lethal lesions rendering the survival fraction effectively

zero for large t despite the difference in the mean lethal lesion count per cell in

Figs.(6.7(g)) and (6.7(h)).

Figure 6.8: The survival probability functions of the classical (γ = 1, λ = 1.5) and
fractional (γ = 0.8, λ = 1.5) Poisson processes using the Mittag-Leffler function.

We give our third algorithm (III) in Appendix I to fit the distribution of lethal

damages, Lf , to the fractional Poisson probabilities , pγk, for k = 1, 2, · · · using the

integral representation Eq.(6.19) after rescaling it by Λ ≡ λtγ :

p
(γ)
k (Λ) =

1

k!
Λk

∫ ∞
0

dz zke−zΛ
γ

Mγ(z). (6.22)

6.3 Our Continuous Random Walk Model as a

Realisation of the Fractional Poisson Process

It is constructive to apply the concepts described above to the current physical pic-

ture. Let us consider a beam of protons incident on a group of cells. The cells contain

DNA targets or more generally, molecules that come into contact with protons to

cause lethal damages (leading to cell death). If the time difference (waiting times)

between these lethal damages are described by the Mittag-Leffler distribution, then

the foundation of this physical picture is a fractional Poisson process instead of the

standard Poisson process.
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For the sake of completeness let us sketch how we can arrive constructively at a

fractional Poisson Process. We wish make a simple dose-response model based on

the Fractional Poisson process using the Mittag-Leffler (ML) distribution as an inter-

arrival time. In order to achieve this we adopted the argument given by Meerschaert

et al. [148] Consider a random waiting time Ji described by a fat-tailed distribution

such as ML. The total time elapsed for n events to occur is

Tn = J1 + J2 + ...+ Jn

and the corresponding renewal process1 can be described as

R(t) = max{n ≥ 0 : Tn < t} . (6.23)

We consider our physical picture to be a renewal process the times at which a cell

is classified as “alive” or “dead” is i.i.d. and random. Reconsider the Bernoulli

experiment for the case of a continuous time random walk (CTRW) related to this

renewal process :

S(p)(R(t)) = S(p)
n = X

(p)
J1

+X
(p)
J2

+ ...+X
(p)
Jn

. (6.24)

As in the previous section, we take the limit n→∞ as p→ 0 but in such a way that

it is described by Meerschaert et al. [148]. They made this limit behavior exactly

available for the CTRW S(p)(R(t)) in their Theorem 2.5 and for the Mittag-Leffler

waiting times the result is stated in their remark 2.6 as :

S(p)
(
λR(p−1/γt)

)
⇒ N1(E(t)) as p→ 0 ,

where N1(E(t)) is a so-called fractional time Poisson process (ftPp) and by using

this form of re-scaling corresponds to a special thinning procedure. The convergence

is “in distribution”. In Chapter 2 of [148] they demonstrate that the fractional time

Poisson process and fractional Poisson process are actually the same. Thus, our

heuristic approach in the previous subsection by replacing the ordinary derivative

with a fractional derivative did indeed lead to a generalisation of the approach.

The continuous time random walk (CTRW) as a physical picture means that

single protons of our beam “hit” the target with inter-arrival times distributed as a

“stretched” Mittag-Leffler with critical exponent 0 < γ ≤ 1. In the case γ = 1 we

recover the standard Poisson process. This allows us to formulate a theory that will

be tested in the coming chapters of this thesis and is stated as follows.

1A renewal process investigates the sum of usually non-exponential waiting times as well as the
corresponding counts occuring in these time intervals. Thus is it a generalisation to the Erlang
process for the sum of waiting times.
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When the time interval (waiting time) between the occurrences of the final lethal

lesion damages is dictated by the Mittag-Leffler function with degree 0 < γ ≤ 1,

then the underlying process is not the standard Poisson but a fractional Poisson

process. Therefore, the probability of a given cell surviving after irradiation at

time t is denoted by

Pr(0, t)(γ) = Eγ(−Λtγ), (6.25)

where Eγ(−Λtγ) is the Mittag-Leffler function. Note that for γ < 1 the Mittag-

Leffler function has power-law asymptotic behavior namely Pr(0, t) ∼ t−(1+γ).

Therefore the waiting time is much “longer” as compared to the exponential

waiting time (γ = 1) and this means a “thinning procedure”, i.e. the protons

induce damage less frequently.

However, we cannot stop here. Recall that dose-response data is typically not pre-

sented as a function of time, but as a function of absorbed dose. To present the fPp

model in terms of absorbed dose, we must define a link to time.

6.3.1 Dose versus Time

In the picture of irradiated cells, neither the time of protons hitting the target nor

the inter-arrival time differences between the “hits” are available but only the knowl-

edge of the dose deposited at the time following irradiation is accessible. Since the

dose deposited into the target or dose absorbed by the target will be proportional

to the number of damages produced, absorbed dose and time are also related to

each other. The number of lethal damages produced increases with dose and, at a

constant dose rate, delivering higher doses takes a longer time. By increasing LET

more complex damages are produced and therefore the repair process commences

very quickly.

Let us put forward a heuristic argument by relating dose to time. Here we argue

that D = D(t) is a (strictly) monotonically increasing function in its argument t

(see Fig.(6.9)), suggesting that D(.) being linear in its argument t is quite a good

approximation (see Fig.(6.10)). The relationship can be easily tested using TOPAS.

A simple 100 × 100 × 100µm liquid water cube is irradiated with 200,000 primary

protons of mean energy 1, 10 and 100MeV over 200 seconds (i.e. 55 protons per

minute)2. A “DoseToMedium” scorer is implemented to measure the absorbed dose

every 10 seconds of delivery time. In all three cases the absorbed dose appears to

follow a linear relationship with time.

Furthermore, the assumption that D(.) is a concave function of some argument is

also a plausible. For example, when the cells are exposed to radiation, there occurs

some saturation after a certain time (repair time) and the effective dose will grow

2Ample coverage of clinical protons energies considered in the current study.
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sublinearly in t. We can argue that, due to the repair process which already begins

during the irradiation, some proportion of damage effects will be compromised (re-

paired) by the biological responses. These repair processes will change the nature

of damages caused by the ionisation (absorbed dose) in some stretched time (repair

time).This can be interpreted as the effective dose leading to a sublinear relationship

in effective time, D̃ = D̃((̃t)), which we argue to be a strictly monotonically increas-

ing and concave function. Therefore an inverse function t = t(D) exists which is

also strictly monotonically but convex in its argument D, Fig.(6.9).
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Figure 6.9: Concave monotonic increasing function and its inverse function.

Figure 6.10: Dose as a function of beam delivery time for a 1, 10 and 100 MeV
proton beam incident on a 100 × 100 × 100 µm liquid water medium.
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As examples, we choose three possible candidates for convex argument t

t = aD + bD2, (6.26)

t =

(
D

a

)b
for b > 1 (6.27)

t =

(
D2

2a

)
. (6.28)

Due to time restrictions we will only explore Eq.(6.26) in this thesis. The analysis

of Eqs.(6.27) and (6.28) will be presented elsewhere. By substituting the dose-

time argument into the survival probability function for the classical and fractional

Poisson processes we recover the dose-response curve as a function of absorbed dose

D under each process using the probabilities that S takes on k = 0, i.e. there are

no hits (see Figs.(6.11) and (6.12)).

6.3.2 Bringing Everything Together

We can utilise Eq.(6.26) of t = t(D) listed to map the survival probability ex-

pression for the fPp process to absorbed dose, allowing this model to be tested on

experimental data. This gives rise to :

Pr(γ)(t) = Eγ
[
− λ(aD + bD2)γ

]
. (6.29)

We can make simplifications to the expression to decrease the number of fitting

parameters, hence decreasing the degrees of freedom.

Pr(γ)(t) = Eγ
[
− (aD + bD2)

]
(6.30)

We have now adapted the generalised fPp form to fit dose-response curves. In

Chapter 8 we will test our model (i) against experimental data described in

Appendix D and (ii) against our simulated data. The testing will proceed via the

workflow provided in Fig.(8.9). Note: the computation of the Mittag-Leffler func-

tion is not trivial due to numerical problems in the series expansion. We will make

use of its integral representation Eq.(6.19) to an arbitrary accuracy [149].

6.4 Summary

In this thesis, we discuss the physics of proton radiation-induced lethal damages

in a cell (target) described with increasing LET converging to a fractional Poisson

process. This leads to the survival fraction to follow a Mittag-Leffler (ML) distri-

bution. The ML survival fraction will be tested against experimental and simulated

dose-response data, where its performance will be compared with the LQ model.

A rigorous statistical evaluation will be performed to assess the performance of the
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-� k

Figure 6.11: A survival fraction constructed from Poisson distribution probabili-
ties, 1− exp(−λ), for the mean number of lethal lesions produced in the system, λ.
Graphical depictions of the cell damage probabilities are shown for select SF. Credit
to [111] for the original figure idea. Note: the total probabilities should sum to 1,
however the probabilities < 0.01 are not shown.
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(n+k)!

k!

Figure 6.12: Survival probabilities as a function of the dose required to produce a
given number of lethal lesions Λ assuming a fractional Poisson process with γ = 0.60
with a graphical depiction. Note: due to the large distribution of lethal lesion counts,
not all probabilities are shown and the graphical depictions are approximations of
the numerical probabilities. Note: the total probabilities should sum to 1, however
the probabilities < 0.01 are not shown.
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fPp model in comparison to the classical Poisson model, from which the LQ model

is derived.

In summary, the two models to be compared are defined as follows.

The Standard Poisson Process

A beam of n protons incident on a group of cells containing a series of molecules

to interact with is exposed to dose D on the time interval t, where D ∝ n.

After exposure to dose D, the probability that k molecules inside of the cell have

experienced an interaction resulting in a DNA lesion is used to determine its

probability of survival at that instant using,

SF(D) = exp
(
− αD − βD2

)
.

The dose D is defined in terms of t and hence it is assumed that the proton beam

is delivered to the cells at constant contact flux Ḋ(t).

The Fractional Poisson Process

A beam of n protons incident on a group of cells containing a series of molecules

to interact with is exposed to dose D on the time interval t, where D ∝ n.

After exposure to dose D, the probability that k molecules inside of the cell have

experienced an interaction resulting in a DNA lesion is used to determine it’s

probability of survival at that instant using,

Pr(γ)(t) = Eγ
[
− (aD + bD2)γ

]
,

where Eγ(f(D)) is the Mittag-Leffler function and parameters a and b are con-

strained to be positive. The dose D (a concave function of t) is defined in terms

of t and hence it is assumed that the proton beam is delivered to the cells at con-

stant rate Ḋ(t). The Mittag-Leffler index γ determines the degree of fractionality

in the system and approaches the classical Poisson process as γ → 1.
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Testing the Validity of Monte

Carlo Simulation Results

In Chapter 4 a multiple stage Monte Carlo simulation is introduced to predict radia-

tion damage and response in cells under specific exposure and biological conditions1.

The simulation workflow was developed with the aim of accurately predicting mul-

tiple endpoints of cell response following exposure to proton radiation of varying

mean energy whilst optimising simulation performance. An effective Monte Carlo

simulation will always give results comparable with experiment and theory at mul-

tiple stages2.

In this chapter we focus on the results of our simulations of V79 Chinese Hamster

cell irradiation using protons by performing comparisons with experiment in its

various stages including

� geometry and cellular conditions,

� physical processes undergone by primary and secondary particles within the

cells,

� predicting DNA damage and repair

� and cellular survival.

The Geant4 and TOPAS MC toolkits have been extensively tested against ex-

periment [76–78], however for the sake of completeness we ensure that the choice

of physics models, clustering methods and post-processing used in the simulation

workflow is also comparable with experiment and theory. The parameters chosen in

Chapter 4 will be reiterated and shown to agree with ionisation and DNA damage

yield, interaction cross section and cell survival data from the literature in addition

to cell response theory. The parameter calibration analysis performed when using

1For example, the cell line and oxygen concentrations.
2A point also highlighted in Chapter 2.

157
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the TLK model from [33,48] to predict the survival fraction is also discussed in this

chapter.

The mean proton energies considered in our simulations are 1.6, 1.7, 1.8, 2.0, 2.1,

2.5, 3.5, 5.0, 20 and 50MeV which corresponds to LETs 35, 32, 29, 24, 22, 16, 11,

8, 2.6 and 1.2keV/µm. The results from high-LET radiation simulations are found

to fluctuate more than low-LET radiation and could possibly be attributed to the

larger number of particles required to achieve a given absorbed dose at low-LET

compared to high-LET which is most likely due to the uncertainty being propor-

tional to 1/
√
N . It has also been highlighted in the IRCU guidelines3 that small

volumes4 exposed to radiation are more likely to experience statistical fluctuations

in metrics such as dose and particle LET [150]. The target volumes considered in

our simulations are ∼ 9µm in diameter however we still except to see some degree

of dose and LET fluctuations.

The simulations were repeated such that the uncertainty in proton LET delivered

to the cells is <2% whilst the absorbed dose was not found to fluctuate much in most

situations with some exceptions. To control the uncertainties, every measurement

taken at a given absorbed dose and proton LET was repeated 30 times at high-LET

and reached as low as 5 repetitions at low-LET due to time restrictions.

7.1 Geometry and Cellular Compositions

The initial testing on cell geometry and composition performed in Chapter 4 aimed

to find the optimal cell model whilst giving reliable results. The cell line of interest,

the V79 Chinese Hamster cell, was chosen due to its consistent use in radiobiological

research. Table (7.1) provides an outline of the parameters chosen to represent the

cell line in simulation.

7.1.1 Methods

Geometry testing exclusive to V79 cells is not reported extensively in the literature

however there are tests performed on cell geometries with arbitrary organelle dimen-

sions. In addition to other cellular damage metrics, the tests involve scoring of ion-

isation yields and the resultant fraction of absorbed dose in each organelle [151–153].

To test the yield of ionisations in each organelle (cytoplasm, nucleus and nu-

cleolus), a single V79 cell as defined in our simulations (i.e. as per Table (7.1)) is

3The International Commission on Radiation Units & Measurements tasked with defining inter-
national radiation calculation standards.

4In the order of <1µm in diameter.
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exposed to proton radiation of varying LET using TOPAS. It is exposed to 10 pro-

ton tracks ranging from 1 to 50MeV5 (0.25MeV FWHM). All Geant4 physics models

(i.e. Livermore and Geant4-DNA physics lists) that were chosen in Chapter 4 are

also implemented in the simulations.

Organelle Parameter Name Parameter

Cytoplasma Material Liquid Water
Density 1.0g/cm3

Inner Radius 7.0µm
Outer Radius 8.5 µm

Nucleusb Material Liquid Water
Density 1.0g/cm3

Inner Radius 5.0µm
Outer Radius 7.0µm

Nucleolusc Material Liquid Water
Density 1.1g/cm3

Radius 5 µm

Table 7.1: V79 Chinese Hamster cell properties used in our simulations.
aGreen region in Fig.(7.1).

bGreen → Pink region in Fig.(7.1).
cPink → yellow region in Fig.(7.1).

Figure 7.1: A single V79 cell with 4 low energy proton tracks traversing through
it.

5The range of clinical proton energies considered in our study.
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A “pTuple” scorer was implemented in the simulation to record the relevant par-

ticle track information including the energy deposited, the name of the interaction

and organelle for each event (see Chapters 3 and 4 for a description of a “pTuple” file

in TOPAS) allowing the ionisation yield (defined as energy depositions ≥10.79eV in

our simulations) in the cytoplasm, nucleus and nucleolus can be calculated respec-

tively. This simulation was repeated 30 times at each energy using different random

seeds.

7.1.2 Summary of Findings

The results of these simulations are outlined in Figs.(7.2) and (7.3). We expect the

ionisation yield to increase with particle LET due to the increasingly dense ioni-

sation track structure. The ionisation yield in each cell organelle is in the range

of 106 ionisations for high-LET radiation and ∼ 105 for low-LET radiation. This

is around the range reported in the literature [152, 153] where ionisation yield and

DNA damage is measured in a nucleus of radius 8µm. Inferences can also be made

on the cell’s probability of survival based on these measurements.

By observing the ionisation yield in the cytoplasm, nucleus and nucleolus as a

function of LET, one can see in Fig.(7.2) a steady increase between 0 and 10keV/µm

followed by a more drastic increase for high-range LET (>10keV/µm). As discussed

above, we expected this behavior due to the densely ionising particle track of high-

LET beams thus implying that the DNA damage count will increase with LET,

resulting in more efficient cell killing. Despite having the largest volume, the ioni-

sation yield is the lowest in the cytoplasm due to the Livermore physics list being

used in place of the Geant4-DNA model as a simulation optimisation method. As

discussed in Chapter 3, the Livermore physics model simulates a less detailed track

structure compared to the Geant4-DNA physics model, which is more suited to

nanoscale simulations necessary for DNA damage counts.

Fig.(7.3) shows that the absorbed dose delivered to the cell per particle decreases

exponentially with increasing mean proton energy. From 1 to 10MeV, the absorbed

dose per particle decreases rapidly before levelling off for energies >10MeV.

7.2 Implementation of Physical Processes

It would be remiss to consider ionisation yield alone when testing the accuracy of

our simulations. We know from Chapter 2 that there are numerous processes un-

dergone by primary and secondary particles propagating through biological media.

The relative probabilities of each particle undergoing a given interaction varies with

energy and the material through which it is propagating (liquid water in the current

investigation). We know that interactions do not occur via collisions alone and a
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Figure 7.2: Ionisation yield within a single V79 cell as a function of LET from our
simulations.

Figure 7.3: Absorbed dose per particle delivered to a single V79 cell as a function
of proton energy and LET from our simulations.
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particle can interact after propagating some distance, making it difficult to predict

the exact fate of a particle. The interaction cross section is used to describe physi-

cal interaction yields by providing a range of probabilities that a particle of a given

energy will undergo a specific interaction.

The large output file generated from our TOPAS simulations describes the dis-

tribution of processes that occur as every particle propagates and loses energy. In

this section we observe the relative number of occurrences of each physical process

for comparison with experimental and MC simulated interaction cross sections in

liquid water available in the literature.

7.2.1 Methods

The simulation output files generated in the TOPAS stage contain every event that

occurs inside a cell in the simulation from beginning to end of radiation exposure.

Each output file is in the order of 50 to 100GB in size prior to compression depend-

ing on the dose delivered and LET. The results required from the output file for

the current study are the names of all processes that occur during exposure at least

once and the frequency. Given the correlation between absorbed dose and number of

primary particles generated, the resultant yield of each process is expected to grow

with dose. Therefore, the yield of each process is reported in units of cell−1Gy−1,

leaving the results dependent on particle energy/LET.

Each output file is too large to be imported directly into MATLAB for processing,

therefore the Bash Scripting command, “grep” (see Appendix C for a description

of the command), is used to determine the processes and number of occurrences in

each simulation. The experimental cross section data [97, 103,154] presented below

is measured with respect to the kinetic energy of the incident particle. We also

provide the cross sections generated from the Geant4 physics lists [155] for com-

parison. To compare the experimental and Geant4 cross sections with our data we

determine the mean yield of each interaction type per Gy of absorbed dose per cell

as a function of mean kinetic proton energy. We compare the trend in our inter-

action yields with what is expected from the corresponding interaction cross section.

To compare our secondary electron interaction yields with experiment we gen-

erate histograms of the electron events binned by their kinetic energy allowing us

to observe the distribution of electron energies that undergo a specific interaction.

We then compare our results with the corresponding interaction cross section - this

investigation is performed for electron ionisations and excitations. The experimental

cross sections for electron ionisation and excitation interactions were obtained from

the literature [156–160] in addition to the Geant4-DNA physics model cross sections

from [155].
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7.2.2 Summary of Findings

7.2.2.1 Proton Interaction Cross Sections

The total interaction cross sections for proton ionisations, excitations and charge

transfer from the literature are shown in Fig.(7.4) as a function of mean proton

kinetic energy. The cross section for each interaction is maximised at approximately

104-105eV. Recalling that the energies considered in this study range between 1.6

and 50MeV, the cross sections for each interaction are slightly smaller which will

result in a lower yield.

Figure 7.4: Total interaction cross section of proton ionisation, excitation and
charge transfer between proton kinetic energies 10 eV to 10 MeV inside of a liquid
water medium. The cross sections used in the Geant4-DNA physics model obtained
from [155] are shown (red, blue and black lines) with experimental ionisation and
charge transfer data for comparison [97, 103, 154, 161, 162]. The shaded area repre-
sents the energy range considered in our simulations.

Figure (7.5) depicts the yield (Gy−1cell−1) of each process in our simulations as

a function of mean kinetic proton energy. By comparing our simulated yields with

their corresponding cross sections in Fig.(7.4) we see that our yields are consistent

with what is observed in experiment. The shaded region in Fig.(7.4) represents the

energy range considered in our simulations. Here the ionisation and excitation cross

sections are equidistant throughout the entire range. The same effect is observed in

our simulated ionisation and excitation yields from Fig.(7.5). Additionally we note

the much smaller cross section of charge transfer interactions in relation to ionisa-

tions and excitations which is reflected in our results from the rapidly decreasing
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yield with proton kinetic energy.

From theory we expect the ionisation and excitation yield to decrease with in-

creasing proton energy. The inverse relationship between kinetic energy and particle

LET suggests that a higher interaction yield is expected at low proton energies.

Again this is exactly what occurs in our simulated results.

Figure 7.5: The interaction yield Gy−1cell−1 for proton interactions as a function
of incident proton energy from our simulations. Note: The error bars on the data
points are very small and hence are not visible. Here the proton kinetic energy range
is the same as the blue shaded area of Fig.(7.4).

7.2.2.2 Secondary e− Interaction Cross Sections

It is known from Chapter 2 that primary protons can induce DNA damage via the

production of secondary electrons which can also go on to induce excitations and

ionisations. The distribution of electron kinetic energies that undergo each interac-

tion type for three mean kinetic proton energies from our simulations is shown in

Fig.(7.6)6. These distributions can be compared with the electron ionisation and

excitation cross sections as a function of kinetic electron energy shown in Fig.(7.8).

The results of [163] depict the secondary electron energy distributions produced from

primary protons in PMMA material. The mean energy for each interaction does not

vary much between proton kinetic energies which is consistent with our results in

Fig.(7.6) where mean of each distribution is in the same region for different mean

61.6, 2.5 and 50MeV corresponding to an LET of 35, 16 and 1.2keV/µm respectively.
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proton kinetic energies.

Figure (7.6(a)) shows that the mean electron kinetic energy at which ionisations

occur is in the range <50eV for all three mean kinetic proton energies. In the same

energy range of Fig.(7.8), the electron excitation cross section is higher than that

of ionisation interactions according to the experimental cross section data of Munoz

et al. [160] and simulated cross sections of the NOREC Monte Carlo code [159].

However the Geant4-DNA model suggests an even lower cross section in comparison

to [160] and [159]. In Fig.(7.6(a)) the number of excitations are much higher than

the ionisation yield for electron kinetic energies ranging from 0 to 20keV meaning

that the cross section data is consistent with what is observed in our simulated re-

sults because the cross sections suggest that the excitation yield should be higher

than that of the ionisations. According to Fig.(7.8), the cross section is at its highest

at 20eV and 100eV for electron excitations and ionisations, respectively, which con-

tradicts our observations in Fig.(7.6). This can be explained using Fig.(7.7) which

depicts the energy distribution of all electrons involved in interactions which are

originally produced from primary proton kinetic energies of 1.6, 2.5 and 50MeV.

The yield of electrons that exist with kinetic energy >20eV is very small and hence

only a small fraction are available to interact.

Furthermore, we observe in Figs.(7.6(a)) and (7.7) that the production of sec-

ondary electrons increases at smaller kinetic proton energies. We expect a higher

yield of interactions at smaller proton kinetic energies due to the increasing ioni-

sation density of high-LET radiation and is hence consistent with what we except

from radiation theory.

Overall it is difficult to draw conclusions due to the disagreement of cross section

data in Fig.(7.8) from the literature, however comparing the relative ionisation and

excitation yields for electron kinetic energies < 50MeV shows that more excitations

occur in this small energy range compared to ionisations, which is consistent with

the cross sections in Fig.(7.8) for the same energy range.

The relative yield of electron excitations and ionisations per Gy per cell as a

function of primary proton energy is shown in Fig.(7.9). This plot was generated

using the full simulation described in Chapter 4 for mean proton energies between

1.6 and 50MeV. From this plot we can see that the ionisation yield is larger than the

excitation yield. The trend shows that the overall yield of each interaction decreases

with mean primary proton energy. This can be attributed to the smaller probability

of secondary products being produced for high energy protons. The discrepancy

between the experimentally measured electron excitation cross section and that used

in Geant4-DNA should be highlighted. The Geant4-DNA cross section [155] appears

to be underestimated when compared with experiment. This could potentially cause

the electron excitation yield to be underestimated in our simulations. However,
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(keV)

(a) e− Ionisations (b) e− Excitations

Figure 7.6: Distribution of electron kinetic energies that undergo interactions for
which the cross sections are depicted in Fig.(7.8) for proton kinetic energies of 1.6,
2.5 and 50MeV.

(keV)

Figure 7.7: Our simulation kinetic energy distribution for all secondary electrons
produced in liquid water from kinetic proton energies 1.6, 2.5 and 50MeV.

this should not have a significant impact on the results because ionisations alone

are considered to be the primary pathway to DNA damage as a result of ionising

radiation.

7.2.2.3 Hydrogen-Proton Interaction Cross Section

The interaction between hydrogen and an incident proton in liquid water is possible,

but with a smaller probability than proton and electron interactions, Fig.(7.10(a)).

Ionisations formed as a result of proton-hydrogen interactions contribute to cellular

damage, therefore it is constructive to discuss in this section. The ionisation yield

is an order of magnitude smaller than that of proton ionisations (see Figs.(7.5) and

(7.10(b))), however it is still significant enough to influence DNA damage yields. As

is the case for proton and electron interactions, ionisations have the largest cross
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Figure 7.8: The total interaction cross section for electron ionisations and ex-
citations as a function of kinetic energy between 10eV and 10keV in liquid wa-
ter. The Geant4-DNA cross section is plotted with experimental data for compari-
son [156–160].

Figure 7.9: The interaction yield per Gy−1cell−1 of electron excitation and ionisa-
tion as a function of incident proton energy.

section compared with excitation and charge transfer interactions.
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The relative yield of excitation and ionisation events are presented in Fig.(7.10(b)).

The charge transfer yield was not presented because an extremely small yield was

achieved for low proton energies before diminishing completely as the energy was

increased. Overall the interaction yields considered appear to be consistent with

what was observed in proton and electron interactions. This being that high energy

protons are less likely to interact with the medium through which it is propagating

due to its larger penetrative range. The ionisation cross sections shows that this

interaction will occur with a higher probability than an excitation. This is again

consistent with the interaction yields achieved using the current model.

(a) Cross section (b) Our simulation yield

Figure 7.10: Hydrogen-proton interaction cross section from [155] (a) and corre-
sponding yield (b) as a function of proton kinetic energy.

7.3 Prognosis of DNA Damage in Cells for

Forecasting

Accurate prediction of cell damage induced by ionising radiation is at the forefront

of radiobiological research, because this is a major pathway to predicting a given

cell’s probability of survival. In the literature, MC modelling is used extensively

to predict these endpoints. Here we compare the spectrum of cellular damage for

proton radiation of different LET predicted by the simulation model developed in

Chapter 4 with the results currently available in the literature.

So far in this chapter we have discussed the irradiation stages of the cell response

process which is shown in Fig.(7.11), where physical interactions such as ionisations

and excitations produce DNA stand breaks inside the sensitive region of the cell

(nucleus). Recall from Chapter 6 our physical picture of a cell under irradiation

where (i) the cell is in its initial state |i〉 prior to irradiation, (ii) when irradiation

ceases the cell is in an intermediate state |m〉 where DNA damage has been induced
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and (iii) when the cell goes to state |f〉 by attempting to equilibrate via biological

damage repair mechanisms. In our simulation the repair mechanisms result in repair

and mis-repair of DNA lesions which contribute to cell death.

p+

Irradiation Damage Response

Time

Protons

Figure 7.11: The induction of DNA damage within the nucleus of a cell via ionising
radiation and its biological response.

Next we will compare the DNA damage yields immediately after irradiation from

our simulations with experimental results from [152,164,165], i.e. when the cells are

in the end of state |m〉. We then compare the DNA damage response phase of our

simulations to experiment and theory before repair has commenced, i.e. when the

system moves from its non-equilibrium to its equilibrium state. DNA repair/mis-

repair mechanisms are critical to the prediction of cell survival fraction because the

long-term response comes after the repair processes have repaired/mis-repaired the

DNA damages and the cells containing lethal lesions have died. The repair processes

in our simulations are achieved using an adaption of the TLK model [33] from [48,87]

which includes first-order repair (where broken segments from the same DNA strand

are repaired) and secondary-order repair (where more complex clusters of damage

interact and can lead to mis-repaired and lethal damages).

7.3.1 Methods for Testing DNA Damage Data

The characterisation and prediction of DNA damage in our simulations are explained

in greater detail in Chapter 4. To recall, three types of DNA damages are consid-

ered in our simulations : (i) single strand breaks (SSB), (ii) double strand breaks

(DSB) and (iii) complex double strand breaks (cDSB). In the full model simulations

described in Chapter 4 the total yield of each damage type is reported for all of the

cells. To compare with the literature a single damage yield of each complexity is re-

ported in units of Gy−1cell−1 for all energy and depth-varied proton LET simulated

in this work as discussed in Section (7.2).

The experimental data that our measurements will be compared with come from

a number of studies [152, 164, 165] where DNA damage yields are measured experi-
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mentally and via MC methods. These studies report the damage yield in units7 of

Gy−1Da−1 at different values of the particle LET. The classification of damages in

the above studies consists of several types :

� ionisations inducing no strand break (SB) - the DNA bases are damaged but

the strands are still intact,

� SSB - a single break on a DNA strand,

� complex SSB - two breakages within 10 bp on the same strand or on opposite

strands at a distance apart of >10bp,

� DSB - two strand breaks within 10 base pairs (bp) of each other,

� and complex DSB (cDSB) - more than two breakages within 10bp.

Due to the DNA not being physically represented in the simulations of this study,

the standard 3 types of SBs8 are considered. These results must be converted from

Gy−1Da−1 to Gy−1cell−1 to make them comparable. The literature values used for

comparison are presented in Table (1) of [164] and Table (5) of [151]. To make the

values comparable to the data generated using the current study, the genome molec-

ular weight inside of a V79 cell is required9. This is determined by taking the product

of the genome length of a V79 cell10 and the molecular weight of a single DNA base

pair11. This unit conversion makes the experimental data comparable to our results.

650Da bp−1cell−1 × 3.8× 109bp = 2.47× 1012Da cell−1

It is also worth noting that the experimental damage yields are measured using

slightly different methods compared to that adopted in this study. For the sake of

completeness we compare our simulation results with what is expected from theories

of radiation induced cell death. Therefore the data collected across all energy- and

depth-varied LET will be compared to ensure the behavior is expected based on the

concepts of cellular response discussed in Chapter 2.

7.3.2 Summary of Findings: DNA Damage

The mean SB yields measured as a function of energy-varied and depth-varied LET

in the current thesis are presented in Tables (7.2) and (7.3), respectively with their

energy/depth and corresponding LET. The uncertainties reported are the standard

7Da stands for Dalton. 1Da = 1.66×10−27kg.
8SSB, sDSB and cDSB.
9The molecular weight of DNA present inside of a single V79 cell.
10In the current study this is assumed to be a mean value of 3.8Gbp.
11Equal to 650 Da.
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error of the mean, σ/
√
N where σ is the standard deviation of the yield measure-

ments and N is the number of samples taken.

Energy LET SSB Simple DSB Complex DSB
(MeV) (keV/µm) (Gy−1Cell−1) (Gy−1Cell−1) (Gy−1Cell−1)

Mean SEMa Mean SEMa Mean SEMa

50 1.24 169.6 1.6 29.5 5.8 11.7 3.9
20 2.6 160.6 0.8 29.8 0.1 11.2 0.1
5 8.26 143.3 7.8 38.8 2.5 16.7 1.3

3.5 11.39 130.7 3 41.3 0.5 19.6 0.8
2.5 16.45 113.1 20 43.3 9.3 25.2 8.7
2.1 21.58 94.7 10 40.9 4.3 29.6 16.6
2 23.67 88.8 0.7 40.1 0.3 30.5 0.2

1.8 28.1 80.4 9.5 39.2 4.7 36.5 4.6
1.7 31.9 73.1 3 36.9 2.4 38.5 3.2
1.6 35.04 69.4 7.7 36.4 3.9 43 4.4

Table 7.2: The yield of DNA damages with energy-varied LET.
aStandard Error of the Mean.

Depth LET SSB Simple DSB Complex DSB
(mm) (keV/µm) (Gy−1Cell−1) (Gy−1Cell−1) (Gy−1Cell−1)

Mean SEMa Mean SEMa Mean SEMa

1.2 3.01 160.7 0.3 31.1 0.1 11.7 0.03
2.6 3.97 147.1 0.7 35 0.2 14.9 0.1
3.9 8.29 124.3 0.5 41.2 0.2 21.4 0.1
4.2 20.58 76.1 1.0 35.1 0.5 34.4 0.4
4.1 13.87 98.1 0.7 39.3 0.3 27.7 0.2
4.3 25.39 58.6 0.9 29.5 0.5 37.4 2.3
4.4 28.12 51.0 3.8 26.8 0.2 41.3 11.6

Table 7.3: The yield of DNA damage with depth-varied LET in a proton beam of
mean energy 20 MeV in the current simulation study.

aStandard Error of the Mean.

Figure (7.12) depicts the yield of each damage type as a function of proton LET.

The DSB yields from experimental studies [152,164,165] are also added to the plot

for comparison. Here we note that each study characterises DNA damage complexity

differently. In [164] DSB damages are characterised similar to our study, however

“distant”/complex DSBs are defined as clustered damages with in 10kbp of each

other, whilst SSBs are not discussed. In our study a complex DSB is defined as a

cluster of damages that exist within 20bp of each other. Therefore the definition of a

complex DSB in [164] involves a much larger distance than is considered in our sim-

ulations. In [152] the definition of an SSB is equivalent to our definition however the
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yields provided in Table 2 of [152] account for all breaks (including DSBs), thus we

will not consider this in our comparison. Finally [152] classifies DSB+ and DSB++

as damage clusters at a distance of >10bp apart. Similar to [164] the complexities

DSB+ and DSB++ are equivalent to a complex DSB in the current study but over

a larger distance. The differences between the classification of damage across dif-

ferent studies may affect the agreement between the literature and our results. A

comparison of DNA damage classifications across different studies is summarised in

Table (7.4).

The Current Nikjoo et al. Friedland et al.
Study 2001 [152] 2002 [164]

SSB SSB -
sDSB DSB,SSB+ DSB
cDSB DSB+, DSB++ “Distant” DSB

Table 7.4: DNA damage definitions in the current study and [152, 164]. Note:
SSB+ = two damages on the same DNA strand, DSB+,DSB++ = more than two
damages at a distance >10bp and “distant” DSB = damage clusters of more than
10kbp apart.

The general conclusion drawn here is that the DSB and cDSB yield of our sim-

ulated results are in the experimental range. We can see that in our simulated

LET range the DSB yield appears to range between 10 and 50 damages per Gy of

absorbed dose per V79 cell. The steady increase in DSB complexity with particle

LET explains why high-LET radiation demonstrates a higher cell killing efficiency

than low-LET radiation. The SSB yield appears to decrease rapidly with increasing

LET which is expected because damages are more likely to exist in closer spatial

proximity as LET increases resulting in fewer SSBs. The rate of change in the DSB

and cDSB yield is flatter in the low-LET region before increasing in the high-LET

region12, both of which are in agreement with the experimental data.

As discussed in Chapter 2 the damages induced by low-LET radiation (such as

photon and very low-LET proton radiation) are more often indirect13 in nature. The

chemical stage of cellular irradiation was not implemented into our simulations due

to time restrictions, therefore it is likely that the damage yield in this region has

been underestimated in our results. Regardless of this our yields appear to follow

the trend within a reasonable range based on the literature.

The DSB and cDSB yields from our results contain a “crossover” region where

the complex DSB damage yield becomes larger than that of simple DSB damages

12For LET greater than 10keV/µm
13Damage as a result of events occurring within the vicinity of a DNA segment.
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Figure 7.12: The yield of each damage type per Gy of absorbed dose per cell as a
function of LET from the current study in comparison with the experimental results
of [152,164,165].
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due to the saturation effects of high-LET radiation. The experimental data consis-

tently increases for all LET with the exception of Friedland et al. [164] where the

cDSB yield flattens out. The simple DSB yield from our simulated results does not

reflect the trend observed in the experimental data for a similar damage complexity,

however there have been similar trends observed in other Monte Carlo studies from

the literature [49, 166]. On the other hand, the simulated cDSB yield continues to

increase with LET, which is more consistent with the trend between damage yield

and LET observed in the experimental results. The complex DSB yield from [164]

shows similar behavior to our simple DSB yield in that it begins to decrease for LET

>20keV/µm and strangely the cDSB yield is almost equal to the DSB yield. The

reason for the discrepancies between our results and experiment could be due to

different classification of damage complexities as outlined in Table (7.4) or different

strand break induction parameters such as the ionisation energy (in our simulations

an energy deposition of 10.79eV is required to produce a strand break). Furthermore,

the measurements made in the results derived from experiment [165] are performed

with the full physical picture where some DNA damage has likely repaired before

counting. The discrepancy between Monte Carlo simulated and experimental DSB

yields is a topic still under investigation in the literature [164].

Figure (7.12) also demonstrates consistencies in the damage yield when LET is

varied by both depth and energy. The simple and complex DSB yield are very con-

sistent between the two methods, while the SSB yield appears to be slightly larger

in the high-LET region when varied by energy. Quantitatively this is in the order

of ∼20 SSB larger than the yield measured with depth-varied LET.

The variance of yields in the three studies from the literature is quite large,

however this can be attributed to the different characterisation of damage types

and methods with which the measurements were made. For the purpose of this

investigation the reported simple DSB yields are assumed to account for all types

discussed in each of the literature studies, i.e. DSB+ and DSB++. Considering this,

the yields achieved by the model used in the current study are in good agreement

with the experimental data. The experimental spectrum of complex damages occur

within the same range as our results.

Figure (7.13) depicts the relative yields of each damage type using the current

study with a comparison to similar results from [152] for SSBs and cDSBs which are

defined as per Table (7.4). Recalling that in [152] the complex DSB is classified as a

damage cluster over a distance of >10bp. In our study we do not classify damages of

more than 20bp apart to be part of the same cluster. This is a possible explanation

for the smaller percentage of complex damages in [152], because a single cluster is

classified over a larger number of base pairs than we do here. The expected per-

centage of damages classified as an SSB is in good agreement with our results. The

most agreement is observed in the low-LET region with a discrepancy of ∼10% in
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the high-LET region. Furthermore, [33] predicts that 20% of SB damages are con-

sidered to be complex for low-LET radiation. Our results are also in good agreement

with this prediction.

Figure 7.13: The percentage of each damage type produced as a function of LET
for our simulated results compared with that of SSB and cDSB from [152].

Similar to Fig.(7.12), a “crossover” region is present in Fig.(7.13) where the pro-

portion of damages classified as a cDSB exceeds that of DSB. We have not observed

this effect in the literature possibly because, as discussed above, damage complexi-

ties are classified differently across studies. If we consider this in terms of radiation

theory we should expect a “crossover” region to occur at high-LET, where the in-

creased spatial proximity of damage results in more damage clusters with ≥3 SBs

than with 2.

Figure (7.14) depicts the relationship between damage complexity and absorbed

dose for radiation of four constant values of LET from our simulations. Firstly, the

damage yield of each complexity type increases linearly with dose,

SByield = myieldD , (7.1)

where myield is the slope of the line and D is the absorbed dose. This same property

is discussed in the literature [57,152,165]. The slope of the line is clearly correlated

with complexity and LET where sparsely-ionising proton beams produce the highest

number of SSB damages before slowly decreasing with increasing LET. The highest
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yield and hence the largest slope of complex DSB yields unsurprisingly corresponds

to the highest LET of ∼35keV/µm. The yield of simple DSB is where things get

interesting. The yield slope is extremely close for the three highest LET. This is

because the “crossover” region from Fig.(7.12) occurs between 8 and 28keV/µm and

for high-LET values cDSB becomes the dominant damage type of the two.

7.3.3 The Role of Repair Time in our Dose-Response Data

Until now this section has focused on the multi-cellular system at the end of the

intermediate state |m〉, immediately after irradiation has ceased and a number of ra-

diation induced DNA damages are present. Here we discuss the processes involved

when the system moves from state |m〉 to the final state |f〉 where the damages

repair/mis-repair/do not repair to form lethal lesions and ultimately lead to cell

death (see Fig.(7.11)) in our simulations. Here we note that in our computer simu-

lations cell response progresses on a time scale that is slightly different from what

happens in experiment (real life), as shown in Fig.(7.15). In experiment the repair

processes are already active during the irradiation stage, this in return causes dis-

agreement in the counts of simple DSB when they are compared with the literature

immediately after irradiation has stopped. This further explains the quantitative

discrepancy between experiment and our simulations. When a cell is exposed to

radiation, the biological response takes place attempting to repair the damage soon

after it is induced, whereas our simulations consider the delivery and repair time

to be two separate time scales, tdel and trep, respectively. If in our simulation we

wish to irradiate for an arbitrary time t, the beam delivery time tdel will reach its

maximum and simultaneously the repair time will commence such that t = tdel and

tdel = 0.

The amount of repair time given to the system to equilibrate can strongly influ-

ence the survival probability.

Figure (7.16) depicts the kinetics of cell response for decreasing LET including

the sDSB and cDSB yields as a function of repair time (middle column), survival

fraction as a function of repair time (right column) and dose (left column) for our

simulation. In experiment it is reasonable to assume that the cells are given ample

time to repair before the survival fraction is measured. Depending on the com-

plexity of the damage induced, the repair processes result in a number of repaired,

mis-repaired or un-repaired damages where the latter is considered a lethal lesion.

As the cell progresses through the four phases of the cell cycle, it will detect the pres-

ence of a lethal lesion via the p53 protein or the “tumour suppressor” (see Chapter

2). It will actively prevent a cell from proliferating (undergoing mitosis) when lethal

lesions are present by forcing it to undergo apoptosis (programmed cell death). The

result is that a cell containing lethal lesions will most likely die before it can divide

- thanks to the p53 protein. The response of the V79 cell line to ionising radiation
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Figure 7.14: DNA damage yield as a function of absorbed dose for increasing
proton LET, each with a weighted linear regression fit of slope myield and y-intercept
of zero (it is assumed there is no damage prior to irradiation).
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Irradiation Repair

Repair

Time

|i⟩ |m⟩ | f ⟩

|i⟩ |m⟩ | f ⟩

Irradiation

Simulation

Experiment

tdel = 0
tdel = tdelmax

trep = 0

tdel = 0

trep = 0

tdel = tdelmax

trep = 40hrs

trep = saturation time

Figure 7.15: The timescale of radiation induced cell death in experiment (real life)
and our simulations.

is not of particular relevance to the V79 cell line due to its lack of functionality at

repairing DNA damage [167], nevertheless it is worth discussing because it plays a

critical role in DNA damage repair of human cell lines.

Cell response theory suggests that a lesion induced inside a cell can repair quickly

or slowly depending on its complexity [33]. We know that as LET increases inde-

pendent damages are in closer spatial proximity where they interact, resulting in

more complex damages. Some simple damages are able to repair in the first 15 min-

utes [33] while some take much longer. Recall that the repair time is a separate time

scale from irradiation (tdel) in our simulations (which is not the case in experiment).

Therefore at trep = 0 all of the damage induced during the irradiation process are

present. Then as trep increases the low complexity damages will repair very quickly

as depicted in Figs.(7.16(b)), (7.16(e)) and (7.16(h)) (dashed lines) whilst the com-

plex damages take longer to repair (solid lines). This is just a matter of where to

set the repair time counter to zero. In our simulations the counter is set to zero

when the irradiation stage has ceased (Lf = 0). As the repair process progresses,

the amount of lethal damage increases as a result of the repair process. Whereas

in real life when the counter is set to zero, all the sDSB and cDSB damages are

considered lethal and as repair progresses some of the lethal damages are repaired

resulting in a decrease from the initial yield. Regardless of how one performs the

counting, the end result is unchanged.

Figs.(7.16(b)), (7.16(e)) and (7.16(h)) describe the sDSB and cDSB yield as a

function of repair time, i.e. the repair stage, in our simulations for different doses.

The repair half-time for the V79 cell in particular can vary a lot in the literature

and is dependent on the dose-rate at which the beam is delivered to the cells and

LET [33, 112] because high complexity DNA damages take longer to repair. Gen-

erally, the sDSB repair half-time for the V79 cell is ∼4 minutes and the cDSB
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repair half-time is ∼12 hours. Simple stand breaks repair much faster than sDSB

and cDSB due to the availability of many repair processes to repair simple lesions

such as HR or NHEJ [11] and for this reason do not contribute to cell death. In

Figs.(7.16(b)), (7.16(e)) and (7.16(h)) we show the repair rate of sDSB (dashed)

and cDSB (solid) damages for increasing doses of high-LET (35keV/µm), mid-LET

(16keV/µm) and low-LET (1.2keV/µm) radiation, respectively. In each of the cases

considered the sDSBs are repaired within the first 10 minutes. This is consistent

with the expected repair half-time of ∼4 minutes and variations from this value

can be attributed to different dose-rates, cell environment conditions and LET. We

observe that the total yield of sDSB increases with LET as expected, hence the

sDSBs inflicted by high-LET radiation will take longer to repair. The cDSBs in the

system take a longer time to repair which is reflected in Figs.(7.16(b)), (7.16(e)) and

(7.16(h)) (solid lines). All the cDSB yields in the figure reach half their initial yield

between 12 and 20 hours which is also consistent with the experimental V79 cDSB

repair half time of ∼15 hours.

The closer spatial proximity of damages due to high-LET radiation also results

in a higher yield of initial simple and complex DSBs as was discussed in the previ-

ous section and is consistent with experiment. Furthermore the complex DSB yield

increases with LET resulting in a lower yield of simple DSBs which is also depicted

in Figs.(7.16(b)), (7.16(e)) and (7.16(h)) by observing the relative initial simple and

complex DSB yield at trep = 0 for each LET.

In the current study we have assumed a V79 cell cycle phase transition time of 15

hours and an asynchronous distribution of phase14. Taking these initial conditions

into account, it is reasonable to assume that each cell will have at least progressed

through all four phases at trep ≈ 16 hours. When the final equilibrium state |f〉
is reached (given a sufficiently long repair time) there are no longer damages or

mutations present in the cells that require repair and hence will not continue to die

as a result of radiation, they are either classified as “dead” or “alive”. Depicted

in Figs.(7.16(c)), (7.16(f)) and (7.16(i)) are the survival fractions as a function of

repair time for increasing LET from our simulated results. Here we observe the

survival fraction to at least begin approaching equilibrium after a repair time of 16

hours - just after each cell is assumed to have progressed through all four cell cycle

phases.

The survival fraction in Figs.(7.16(a)), (7.16(d)) and (7.16(g)) show that survival

decreases with increasing LET, as is expected with the more complex track ionisation

density described in Chapter 2 and an increasing cDSB yield across Figs.(7.16(b)),

(7.16(e)) and (7.16(h)). The dose-response curves shown in Fig.(7.16) are recorded

after 40 hours of repair time. When the measurements are made at smaller repair

times, the survival fraction is higher due to the classification of lethal lesions within

14The cells are in different phases of the cell cycle at the time of irradiation.
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(a) 35 keV/µm (trep =
40hrs)

(b) 35 keV/µm (c) 35 keV/µm

(d) 16 keV/µm (trep =
40hrs)

(e) 16 keV/µm (f) 16 keV/µm

(g) 1.2 keV/µm (trep =
40hrs)

(h) 1.2 keV/µm (i) 1.2 keV/µm

Figure 7.16: Cell survival kinetics from our simulations as a function of dose. The
increasing doses D1≈1Gy, D3≈3Gy, D5≈5Gy and D7≈7Gy were chosen from our
simulated data to show the mean survival fraction with varying dose and repair time
for decreasing LET (top to bottom).
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the framework of our simulation and the Two-Lesion Kinetic (TLK) Model described

above. We will discuss the survival fraction more in the next section.

A visualisation of cell behavior after exposure to 1Gy of radiation with increas-

ing LET is provided in Fig.(7.17) using our simulated results and further reflects

the behavior of the system outlined in Fig.(7.16). We observe the density of cells

that are alive after a given repair time decreases due to the accumulation of lethal

damages and resultant decrease in the survival fraction. We observe a more defined

decrease in the density of survived cells for higher LET radiation due to the decrease

in cDSB yields for the first dose point (D1) in Figs.(7.16(b)), (7.16(e)) and (7.16(h)),

respectively.

L
E

T
 k
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/

m

Repair Time (hrs)

SF = 74.13% SF = 56.20% SF = 53.36% SF = 50.68%
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SF = 99.40% SF = 98.53% SF = 97.60% SF = 97.30%

SF = 76.62%

38

16

1.20

2 16 24 40

Figure 7.17: Cells that are alive with increasing repair time and LET. The cell
coordinates were generated using our simulated results.

Additionally, more time (>15hrs) is required for the survival fraction to approach

equilibrium at high doses which is expected because there are more damages present

that are more complex, i.e. slowly repairing. Then as the cell progresses through

each cell cycle phase, it encounters damage and mutation checks where they are

more likely to die as a result.

Consider a thought experiment where a cell has undergone substantial damage

after irradiation. At the time that radiation ceases, the cell is in the S phase where

it is the most radiation resistant. Simultaneously a second cell sustains a similar

amount of damage but is in the radiation sensitive M phase. Despite having a similar

degree of damage the probability of the first cell dying is lower than the second cell

because in the S phase the damages are more likely to be repaired. This introduces a

degree of randomness into cell response and survival fraction which is implemented

into our simulations using a random number generator to determine if a given cell
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survives (see Chapter 4).

Within the TLK model (Chapter 4) the repair processes are simulated using two

differential equations, Eqs.(4.11) and (4.12) describing the yield of simple and com-

plex DSBs as a function of time. A third equation Eq.(4.17) determines the number

of damages that are lethal at repair time trep using the simple and complex DSBs

present at the same time. The number of lethal damages present will contribute to

cell death at trep. The results show the yield of simple and complex DSBs decreas-

ing with repair time, as depicted in Figs.(7.16(b)), (7.16(e)) and (7.16(h)) which is

consistent with experiment because the damages will continue to repair after irradi-

ation has ceased. The sDSB and cDSB repair half times of the V79 cell line are ∼4

minutes and ∼12 hours, respectively, depending on the dose-rate at which the beam

is delivered, the cell environment conditions and LET. As previously discussed, the

repair half-times of the V79 cell agreement with the literature because half the sDSB

and cDSB lesions have repaired within 5 minutes and 15 hours, respectively. In our

simulations, the full picture is not used due to the large computational power and

processing times required. However, the agreement of our data with experiment,

where the full physical picture is present, gives us reasonable grounds on which to

test our stochastic model in Chapter 8

As more damages are repaired in trep, the TLK model classifies a fraction of the

remaining unrepaired damages as lethal which accumulates with time as depicted in

Fig.(7.18). In experiment one would expect the lethal lesion count to decrease with

repair time trep and here the TLK is inconsistent with experiment because the lethal

lesion yield increases with trep. The increase of lethal damage in the TLK model

results in a decrease of the survival fraction with trep for our simulated results as

expected (see Figs.(7.16(c)), (7.16(f)) and (7.16(i))). In experiment we expect the

survival fraction to increase as the yield of potentially lethal damage decreases with

repair time and hence is not consistent with our results using the TLK model.

To summarise, the cell response phase of our simulations give results that are

consistent with experiment and cell response theory. The repair processes imple-

mented in our simulations via the TLK model allow us to observe the long-term

behavior of each cell after exposure to radiation which is important in testing our

model in Chapter 8. Within the confines of the TLK model the survival fraction

decreases with time due to the lethal lesion count accumulating as more simple and

complex DSB clusters are classified as such with repair time. In experiment this

does not occur because a lesion can be classified as lethal regardless of whether it

is given time to repair or not whereas in the TLK model some repair time must be

allowed before a lesion is classified as lethal.
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Figure 7.18: Lethal damage yield (Lf ) as a function of repair time trep after
exposure to ∼1Gy for increasing LET from our simulated results.

7.4 Cell Survival

In this simulation the cell survival fraction is calculated using the Two-Lesion Ki-

netic (TLK) model developed by Stewart [33] and is described in Chapter 4. This

model determines the survival probability of each cell at a given detail in repair

time and reduced to contain 5 parameters (the most general form of the TLK model

contains 16) that describe the radiation response of the cell. In this section a TLK

parameter sensitivity analysis is performed for a high, mid-range and low-LET cases

of our simulated results. After performing this calibration we can determine the op-

timal set of parameters used to generate the simulated dose-response curves for this

study. Therefore, the results are calibrated to particular experimental results mea-

sured under similar conditions to our simulation study.

In the previous section we discussed our cell survival measurements as a function

of repair time, absorbed dose and LET where we concluded that our results are con-

sistent with what is observed in experiment aside from repair time where the trend

is a result of lethal lesion accumulation in the TLK model. To further establish the

validity of our cell survival measurements, we compare our simulated dose response

curves against the world experimental data outlined in Appendix D. It is worth

noting here that cell response is not always the same under similar biological and

exposure conditions. As discussed in Chapter 2 there are many parameters (phys-

ical, chemical and biological) that influence cellular response to ionising radiation

and often not all parameters are reported in the literature. This makes it difficult to

directly compare results across different experiments because it is likely some param-

eters differ such as the cell oxygen content or cell cycle phase. Therefore we expect

to see some deviation between our simulated survival measurements and experiment.



184 7. Testing the Validity of Monte Carlo Simulation Results

7.4.1 The Two-Lesion Kinetic (TLK) Model

In Section (4.4.1) we introduced the TLK model [33] and described how it will be

implemented in our simulations. To recall, the TLK model describes cell response

to ionising radiation using a system of four differential equations which describe

the yield of simple and complex DSBs, mis-repaired and lethal lesions with respect

to repair time. It involves several fitting parameters that are specific to the cell

line of interest which is the V79 Chinese Hamster cell in our simulations. These

equations, Eqs.(4.11)-(4.17) are numerically solved for increasing time increments

to solve L1, L2 and finally Lf , the number of lethal lesions. The model assumes the

Poisson process by computing the survival probability using exp (−Lf ) where Lf is

the lethal lesions yield at a given repair time. However in our simulations we also

use a random number to determine whether each cell “survives” or “dies”.

The TLK model parameter sensitivity analysis is undertaken by considering re-

sults using the TLK model at LET 35, 16.45 and 2.60keV/µm. For each data set,

the TLK parameters η, β1, β2, λ1 and λ2 are changed one at a time within the

allowed bounds defined by [33]. A dose-response curve is generated for a extreme,

intermediate and low parameter values for each case15. The optimal combination

of parameters that demonstrate the best agreement with the experimental data will

be used in the final cell survival measurements for all of the simulations performed.

7.4.1.1 TLK Model Parameter Sensitivity Study

The method of TLK model calibration discussed in [33] involves minimising the χ2

statistic when compared with the experimental data to calibrate the model param-

eters. In our study, to calibrate the model parameters we use the experimental data

for V79 cells in [26,29,96,113] and unfortunately the papers do not contain informa-

tion of the exact time at which the survival measurements were made which makes

it difficult for us to decide to which repair time the model should be calibrated.

Instead, we adopted a similar approach to [48] whereby each parameter is varied to

observe how it influences the survival fraction. Their results were calibrated with

a post-irradiation time of 16 hours due to the 15 hour cell cycle progression time

of V79 cells, therefore this is the time at which the system should at least be ap-

proaching stability and all lethally damaged cells have died.

We selected a range for each parameter and varied them whilst keeping all other

parameters constant. The range of each parameter is selected so that it is within

the allowed upper and lower bounds defined in Section (4.4.1) and [33]. Recalling

that the survival fraction changes with repair time, we calibrated our model at 40

hours as our system reaches equilibrium.

155 parameters × 3 data sets × 3 values = 45 survival curves to calibrate against experiment.
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For the specific LET values selected, our simulated survival fraction data are

compared with the experimental data for the model calibration which are outlined

in Table (7.5). According to [33] the only parameter that should have an LET

dependence is the binary mis-repair probability parameter η, due to the closer spa-

tial proximity and hence increasing likelihood of interaction between multiple DSB

damages, leading to a higher degree of mis-repaired and lethal lesions. In compari-

son, the remaining parameters do not have LET dependence and are only cell line

specific. However at high-LET we have observed the fraction of simple and complex

DSB to change, therefore it is likely that the parameters corresponding to simple

DSB repair will have less sensitivity than for low-LET.

Our Results Calibrated Against :

35keV/µm Belli et al. 1998 - V79 - 37.8keV/µm [26]
Belli et al. 1998 - V79 - 34.6keV/µm [26]

16.45keV/µm Folkard et al. 1989 - V79 - 17keV/µm [96]
Prise et al. 1990 - V79 - 17keV/µm [29]

2.60keV/µm Wouters et al. 2015 - V79 - 2.41keV/µm [38]
Wouters et al. 1996 - V79 - 70MeV [113]

Table 7.5: The data sets (for various LET) selected from our results to calibrate
the TLK model parameters using selected experimental studies.

Figures (7.19) – (7.21) depict dose-response measurements (survival fraction) by

varying each parameter individually whilst keeping the rest fixed. Each dose re-

sponse curve corresponds to the upper, lower and optimised parameter values.

Our observations are :

� The binary mis-repair probability, η, has the largest influence on the survival

fraction. Increasing this probability suggests a higher number of mis-repaired

lesions resulting in more efficient cell killing. When η is assigned a value of zero

the damages in close spatial proximity will not interact, resulting in a higher

yield of easily repairable damages. Figures (7.19(e)), (7.20(e)) and (7.21(e))

show that nearly all DSB will repair when η is equal to zero, meaning that

nearly every cell survives for all absorbed doses.

� There is a clear correlation between the binary interaction probability η and

particle LET. This is expected behavior due to the increase in DNA complexity,

as discussed above.

� The repair and mis-repair rates λ2, β1 and β2 display the lowest sensitivity

of all the parameters with β1 only differing at low-LET. Such low sensitivity

parameters should have the lowest weighting in the calibration.
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Parameter This Work From [48]

η 1× 10−4 5× 10−5

β1 0.00 h−1 0.00 h−1

β2 9× 10−4 h−1 9× 10−4 h−1

λ1 0.671 h−1 10 h−1

λ2 5.65× 10−2 h−1 5.65× 10−2 h−1

Table 7.6: The calibration of TLK model parameters used in our simulations versus
those selected in [48].

� The sensitivity of the DSB re-joining rate parameter λ1 appears to show some

correlation with LET when it is at its maximum value (i.e. a slower repair half-

time). There the survival fraction increases more at low-LET whereas the op-

timised and lower values of λ1 do not yield a substantial difference. From [33],

the re-joining rate parameter λ1, 2 is defined in terms of the repair half-time16

λDSB = ln(2)/τDSB, i.e. the repair half-time is inversely-proportional to λ1.

A smaller DSB repair half time (large λ1, i.e. faster repair) results in a larger

difference in the survival fraction at low-LET compared to the lower and op-

timised parameter values because there is a larger fraction of simple DSBs

compared to high-LET (as shown in the previous section). In the mid to high-

LET range a much larger fraction of damages are complex in nature, therefore

the λ1 parameter is not as sensitive here.

Ultimately, the parameters that are used in this simulation study were chosen

based on those that provide the best agreement with the experimental data in each

case. Table (7.6) shows the parameters chosen to generate our results and includes

those from [48] for comparison. The parameters are kept consistent for all LET in

this thesis due to the agreement with all data sets considered in the calibration. It is

stated in [33] that η should vary with LET, increasing with LET. However, decreas-

ing η at low-LET causes worse agreement with the data. Therefore it is concluded

that this parameter will be kept constant.

16This is the time in which half of the DSB damages will be repaired.
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(a) λ1 (b) λ2

(c) β1 (d) β2

(e) η

Figure 7.19: A TLK parameter sensitivity analysis of high LET (35keV/µm)
proton radiation.
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(a) λ1 (b) λ2

(c) β1 (d) β2

(e) η

Figure 7.20: A TLK parameter sensitivity analysis of mid-range LET
(16.45keV/µm) proton radiation. Note: the error bars are too small to be visi-
ble.
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(a) λ1 (b) λ2

(c) β1 (d) β2

(e) η

Figure 7.21: A TLK parameter sensitivity analysis of low LET (2.60keV/µm)
proton radiation. Note: the error bars are too small to be visible.



190 7. Testing the Validity of Monte Carlo Simulation Results

7.4.2 Comparing Cell Survival Data with Experiment

A total of 17 dose-response curves were generated using the TLK model framework,

10 with energy-varied LET and 7 with depth-varied LET. In this section a range of

these results are presented with experimental data outlined in Appendix D. Below

we present selected simulated data with increasing repair time for high, mid range

and low LET proton beams. Due to the large number of data sets generated, not all

of the results are depicted below. However, some additional results are presented in

Appendix J to aid discussion.

At high-LET, the experimental data is shown to demonstrate higher cell killing

efficiency with increasing dose compared with our low-LET results. The most varied

results collected are in the region 30 - 35keV/µm and this is evident in the size of the

error bars produced. The exact repair time at which the cell survival measurements

were taken are not often reported in the literature, so it is logical to assume that the

measurements are made after the system has become stable and no more lethally

damaged cells remain. Any deviation from this in the experiments constitutes an

unknown systematic error.

At 35keV/µm, the highest LET considered in this thesis, the measurements

show good agreement with results from the literature (two data sets from [26], one

from [96] and two [61]). As expected, the best agreement is observed at repair times

greater than the time taken for a V79 cell to navigate through the four cell cycle

phases (taken to be 15 hours in this study). In Stewart et al. [33], it is predicted that

∼20 DSBs Gy−1cell−1 are re-joined quickly in CHO cells (∼15 minutes) which are

derived from the same species as the V79 cell17. To compare with this experimental

work the survival fraction after 20 minutes repair time is depicted in Fig.(7.22(a)).

The dose response relationship at this time appears to be approximately linear with

a higher survival fraction than experiment. At this stage the cells have not been

allowed sufficient time to fully repair or mis-repair, meaning that less lesions have

been classified as lethal by the TLK model18.

We begin to observe more agreement with experiment as the repair time in-

creases. This is because the cells are now progressing through the four cell cycle

phases where they encounter numerous checkpoints for the presence of damages.

We can recall from our discussion in Chapter 2 that if these checkpoints in the cell

cycle phase uncover a large number of DNA lesions, the cell will undergo apopto-

sis19. In Fig.(7.22(b)) where survival is measured following 2 hours of repair time,

there is more agreement with experiment compared to Fig.(7.22(a)). It is likely,

that each cell has at least progressed through one cell cycle phase at this time and

hence a number have undergone apoptosis due to the presence of lethal damages.

17The species of origin is the Chinese Hamster.
18Recall that the survival probability is given by S = exp (−Lf ).
19Programmed cell death.
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(a) trep = 20 minutes. (b) trep = 2 hours.

(c) trep = 16 hours. (d) trep = 40 hours.

Figure 7.22: Our simulated cell survival measurements for the V79 cell line at
various repair times (trep) after exposure to a 1.6 MeV, 35.04keV/µm proton beam.
The experimental results presented utilise a monoenergetic proton beam (denoted
by M) incident on cells with asynchronous cell cycle phases [26, 61,96].
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Figures (7.22(c)) and (7.22(d)), which depict the survival fraction measured after 16

and 40 hours of repair time, show very little deviation in their survival fractions and

the most agreement with experiment. This is likely because the system has come

to equilibrium and any repairable damages have either successfully or incorrectly

repaired. This supports our prediction that most cell survival measurements are

made for repair times greater than the length of time taken for a cell to complete

all four cycle phases. The agreement with the experimental results from Belli et

al. [26] where a 35 keV/µm proton beam is exposed to asynchronous V79 cells, is

particularly noteworthy having the closest LET value to our results.

In the mid-LET range considered in this thesis in Fig.(7.23), the simulated

data shows further agreement with experiment. Again, a similar trend of a large

difference in survival fraction for small repair times is observed in Figs.(7.23(a)) and

(7.23(b)). It is likely that the experimental results considered in this thesis were not

measured soon after irradiation is completed, when the cellular system has yet to

repair or mis-repair the damages induced. Good agreement is observed with experi-

ment for repair times greater than the time taken for a single cell to traverse all cell

cycle phases and is most likely due to the same behavior described in the high-LET

case, shown in Figs.(7.23(c)) and (7.23(d)).

Figure (7.24) shows our results for the lowest LET considered in our simula-

tion study with a proton energy of 50MeV corresponding to an LET of 1.23keV/µm.

These low LET results are where we observe the least agreement with the exper-

imental results. At repair times greater than the 15 hours required for a V79 cell

to complete all four phases of the cell cycle, our measurements appear to overesti-

mate the survival fraction compared with experimental results of similar LET for

V79 cells from a Chinese hamster. Recalling that dose response measurements are

highly dependent on the cellular environment, comparison of results across different

experiments should be done with care. Therefore, the disagreement between our

results and experiment in Fig.(7.24) should not be attributed to inaccuracy in our

results based solely on the presence of experimental errors or inconsistencies from

irradiation to cell preparation methods.

Furthermore, in the low-LET region indirect effects have a higher contribution

to the total damage yield compared to high-LET radiation where direct effects dom-

inate. This was discussed in Chapter 2, however we will briefly revisit the reason

for this here. In a biological medium such as the nucleus, there are large amount

of oxygen molecules with which ionising protons and secondary particles can react.

In the low-LET region a majority of the interactions are via secondary particles

because the primary protons are travelling so fast that they do not interact with

the medium as much as high-LET protons. The secondaries can then propagate

and react with the medium through radiolysis reactions. As discussed in Chapters 3

and 4, indirect effects can be simulated using the Geant4-DNA chemistry processes.
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However for the purpose of our study we could not implement these chemical pro-

cesses because the processing times and memory requirements were too large for us

to perform repetitions of our measurements. By omitting the chemical processes in

our simulations, it is likely that the survival fraction is overestimated, particularly

in the low-LET region which explains the discrepancies between our results and ex-

periment in Fig.(7.24) and Appendix J.

The cellular response with increasing LET at a repair time of 16 minutes

(Figs.(7.22(a)), (7.23(a)) and 7.24(a)) appears to increase. The lowest LET demon-

strates very little response at this time compared with the highest LET considered.

A possible reason for the lack of response at short times for low LET could be

that very few lesions have yet to be considered lethal due to the smaller presence

of complex damages in particular. The fast-repairing lesions are more likely to be

simple in nature compared with high-LET radiation, implying that many of these

quick-repairing lesions may have already been repaired prior to this time.

7.4.2.1 Reliability and Validity of the Simulated Data

In addition to agreement with experiment, the reliability and validity of our mea-

surements is important to the quality of results presented in Chapter 8. In addition

to the size of the error bars in Figs.(7.22)–(7.24), Appendix J and Fig.(7.25), the

variance in measurements appears to be the highest in our high-LET results. How-

ever at low-LET this uncertainty becomes so small that they are not visible in the

figures. A possible reason for this is the additional spurious behavior of a high-LET

particle traversing a medium, where the ionisation clusters occur with a higher prob-

ability. These additional interactions means that less primary protons are required

to generate the doses simulated in this study, compared with that of low-LET par-

ticles. This can be explained in terms of the MC simulation uncertainties where

the uncertainty is proportional to 1/
√
N . Therefore the mean behavior per par-

ticle track is estimated more accurately for low-LET particles, thus explaining the

smaller uncertainties present. Figure (7.25) demonstrates the extent of this observa-

tion, whereby the individual simulation repetitions of dose response are plotted for

a high and low-LET beam. One can easily see the larger variance of our high-LET

results in comparison with that of low-LET.

It is also important to compare our results with what we expect from theory.

Figure (7.26) depicts four survival curves corresponding to different energy-varied

LET, measured at 16 hours repair time. From theory, one expects more efficient cell

killing from high-LET radiation. It is clear that the worst cell killing efficiency is

present in a 1.20keV/µm proton beam, where the “shoulder” behavior discussed in

Chapter 2 is most present in Fig.(7.26). As the LET reaches 11 and 16keV/µm, the

“shoulder” behavior disappears and the cell killing becomes more linear in the low-

dose region. The two highest LET considered not only demonstrate linear behavior
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(a) trep = 20 minutes. (b) trep = 2 hours.

(c) trep = 16 hours. (d) trep = 40 hours.

Figure 7.23: Our simulated cell survival measurements for the V79 cell line at vari-
ous repair times (trep) after exposure to a 2.0 MeV, 23.67 keV/µm proton beam. The
experimental results presented utilise a monoenergetic or modulated proton beam
(denoted by M and S respectively) incident on cells with asynchronous cell cycle
phases [26, 29, 96, 168, 169]. Further details on the experimental data are presented
in Appendix D.
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(a) trep = 16 minutes (b) trep = 2 hours

(c) trep = 16 hours (d) trep = 40 hours

Figure 7.24: Our simulated cell survival measurements for the V79 cell line at
various repair times (trep) after exposure to a 50.0 MeV, 1.2keV/µm proton beam.
The experimental results presented utilise a modulated proton beam (denoted by
S) incident on cells with asynchronous cell cycle phases [38,113]. Further details on
the experimental data are presented in Appendix D.
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in the low dose region, the cell killing becomes slightly less efficient in the high-dose

region. This is in the region where the LQ model is shown to be the least effective

(Chapter 5).

(a) Dose response of a 5 MeV (11keV/µm)
proton beam incident on V79 cells.

(b) Dose response of a 1.6 MeV (35keV/µm)
proton beam incident on V79 cells.

Figure 7.25: The “raw” data of each dose response simulation of 30 repetitions
with a single dose point magnified.

Figure 7.26: The trend in dose response of V79 cells with a range of LET values
from our simulated data.
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7.4.3 Relative Biological Effectiveness

The RBE calculations for our data will be performed in Chapter 8, where we present

the results of testing the proposed model described in Chapter 6. However, it is still

worth discussing in this section because we can infer the trend in RBE by observing

the dose response curves presented in this chapter. Recall the definition of RBE

in Chapter 2, where we can take the ratio of a given parameter required for the

radiation to achieve the same biological effect as a reference radiation, commonly a

photon beam. Photon radiation has not been the focus of this study, so it is worth

noting that it has an extremely low LET in comparison with protons because pho-

tons are massless. Therefore to perform RBE calculations we require a photon dose

response curve, i.e. a reference curve. A 6MV photon beam20 is collected using an

identical simulation setup to that described in Chapter 4. The small LET implies

that a large number of primary photons are required to generate absorbed doses in

the cells that are comparable to our results using proton radiation. This meant that

numerous fractions of primary photons in the order of 107 are required for each of

these doses. Aside from the nature of the radiation, all other parameters are kept

consistent with Chapter 4. The resultant dose response curve that will be utilised

for these RBE calculations is presented in Fig.(7.27).

γ-beam6MV

Figure 7.27: The reference dose response curve generated by exposing 530 V79
cells to a 6 MV photon beam in our simulations.

206MV does not mean a photon beam of 6MeV but a spectrum of energies where the maximum is
6MeV and the mean energy is ∼2MeV.
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7.5 Simulation Limitations

Accompanying every scientific model are a series of assumptions and approximations.

The radiobiological model from Chapter 4 used to generate the results presented in

the current chapter is no exception to this. In the field of radiobiology, it is not

uncommon for a model to require large amounts of computational power and mem-

ory. Often these models must include a series of approximations and assumptions

to optimise processing times due to the complex nature of the cellular system and

its response to ionising radiation. The methods used to achieve this balance are dis-

cussed in detail in Chapter 4. The current section discusses the impact that these

limitations and assumptions have on the results.

The most noteworthy approximation is the exclusion of chemical processes that

can induce indirect DNA damages via the production of charged radicals from the

radiolysis of water. The result of this is the overestimation of the survival fraction

after irradiation with low-LET particles. The literature has shown that indirect

effects are the dominant process for inducing DNA damage for low-LET radiation

(such as photon radiation [170]) - suggesting that such processes should be mod-

elled for photon radiation-based studies. In the current work we mostly consider

high-LET radiation (>10keV/µm), where the direct effects are dominant in DNA

damage induction.

The exclusion of chemical processes from the simulations performed in this thesis

is not ideal considering that the objective of the model is to predict DNA damage as

accurately as possible. However, in the current workflow one would require at least

100GB of storage space per repetition and large amounts of computation power to

perform the required post-processing necessary to achieve the desired results. This

study is mainly statistical in foundation and therefore, the number of repetitions

required to perform adequate analysis would not be possible to achieve in the avail-

able time. Re-designing this workflow to allow the inclusion of chemical processes

should be explored in future work.

A realistic particle track contains ionisation yields with many orders of magni-

tude. As is the case with most particle transport simulations, this is not achievable

even with the current computation power accessible to us. Therefore, the parti-

cle track is censored in regions where detailed track structures are not vital to the

accuracy of the results. In our case, the track structure was simulated with more

detail in the DNA-rich nucleus than other organelles. Overall, this does not impact

the results since the nucleus region is the only organelle of interest in the current

model. Therefore, the overall impact on the final endpoints of the model is negligible.

Various assumptions are made about the conditions inside of a V79 cell. Realis-

tically, the morphology, material composition, organelles present and environmental
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conditions are non-homogeneous due to the imperfections of cellular biology. The

limitation this places on the current model is that we are assuming a similar dose

response from every cell in the system. In our simulations we approximate each cell

to be a perfect sphere with the same dimensions. In experiment this is not always

the case - particularly when an asynchronous distribution of cell cycle phases are

involved. The radiation sensitivity and physical dimensions of the cell can change

according to biological parameters including the cell cycle distribution. Future ef-

forts can focus on the dose response for cell lines in homogeneous cell cycle phases

with more realistic geometries.

The targets of irradiation are ultimately the region of the cell that is sensitive

to radiation, the nucleus. As discussed above, we approximate the shape of the V79

cell to be a sphere of radius 8.5µm and in the centre is the nucleus of radius 7µm.

Our assumption does not reflect the imperfect biology of the cell where the shape

and size can fluctuate according to the conditions in which they are kept and the

parameters of the cell environment itself.

Finally, the large computation, memory and storage requirements of the results

in the current model limits the number of repetitions performed. Statistically, the

maximum sample size considered in the current model (n = 30) makes statistical

analysis difficult and a larger sample size in future studies will improve our results.

Our results demonstrate validity and reliability due to their agreement with theory

and experiment and the measurement uncertainties - therefore not placing limita-

tions on the results given by the model. We decided to take a “best of both worlds”

approach by taking a sample size that is just adequate enough for statistical analyses

whilst still being able maintain the level of detail in the model from a radiobiological

perspective. The result of this is not so much a limitation on the model itself but

on the statistical analysis performed on the generated results.

7.6 Conclusions

The objective of this chapter is to compare our simulated data against experiment

and radiation response theory. Due to the complex nature of the system there is no

data in the literature under identical physical, chemical and biological parameters

as in our simulations. Our comparisons led to the following conclusions :

� The ionisation and DNA damage yields from our simulations are within the

experimental range. There are discrepancies between our results and the lit-

erature however this is likely due differences in the classification of damage

complexities, i.e. the definition of a simple and complex DSB differs between

our simulations and the literature.

� The DNA damage repair stage of our simulations accurately reflects what

occurs in experiment.
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� The most important outcome of this chapter is the simulated survival fraction

data and its agreement with the experimental data for high and mid-LET

radiation after the system has reached equilibrium. For low-LET the simulated

data does not agree with experiment as much as the high-LET region because

we could not include the contributions to DNA damage from indirect effects

(chemical processes).



8

Investigating The Theory of

Fractionality in Radiation-Induced

Cell Death

Since the development of target theory models for radiation-induced cell death in

the 1960s, the Poisson process has remained predominant in describing cell response

to ionising radiation. In this chapter we test our new stochastic model proposed in

Chapter 6 and compare its performance against established radiobiological models

based on the Poisson process (Pp), focusing on the famous Linear-Quadratic (LQ)

model. Our model is tested against different biological endpoints and conditions

under goodness-of-fit and error (residual) analysis.

In Chapter 5 we concluded that the LQ model has a limited range of applicability

and that the most disagreement with experimental data is observed in the high-LET

region. We concluded that in such regions the assumption that radiation-induced

cell death obeys a Poisson process is no longer valid. Furthermore, the fits reported

in the literature suffer from several deficiencies including the violation of regression

analysis assumptions and a poorly determined goodness-of-fit. Additionally, we ob-

served the extent to which the calculation of RBE is affected when the dose-response

curve is fit to a model that poorly explains the data.

Chapter 6 aimed to explain the discrepancies between the Poisson process and

experimental data that were uncovered in Chapter 5 by proposing a fractional Pois-

son process (fPp). Briefly, the fPp is a generalisation of the Pp, introducing more

flexibility capable of explaining the presence of over/underdispersion1 in the forma-

tion of lethal lesions in the cell as a result of ionising radiation - a property not

accounted for in the Pp. The idea for the fPp model was developed in close collab-

oration with Dr. Markus Kreer of Johann Wolfgang Goethe-Universität, Frankfurt,

1Over/underdispersion is the result of the mean and variance not equating to each other which is
a requirement of the Poisson process.

201
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Germany.

In Chapter 7 we tested our Monte Carlo simulations described in Chapter 4

against experimental data and theory. We concluded that our simulated results are

within the accepted experimental range at different biological endpoints including

DNA damage yields and cell survival. Moreover, the fact that our simulated data is

consistent with experiment gives us reasonable grounds to test our proposed model

at different stages of dose-response.

In this chapter, our proposed model, in addition to established radiobiologi-

cal models, will be tested against experimental data from the literature (given in

Appendix D) as well as our simulated data (from Chapters 4 and 7) to verify the

model’s limit. This is achieved by testing the response of cells irradiated with proton

radiation for the presence of fractionality at different stages of biological response

including lethal DNA lesion yield and survival. We test our proposed model against

the Pp (the LQ model) at the survival endpoint using goodness-of-fit and error

(residual) analysis on both experimental and simulated data. Then we observe the

effect on the calculation of RBE. As a benchmark study we compare the perfor-

mance of our stochastic model against other established radiobiological models (all

of which are discussed in Chapter 2), including the Multiple Hit Multiple Target

(MHMT) [34], Repair-Misrepair (RMR) [31], Lethal-Potentially Lethal (LPL) [32]

and LQ [23,35] models.

8.1 The fPp Model: A Summary

It is useful to recapitulate some of the main concepts discussed in previous chapters

(including Chapters 4, 5, 6 and 7) which are crucial to discussions in the current

chapter.

Consider the simple sketch presented in Fig.(8.1) where the cells are considered

to be in one of three states (i) |i〉 - the initial state, (ii) |m〉 - the intermediate state

and (iii) |f〉 - the final state where the response is measured.

I - In the Real Picture (Experiment)

� The system begins in a relaxed initial state |i〉 where all the cells are assumed

to be alive and contain no lethal lesions. From here, the system will try to

equilibrate (repair the DNA damage) until the final state |f〉, where lethal

lesions are present in the targets (cells) after sufficient repair time [0, trep] has

lapsed. Overall, our system’s dynamics can be written abstractly as

|i〉 → |m〉 → |f〉, t ∈ [0, tdel + trep]
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and we omit the intermediate state by treating it as a “black box” leaving us

with

|i〉 → |f〉 t ∈ [0, tdel + trep].

� Cell exposure to radiation begins at t = tdel = 0 where it moves into the

|m〉 state. Energy depositions due to ionising radiation produce DNA damage

(potentially lethal lesions), some of which are repairable and some are not.

� The cells respond to the presence of damages via a series of biological and

chemical response (repair) pathways which continue throughout irradiation,

i.e. the radiation and repair timescales overlap.

� After delivery of the desired dose, the irradiation phase stops.

� After irradiation ceases, the repair process timescale will continue until the

saturation state, |f〉 (i.e. there are no more repairable damages), is reached

(when trep = tmax).

p+

Irradiation Damage Response

Timet=0 t1 t2 tk

|i⟩ | f ⟩

Irradiation Stops

Figure 8.1: Timescales of the physical picture in experiment and our simulations.
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II - Our Simulations

In our simulations the V79 Chinese Hamster cell is exposed to proton radiation

of varying mean beam energies between 50MeV and 1.6MeV with a corresponding

LET range of 1.2 to 35keV/µm. Irradiation is performed for eight different absorbed

doses. All the simulation parameters are provided in Chapters 4 and 7, however the

chemical processes (indirect DNA damage effects) could not be implemented due to

time restrictions. The basic setup of our simulations is provided in Fig.(8.2).

We perform our simulations with the following in mind;

� The repair processes do not commence until the irradiation stage is complete

(SF = 1 at trep = 0), which differs from the real picture.

� The Two-Lesion Kinetic Model (TLK) [33, 48] is used to define the repair

processes and determine the survival fraction. This model contains three dif-

ferential equations to describe the time dependent dynamics of simple and

complex DSB repair and the formation of lethal lesions.

� When our simulated results are compared with experiment, it should be after

the saturation (equilibrium) time is reached (trep > 16).

� The survival fraction is measured until 40 hours after irradiation has ceased.

20 mm

9.65 mm 0.6 mm by

0.6 mm

530 Cells 0.05 mm

 Water

20 mm

0.05 mm

 Water

0.02 mm

9.975 mm
10 deg

Source

Beam

Beam

Air Air

Figure 8.2: Experimental setup in the TOPAS simulation with dimensions indi-
cated.

The lethal lesions that have formed within a cell when the system reaches its final

state |f〉 governs its fate (death or survival). To our knowledge, nearly all established

radiobiological models approximate the distribution of lethal lesions within a given

cell using a Poisson process.
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III - Poisson Process (Pp) as a Dose-Response Model

The Poisson process is the most common count model utilised in radiobiological

research with the validity constraint that the mean and variance of the PDF must

be equal - we call this the equidispersion condition. Detailed discussions are provided

on this in Chapter 6 where :

� We showed that for high (35keV/µm) and low (1.2keV/µm) LET radiation,

the equidispersion condition is violated (as shown in Fig.(8.3)). For high-

LET radiation there is a strong presence of overdispersion of lethal damages

(Figs.(8.3(a)) and (8.3(b))), whilst for low-LET radiation we observe under-

dispersion (Figs.(8.3(c)) and (8.3(d))).

� We concluded that the presence of over/underdispersion in the distribution

of lethal damages can influence the resulting cell survival probability. This

provides an explanation for the limited range of applicability of the LQ model.

Certainly for low-LET, the LQ model can describe the data reasonably (con-

cluded in Chapter 5). Additionally, it yields a reasonable fit to low dose regions

in many sets of experimental data as presented in Chapter 5. However, this is

not the case under high-LET exposure.

� Similar observations have been made in the literature [20,39,69,171].

Now let us recall the specifics of the Pp in Table (8.1) :

CDF of Inter-arrival Time F (t) = 1− e−λt

PDF of Inter-arrival Time f(t) = λ e−λt

Survival Function p0(t) = 1− F (t) = e−λt

Probabilities Pn(t) = (λt)n

n!
e−λt

Mean λt

Variance λt

Hazard Function h(t) = f(t)
1−F (t)

Table 8.1: A summary of the Poisson process properties.
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Figure 8.3: Normalised histograms (PDF) of the lethal lesions induced in our
system fitted to the Poisson PDF. The upper plots show the results in the high-
LET region and the lower plots are in the low-LET region.

IV - The LQ Model as a Dose-Response Relation

The LQ model is a mathematical model that describes the survival fraction as a

function of absorbed dose due to the presence of lethal lesions inside the targets

(cells). It is a time-dose relation and corresponds to the zero count state (probN(t) =

k with k = 0) of the Poisson process :

S = exp(−αD − βD2) (8.1)

where α and β parameterise the effect of the lethal lesions produced via a single hit

(a single ionisation) or multiple hits (multiple ionisations), respectively.

Statistical validation in Chapter 5 using LQ model fits to the experimental data

uncovered several deficiencies including a limited range of applicability and the vi-

olation of regression analysis assumptions outlined in Appendix E. Similar findings

are present in the literature [17,18,20,23,41].
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V - Fractional Poisson Process (FPp)

To account for the discrepancies of the Poisson process in radiation-induced cell

death, we proposed the fPp as a counting process to describe the final lethal lesion

distribution and cell survival fraction. It is more “flexible” than the Pp in that it

accounts for the presence of over/underdispersion in addition to equidispersion.

� The probabilities of each target in the system sustaining k = 0, 1, 2, ..., n lethal

lesions in state |f〉 can be calculated under the fPp using

p
(γ)
k (t) =

(λtγ)k

k!

∞∑
j=0

(k + j)!

j!

(−λtγ)j

Γ(γ(k + j) + 1)
. (8.2)

at a given time t.

� The survival probability (k = 0) is written as

p
(γ)
0 (t) = Eγ(−λtγ) , (8.3)

where Eγ(−λtγ) is the Mittag-Leffler function, which corresponds to the zero

count state (k = 0) in the fPp as discussed in detail in Chapter 6 and Ap-

pendix I.

� Now let us recall the specifics of the fPp in Table (8.2) :

CDF of Inter-arrival Time F (t) = 1− Eγ(−λtγ)

PDF of Inter-arrival Time f(t) = λtγ−1Eγ,γ(−λtγ)

Survival Function p0(t) = 1− F (t) = Eγ(−λtγ)

Fractional Probabilities p
(γ)
k (t) = (λtγ)k

k!

∑∞
j=0

(k+j)!
j!

(−λtγ)j

Γ(γ(k+j)+1)

Mean µ = λtγ

Γ(γ+1)

Variance σ(Var) = λtγ

Γ(γ+1)

{
1 + λtγ

Γ(γ+1)

[
γB(γ,1/2)

22γ−1 − 1

]}
Hazard Function h(t) = f(t)

1−F (t)

Table 8.2: A summary of the fPp properties.
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� The fPp is a generalisation of the Pp, when γ = 1 the fPp goes to the standard

Poisson process. In the literature, the composite Poisson process such as neg-

ative binomial processes and the modifications based on the Neyman type A

distribution have been proposed to account for over/underdispersion of lethal

lesions in cells [69]. However, the Neyman distribution can only account for

non-equidispersed data, whereas the fPp is able to account for both equidis-

persed and over/underdispersed data.

� In Figs.(8.4) and (8.5) we present the resultant shapes of the dose-response

curve under the Pp and fPp (γ = 0.60, i.e. a high degree of fractionality). In

Fig.(8.4), we observe a one-to-one relationship between the dose and forma-

tion of lethal lesions. The result is a strictly exponential relationship between

the number of lethal lesions present and the survival fraction meaning that

the probability of a given cell surviving when a single lethal lesion (λ = 1) is

present is 0.37.

Under the fPp, the situation becomes a little more complex (Fig.(8.5)). The

one-to-one relationship between absorbed dose and lethal lesion formation is

no longer valid. The number of lethal lesions present in a given cell is governed

by Λ and we must know the absorbed dose required for Λ to take a given value.

Under a high degree of fractionality, the distribution of lethal lesions inside a

cell has an increasingly large variance compared to the mean. Therefore, the

predicted survival probability differs greatly from that of the Pp. The resul-

tant survival fraction is “curved” compared to the Pp due to the deviation

from the one-to-one dose-lesion relationship present under the Pp.

� Our proposed cell survival fraction model for dose-response is the “Mittag-

Leffler” count model with a special argument which is discussed in detail in

Chapter 6 and Appendix I :

SF = Eγ
[
−(aD + bD2)γ

]
, (8.4)

where a and b are constrained to the positive domain and γ ∈ [0, 1].

We will now test out proposed model against the experimental and simulated data.

8.2 Pp versus FPp Models to Predict DNA

Damage

An important aspect to modern radiobiological modelling is the ability to explain

cell response to ionising radiation at multiple biological endpoints. When we expose
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-� k

Figure 8.4: A survival fraction constructed from Poisson distribution probabilities,
1 − exp(−λ), for the mean number of lethal lesions produced in the system, λ.
Graphical depictions of the cell damage probabilities are shown for select SF. Credit
to [111] for the original figure idea. Note: the total probabilities should add to 1,
however probabilities < 0.01 are not shown.



210 8. Investigating The Theory of Fractionality in Radiation-Induced Cell Death

(n+k)!

k!

Figure 8.5: Survival probabilities as a function of the dose required to produce a
given number of lethal lesions Λ assuming a fractional Poisson process with γ = 0.60
with a graphical depiction. Note: due to the large distribution of lethal lesion counts,
not all probabilities are shown and the graphical depictions are approximations of
the numerical probabilities. Note: the total probabilities should add to 1, however
probabilities < 0.01 are not shown.
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a cell to ionising radiation, the first endpoint to occur in our physical picture is the

DNA damage yield.

In Chapter 4 we have outlined how the TLK Model is implemented into the

simulations. To recall, we determine the probability of survival for every cell in

the simulation using exp(−Lf ), where Lf is the number of lethal lesions present in

the cell at repair time trep. We then deduce whether the cell is alive or dead by

selecting a uniform random number and if this is below the probability of survival,

it is classified as “dead”. This final step essentially eliminates the assumption of

Poisson statistics, deeming our model appropriate for testing against survival. All

the results presented in this section are measured at a repair time of 40 hours (after

irradiation has ceased in the simulated picture) when the system reaches saturation.

Before we commence our investigation into lethal DNA lesions, it is useful to ob-

serve the distribution of damage clusters formed inside the cells immediately after

irradiation has ceased (trep = 0, i.e. no damage has been repaired in the simulation).

Figure (8.6) depicts the number of damage clusters that contain k = 0, 1, 2, · · · , n
ionisations following exposure to increasing doses of high-LET radiation from our

simulated data. The experimental fit a exp(−bx) is also performed in this data

and is shown in Fig.(8.6), where x represents the ionisation clusters containing

k = 0, 1, 2, . . . , n damages. Our analyses showed that the lethal damages in cells

by increasing absorbed dose described by exponential decay with very good accu-

racy. We observe that the relative number of ionisation events increases with the

absorbed dose as expected (directly observable with the increasing fit parameter

a). The counts decrease exponentially at the same rate ∼0.63 (i.e. fit parameter b

remains constant for all doses). We expect a linear increase in damage complexity

from Chapter 7 where we found the yield of each damage to increase linearly with

absorbed dose. Higher order values (corresponding to damages of higher complex-

ity) also appear to grow with dose, implying a higher yield of complex damages with

more than 3 individual strand breaks present - for example, in the histogram of the

first dose only 6 bins are visible, whilst for dose eight, 10 bins are visible. Since

lethal lesions are more likely to be complex in nature and the complexities increase

linearly with dose (see Fig.(7.14)), we expect the variance of the damage complexity

distribution in Fig.(8.6) to increase with dose.

Figure (8.7) depicts the distributions of lethal lesions (from our simulations)

present in 530 cells for 500 repetitions of the survival fraction measurement from

Chapter 4, at the 40th hour of repair time, when the system has reached the equilib-

rium state |f〉. The PDF of the fractional and non-fractional Poisson processes are

fit to each distribution. The computational method described in Chapter 6 is used

to fit the fractional Poisson count model. To briefly recall, the fractional Poisson

process PDF is computed using its integral representation defined as
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Figure 8.6: Histograms of DNA damage cluster complexities induced in 530 cells
after exposure to a 1.6MeV (35keV/µm) proton beam at increasing doses.

P
(γ)
k (t) =

λktγk

k!

∫ ∞
0

dz zke−zλt
γ

Mγ(z) , (8.5)

where Mγ(z) is the Mainardi function at a given time t. Details of this fit procedure

is given in Appendix I.

From observation of Fig.(8.7), the fPp (Eq.(8.5)) yields a far better agreement

with data in comparison to the Pp PDF for all doses. The Poisson process con-

sistently misrepresents the mean number of lethal lesions inside a single cell. The

lowest dose (Fig.(8.7(a))) shows the best agreement with the Poisson process, how-

ever even in this case the fractional Poisson process provides the best fit to the data.

This is expected because the Pp, i.e. LQ model describes low-LET data better as

we have previously discussed (see our results for LET = 1.2keV/µm in Figs.(8.3(c))

and (8.3(d))). The Pp fit worsens with increasing dose such as in Fig.(8.7(h)) where

the mean is very different between the two processes (22.41 for the Pp and 17.2

for the fPp). Furthermore, the fractionality parameter, γ ≈ 0.6, which is also very

far from 1 which further indicates a high degree of fractionality in the system. As

shown in Chapter 6 and Figs.(8.3), the reason for the poor fit of the Pp to the data

is the presence of overdispersion in the system (the variance exceeds the mean) in

the high-LET radiation region.

For consistency we have also performed fits of the Pp and fPp PDFs to normalised

histograms for the number of lethal lesions per cell for high doses of low-LET radia-
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Figure 8.7: The distribution of lethal lesions in the cells after 40 hours of repair
time induced by high doses of high-LET (35keV/µm) radiation from our simulations.
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tion from our simulated results, which are depicted in Fig.(8.8). Here we note that

due to the long computation time and instability in the numerical computation of

the Mittag-Leffler function as γ → 1, the comparison fits could not be performed

for low doses of low-LET radiation in a timely manner, however this will be a fo-

cus of future work. For now, we observe a much closer agreement between the Pp

and fPp models in Fig.(8.8) compared to all doses in Fig.(8.7). The reason for the

closer agreement between the two models is reflected in the fractionality parameter,

γ, which is approaching 1 (γ = 0.96 and 0.98), some of which are already in the

Poisson process dominant region (i.e. the low-LET region).

(a) 6.40Gy (b) 7.30Gy

Figure 8.8: The distribution of lethal lesions in the cells 40 hours post-irradiation
induced by high doses of low-LET (1.2keV/µm) radiation from our simulations.

Overall, we have observed strong evidence of fractionality in the high-LET region

where the fPp model yields a substantially improved fit to the data compared to

the Pp. Our observations support those made in the literature in that overdisper-

sion is present under certain radiation exposure conditions [68, 69, 171] for proton

radiation. Moreover, we observe close agreement between the Pp and fPp models

for lethal lesion distributions under low-LET exposure conditions due to the frac-

tionality parameter, γ, approaching 1 (γ → 1) where the two processes become

equivalent.

8.3 Our Proposed Model for Cell Survival

Our proposed model redefines the statistical assumption that the induction of lethal

DNA damage as a result of ionising radiation, hence survival, obeys a Poisson pro-

cess. It achieves this by describing the dose-response relation using a fractional

Poisson process where the inter-arrival times of lethal damage produced on the

DNA segment in each cell are no longer exponentially distributed, but instead with

a “stretched” Mittag-Leffler (ML) distribution. A dose-time argument equivalent
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to the expression in the LQ model is used to present the ML function in terms of

absorbed dose D,

S(D) = Eγ[−(aD + bD2)γ] . (8.6)

We have shown in the previous section that the fPp model yields either a similar or

highly improved fit to the distribution of lethal lesions inside the cells after reaching

saturation (state |f〉). As discussed in Chapter 6, a poor fit to the lethal lesion dis-

tribution can result in a poor estimation of the survival probability, i.e. the zeroth

order. In this section we focus of the zeroth order probability where we can test

our model on available experimental survival data (Appendix D) and our simulated

survival data (see Chapters 4 and 7). From our findings in the previous section we

infer that the fPp model should yield a similar or improved fit to the survival data.

The process of testing our proposed model on cell survival data is outlined in the

flowchart of Fig.(8.9) below.

8.3.1 Testing Our Proposed FPp Model on Experimental

Data

In this section we fit our new proposed fPp model to experimental data. Similar

goodness-of-fit and hypothesis testing are performed on the fits as in Chapter 5.

For clarity, the results corresponding to LET variance by energy and depth in the

medium are considered separately and then compared. As a benchmark study, our

results are also compared with some existing radiobiological models discussed in

Chapter 22.

8.3.1.1 The Methods

In Chapter 6 we discussed in detail the methods used to compute the ML function,

i.e. survival probability. We use an integral representation of [146] Corollary 1 to

compute the probabilities for k = 1, 2, · · · , n,

p
(γ)
k (t) =

1

k!
λktkγ

∫ ∞
0

dz zke−zλt
γ

Mγ(z) (8.7)

where the M-Wright function or Mainardi function is defined by

Mγ(z) =
1

π

∞∑
j=1

(−z)j−1

(j − 1)!
Γ(γj) sin (πγj) . (8.8)

2Namely the Repair-Misrepair (RMR) [31], Lethal-Potentially Lethal (LPL) [32] and Multiple Hit
Multiple Target [34] models in addition to the LQ model.
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Figure 8.9: Flowchart describing how the proposed model will be tested.

As discussed in Chapter 6, the Mainardi function Mγ(z) approaches a delta-

distribution when γ = 1, making its numerical computation unstable. To observe

the behavior of the function against the experimental data from Appendix D, we

perform the fit using two methods :

1. Non-linear least squares method (NLLS)

2. A global optimisation brute force method using a search algorithm.

We apply a single fit, weighted by the standard error of the mean (SEM) of the

measurements reported in the literature and unweighted using both the NLLS and

search algorithm methods. In the NLLS method, the 95% confidence interval on

each parameter is calculated. To calculate the parameter errors on our search algo-

rithm method, we use Monte Carlo methods whereby random, Normally-distributed,

small perturbations on the survival fractions are generated about the mean reported
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in the literature for each dose point to which we fit the ML function. We repeat

the fit 1,000 times to determine the mean and median parameters with errors. The

latter method allows us to observe the behavior of the ML function parameters,

particularly γ, for each data set which is discussed in more detail below.

We compare the performance of the fPp model in relation to the Pp (the LQ)

model using goodness-of-fit and error (residual) analysis as we do in Chapter 5 for

non-linear models on the survival data.

8.3.1.2 The Difficulties

The instability of the ML function computation as γ → 1 meant that we could not

fit all of the experimental data in Appendix D in a timely manner. Therefore, we

have performed the fits using the methods described above for select experimental

studies including Belli et al. [26] (our benchmark study), Bettega et al. [61] and

Belli et al. [60].

The fitting methods described above allow us to observe the behavior of the frac-

tional parameter, γ, under different LET. However, the computation time is large

when performing an adequate number of repetitions using Monte Carlo methods.

To observe the behavior of γ in the number of repetitions, n, we performed 1,000

fits for the data considered in the current study and 10,000 fits on the data of Belli

et al. [26], our benchmark experimental study. The results are discussed later in

this chapter.

Furthermore, the errors on the experimental data are very small and lacking

information about how they are generated in the literature, which can impact on

the χ2 value. At times the model fits the data well, however the small measurement

errors result in a large χ2 value. In such instances, the χ2 test does not adequately

reflect the fit quality because it will penalise the model heavily if it does not pass

through each point within the error bars. However, relative comparisons of χ2

different models are still meaningful in choosing which model works better to explain

the data. Moreover, one must compare other gof metrics including the RMSE and

R2. To note here, the experimental standard errors reported in the literature were

used to generate weights for the least squares fit.

8.3.1.3 FPp on Energy-Varied LET

In Chapter 5 we performed a rigorous statistical evaluation of the LQ model against

experimental data. Here we will extend this to test our new model against the same

experimental data for a comparison of its performance against the LQ model.
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To continue our benchmark study of Belli et al. [26], we will discuss the fPp

and Pp fits to the data in detail. However, we will also discuss fits to the data of

Bettega et al. [61] and Belli et al. [60] to compare our results across different cell

lines. All fit results and gof metrics for the fPp and Pp models against our simu-

lated, energy-varied LET data are presented in Table (K.1) of Appendix K.

Figures (8.10)–(8.12) show the survival fraction versus absorbed dose and per-

formed fits to the data of Belli et al. [26] using the Pp (LQ) and fPp (Mittag-Leffler)

models. Here we compare Figs.(5.3)–(5.5) where the LQ model is fit to the data of

Belli et al. [26] with our ML model fitted to the same data. The fits are performed

using the weighted NLLS method with the errors on the fit parameters correspond-

ing to the 95% confidence intervals.

Let us analyse the fits systematically. Fig.(8.10(a)) corresponds to the response of

the V79 Chinese Hamster cell line to a proton beam of energy 5.01MeV (7.7keV/µm).

We observe that the Pp and fPp fits are in excellent agreement with perhaps a

slightly improved fit from the Pp model (Pp: χ2 = 0.420, R2 = 0.995 and fPp:

χ2 = 0.484, R2 = 0.994). The reason is clear upon observation of the fit parame-

ters. The fractional fit parameter, γ, is close to one (0.98) meaning that the fPp

and Pp are nearly equivalent. The α and β parameters of the Pp model (LQ) are

similar to a and b of the fPp model, showing further agreement. Recalling the lethal

lesion distribution in the low-LET limit of our simulated data (Fig.(8.7)), the result

in consistent with our expectation that the fPp will approach the Pp for low-LET

radiation.

In Fig.(8.11) we observe that at an LET of 11 and 20keV/µm the fractional pa-

rameter, γ, is ∼0.9. The Pp and fPp processes are therefore not exactly equivalent in

this LET region compared to the low-LET region of Fig.(8.10(a)) but are in the frac-

tional Poisson region instead. The gof metrics indicate that the fit is improved for

the fPp model compared to the Pp (fPp: χ2 = 0.449, 0.315 and Pp: χ2 = 0.863, 0.366

for 11 and 20keV/µm, respectively). This is consistent with our expectation that

for LET >10keV/µm we observe deviations from the Pp as observed in Section (8.2).

In Fig.(8.11(b)) we present fPp and Pp fits to the 30.5keV/µm dose response

curve of Belli et al. [26]. Upon observation of the gof metrics, the fPp yields a

consistently better fit than the Pp (χ2 = 1.719 for the Pp and 0.078 for fPp). With

a fractionality parameter of γ = 0.99, this data set is inside the Poisson region. In

fact this is the LET where γ is closest to 1 out of all the data in Belli et al. [26]

and is therefore the closest to the Poisson region. One can see why by observing the

fPp and Pp fits in Fig.(8.11(b)), where β from the Pp model is only just negative

and therefore the dose-time relationship is convex. In Chapter 5 we concluded that

when the dose-time relation is convex, the LQ (Pp) model does not fit the data as

well. Using the fPp model, the dose-time relationship is still concave despite being
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in the Poisson region.

Finally, Figs.(8.12(a)) and (8.12(b)) depict the fPp and Pp fits to the two highest

LET data sets we possess from the experimental data, 34.6keV/µm and 37.8keV/µm.

In both cases, a high degree of fractionality is observed (γ = 0.75) with an improved

fit compared with the Pp model (χ2 = 1.766 and 1.746 for the 34.6keV/µm and

37.8keV/µm Pp fits, respectively). We recall that it was this region where the LQ

model, hence the Pp, was found to least adequately explain the data. Linearised

LQ fits showed that the logarithmic survival fraction as a function of dose began to

decrease. Therefore, we expect the fPp model to yield substantially better fits than

the Pp model, which is exactly what we observe here. This is further evidenced by

the difference in fit quality to the lethal lesion distributions from our simulated data

in the high-LET region, where the Pp model did not properly estimate the zeroth

order (survival) probability.

Using Table (K.1), we can compare the fits to Bettega et al. [61] and Belli et al. [60].

Both studies utilise cell lines of human and rodent origin (different from the V79

cell). A similar trend to Belli et al. [26] is observed in Bettega et al. [61] where γ

decreases as LET increases. The highest LET considered in Bettega et al. [61] is

33.2keV/µm, which results in a fractionality parameter of γ = 0.805 before gradu-

ally increasing to 0.969 at LET 11keV/µm.

Belli et al. [26] and Bettega et al. [61] contain a data set with an LET of 11kev/µm

which both result in high, but slightly different γ values (0.909 was reported for Belli

et al. [26] compared to 0.969). Nevertheless, all fPp fits from both data sets yield

a significantly better gof compared to the Pp model. It is plausible to suggest that

there are additional factors that influence the degree of fractionality in a system

aside from LET, such as the radiation-sensitivity and availability of certain repair

processes for different cell lines.

The degree of fractionality in the system is related to the inter-arrival times

between the induction of DNA strand breaks and hence the final yield of lethal le-

sions in per cell. In Chapter 2 we introduced a number of parameters that influence

the production of lethal lesions inside the cell. Biological environment parameters

within the cell such as its cycle phase, oxygen content and DNA genome length can

influence a cell’s response to radiation and hence its radio-sensitivity. We assume

that the survival fraction is measured after a sufficient repair time has elapsed in

all of the experimental studies considered here (i.e. they have reached equilibrium).

Therefore, it is plausible to suggest that the dose-response curves considered here

are influenced by many biological parameters. Furthermore, it is not stated in the

literature what the distribution of cells in each cycle phase actually is when they are

irradiated, therefore we assume they are asynchronous. By taking cellular biology

conditions into account, we provide a possible explanation for the difference in γ
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0(

(a) Belli et al. (1998) [26]: 5.01MeV protons
7.70keV/µm incident on V79 cells.

(b) Belli et al. (1998) [26]: 3.20MeV protons
11.0keV/µm incident on V79 cells.

Figure 8.10: Belli et al. [26] fPp and Pp model tests using a single least squares
fit and global search algorithm weighted by the SEM (error bars).
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0

0

(a) Belli et al. (1998) [26]: 1.41MeV protons
20.0 keV/µm incident on V79 cells.

0

0

(b) Belli et al. (1998) [26]: 0.72MeV protons
30.5keV/µm incident on V79 cells.

Figure 8.11: Belli et al. [26] fPp and Pp model tests using a single least squares
fit and global search algorithm weighted by the SEM (error bars).
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0.00

(a) Belli et al. (1998) [26]: 0.64 MeV protons
34.6 keV/µm incident on V79 cells.

(b) Belli et al. (1998) [26]: 0.57 MeV protons
37.8 keV/µm incident on V79 cells.

Figure 8.12: Belli et al. [26] fPp and Pp model tests using a single least squares
fit and global search algorithm weighted by the SEM (error bars).
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for the data of Belli et al. [26] and Bettega et al. [61] under similar exposure condi-

tions and different cell lines. The V79 and C3H10T12 cell lines likely have different

radiation-sensitivities which will influence the final lethal lesion distribution per cell

and hence the survival fraction.

The fits to the data of Belli et al. [60] yield a similar trend in γ compared to

Belli et al. [26] and Bettega et al. [61]. In the mid-LET range γ is further from

1, suggesting that DNA damage is induced via a fractional Poisson process. As

the LET increases to ∼30keV/µm, γ approaches 1 again thus implying that the

system obeys a Poisson process where the dose-time relation moves from a concave

to a convex function (see Fig.(8.11(b))). If we recall our discussions on RBE from

Chapter 5, we know that the dose-response can differ across cell lines due to dif-

fering biological conditions within the cells. Moreover, some biological conditions

influence the lethal lesion yield in the cell when it reaches its equilibrium state (〈f〉)
thus affecting the survival probability and RBE. We expect that the differences in

cell response across cell lines will be reflected in the fit of our fPp model, namely

the value of γ. Therefore, we can infer that the turning point of the M10, SCC25,

SQ20B and HF19 human cell lines experience a similar change in behavior when

exposed to proton radiation of LET 30keV/µm.

Table (K.3) of Appendix K shows the results of hypothesis testing for non-linear

regression described in Appendix E. Recall from Chapter 5 that the Pp LQ fits had

a high failure rate when fit to the same experimental data using the least squares

method (the results from the LQ fits are presented in Table(G.2)). We observe that

when using the Mittag-Leffler model, the pass rate is improved across the data of

Belli et al. [26,60] and Bettega et al [61]. A notable improvement is observed in the

fits to Belli et al. [26], our benchmark study, in that they all pass the tests for normal-

ity and homoscedasticity. The LQ model fits from Chapter 5 violate the assumption

of normally distributed residual errors or homoscedasticity for LET >30.5keV/µm.

Therefore, hypothesis testing supports our theory that the fPp model is superior

to the Pp, particularly in the high-LET region. Some of the fPp fits that fail the

normality test, however this can be due to the presence of outliers in the data.

Nevertheless, many data sets perform better under hypothesis testing for the fPp

compared to the Pp.

In Table (K.1) we observe that the least squares and optimisation fitting meth-

ods generally result in a similar γ, a and b parameters of our Mittag-Leffler model.

Recalling our discussion from Chapter 6, the numerical computation of the Mittag-

Leffler model can be unstable which results in slightly different fit parameters. To

investigate the extent to which γ deviates in the data of Belli et al. [26], we used

the Monte Carlo method described at the beginning of this section. Briefly, because

we do not have any knowledge of how the errors in the data from the literature are

calculated or handled, we use Monte Carlo methods to generate uncertainties on
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each parameter in our model. This is achieved by introducing Normally-distributed,

small perturbations on the measured survival fractions from the literature accord-

ing to the measurement error (SEM). We used this method to perform 10,000 fits of

our Mittag-Leffler model to the data allowing us to observe the distribution of the

fractional parameter, γ.

The distribution of fractional parameter γ from 10,000 unweighted fPp fits to

the data of Belli et al. [26] is presented in Fig.(8.13) for LET 11, 30.5, 36.4 and

37.8keV/µm. Fig.(8.13(a)) depicts the distribution from the fPp fits for an LET

of 11keV/µm. As discussed above, the least squares and optimisation methods re-

ported a γ of 0.9, which is in agreement with the distribution in Fig.(8.13(a)) where

the peak occurs at ∼0.9. If we compare Fig.(8.13(a)) with Figs.(8.13(b)), (8.13(c))

and (8.13(d)), we observe two distinct peaks at γ ≈ 0.75 and 0.95, suggesting two

different convergence points of the solutions. This is despite the NLLS and search

algorithms resulting in similar parameters for all the experimental data (see Ap-

pendix K).

It is not entirely clear yet why the clustering effect occurs in the high-LET region

in particular, however we are currently exploring this. We recall that in experiment

we are considering the full picture with all physical, chemical and biological pro-

cesses present. It is likely that 10,000 Monte Carlo repetitions is not adequate at

explaining the γ parameter distribution, therefore we require more repetitions to

observe the region between the two peaks increase.

To conclude, the fPp (Mittag-Leffler) model consistently yields a similar (in the

low-LET region) and a more superior fit (in the mid to high-LET region) to the

experimental data compared to the Pp model. The reason is clear by observing

Fig.(8.14) depicts the fPp fits to the data of Belli et al. [26] and shows how the

behavior changes in the high dose region for high-LET. The decrease in cell killing

efficiency in the high-LET region is the result of DNA damage saturation effects and

the fPp model is a much better fit to data with this behavior. The improvement in

the fit was expected from our results in Section (8.2), where the distribution of lethal

lesions per cell was better explained by the ML distribution compared to the Poisson

due to overdispersion effects. Our observations are consistent across different studies

and conditions where the Mittag-Leffler parameter, γ, is in the high 0.9 region for

low-LET conditions where the fPp is in better agreement with the Pp. Then as the

LET increases, the γ value decreases where the fPp moves away from the Pp.
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(a) Belli et al. (1998) [26]: 3.2MeV protons
11.0keV/µm incident on V79 cells.

(b) Belli et al. (1998) [26]: 0.72MeV protons
30.5keV/µm incident on V79 cells.

(c) Belli et al. (1998) [26]: 0.64MeV protons
34.6keV/µm incident on V79 cells.

(d) Belli et al. (1998) [26]: 0.57MeV protons
37.8keV/µm incident on V79 cells.

Figure 8.13: Fractional parameter, γ, distribution for 10,000 Monte Carlo fits to
the data of Belli et al. [26].

7.70 keV/�m: � = 0.98

11.0 keV/�m: � = 0.90

20.0 keV/�m: � = 0.91

30.5 keV/�m: � = 0.99

34.6 keV/�m: � = 0.76

37.8 keV/�m: � = 0.75

Figure 8.14: FPp fits against the data of Belli et al. [26].
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8.3.1.4 FPp on Depth-Varied LET

The experimental data considered in the current study is sorted into one of two

categories, (i) LET varied by beam energy and (ii) LET varied by the depth in the

Bragg Peak. In this section we discuss the performance of the fPp model for the

experimental depth studies of Guan et al. [27], Howard et al. [123] and Wouters et

al. [38]. We note that most depth studies involve a LET range much smaller than

those considered in the energy-varied LET case. The three studies we will analyse

correspond to LET ranges of 10.5 to 19keV/µm, 0.99 to 7.29keV/µm and 1.03 to

4.74keV/µm for Guan et al. [27], Howard et al. [123] and Wouters et al. [38], respec-

tively. Some of the fPp and Pp fits are presented in Figs.(8.15) and (8.16) whilst

the fit parameters and gof metrics for fits to the data of each study are presented in

Table (K.1) of Appendix K. All the studies considered here measure survival in the

proximal (shallow depths), inter-peak and distal (after the Bragg Peak) regions for

pristine and SOBPs for energies 71 to 160MeV and 160 to 230MeV, respectively.

Firstly, we observe that the fractionality parameter γ is consistently in the high

0.9 region (i.e. close to 1) for all fits to the data of Howard et al. [123] and Wouters

et al. [38] (γ > 0.95) in Table (K.1) since all this data belongs to the low-LET

region. The Pp and fPp fits from Fig.(8.15(a)) are in almost perfect agreement with

each other, with a fractional parameter of γ = 0.98, i.e. the fPp has approached

the Pp region. Additionally, the gof metrics are also similar between the Pp and

fPp models, thus further evidencing the presence of the Pp in the small LET region.

Figures (8.15(b)), (8.16(a)) and (8.16(b)) visualise the close agreement between the

Pp and fPp for the data of Howard et al. [123]. The gof metrics indicate an ex-

tremely good fit from both models with χ2 < 1 and R2 ≈ 0.99 in all depth varied

cases from Howard et al. [123] and Wouters et al. [38].

FPp fits to the data of Guan et al. [27] in Table (K.1) also give γ values in the

high 0.9 region, however they do not quite follow the same trend as that of Howard

et al. [123] and Wouters et al. [38]. The fractionality parameter, γ, increases be-

tween LET values 10 and 17.7keV/µm (0.95 → 0.97) before decreasing to 0.94 at

19keV/µm. We expect a decrease in γ as LET increases, however for LET 15.2 and

17.7keV/µm, this trend is violated. Guan et al. [27] reports that the highest three

LET in this investigation occurs after the Bragg Peak, whilst the 10.5keV/µm LET

occurs inside the peak. The mechanics of proton energy deposition after the Bragg

Peak is likely different to the proximal and inter-peak regions in that proton propa-

gate to distal depth less frequently. Many of the energy depositions likely occur from

secondary particles produced inside the Bragg Peak, which propagate to the distal

region. It is difficult to interpret this without analysing similar studies, however we

consider a series 20MeV pristine Bragg Peak depth-varied dose-response curves in

our simulation study, which yields a higher LET range than Guan et al. [27] and

will be analysed in the following section.
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0

(a) Howard et al. (2018) [123]: 160MeV pro-
tons 0.99keV/µm incident on A549 cells.

(b) Howard et al. (2018) [123]: 160MeV pro-
tons 2.26keV/µm incident on A549 cells.

Figure 8.15: Howard et al. [123] fPp and Pp model tests.
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0

(a) Howard et al. (2018) [123]: 160MeV pro-
tons 4.19keV/µm incident on A549 cells.

(b) Howard et al. (2018) [26]: 160MeV pro-
tons 7.29keV/µm incident on A549 cells.

Figure 8.16: Howard et al. [123] fPp and Pp model tests.
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The superior goodness-of-fit of the fPp model in comparison to the Pp further

evidences our observations of fPp and Pp fits to the low-LET lethal lesions distribu-

tions from our simulated data in the previous section (see Fig.(8.8(b))). From the

lethal lesion endpoint we observe the two processes to agree and the fractionality

parameter γ ≈ 0.96. We have shown that for the very low-LET region the Poisson

process still yields an adequate approximation to the experimental data.

Similar to the previous section we observe close agreement in the parameters

of the fPp using the least squares and optimisation fitting techniques, indicating

that our fits are stable, reliable and reproducible. To compare the behavior of γ

in the low-LET region, we present Fig.(8.17), which depicts the distribution of fPp

parameter, γ for fits to the data of Howard et al. [123] in the proximal and Bragg

Peak regions after 1,000 Monte Carlo fits. We acknowledge that more repetitions

were performed in the previous section on the data of Belli et al. [26], nevertheless

we have presented the low-LET γ parameter distributions for comparison. First, we

do not observe the clustering effect observed at high-LET in Fig.(8.16(b)). Many of

the γ estimates are > 0.9 indicating the Pp is a good approximation for low-LET,

which is consistent with our observations thus far in this chapter.

(a) Howard et al. (2018) [123]: 160MeV pro-
tons 0.99keV/µm incident on CHO cells.

(b) Howard et al. (2018) [26]: 71MeV pro-
tons 4.35keV/µm incident on CHO cells.

Figure 8.17: Fractional parameter, γ, distribution for 1,000 fits from the Monte
Carlo method to the data of Howard et al. [123].

Overall, most depth studies involve a small LET range and therefore making the

results consistent with our theory in that the Pp is still applicable for small LET

values. Compared to the energy-varied LET case, the LETs in the current section

are still small enough such that the equidispersion condition of the Poisson process

holds. Moreover, the fits in this section demonstrate the robustness of the fPp model

in that it is capable of representing the data that can be explained using a Poisson

process as the fractional parameter, γ, approaches one.
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0.99 keV/�m: � = 0.98

2.26 keV/�m: � = 0.98

4.19 keV/�m: � = 0.99

7.29 keV/�m: � = 0.98

Figure 8.18: FPp model fits to dose-response curves at different positions in a
160MeV pristine Bragg Peak using the data of Howard et al. [123].

8.3.1.5 Predicting RBE with the fPp Model

We have discussed the impact of a superior dose-response curve fit to the prediction

of RBE in Chapter 5. In this section we compare our previous RBE predictions

with those made by the fPp model. Due to time constraints we could not derive an

analytic expression for the RBE as a function of proton dose from the Mittag-Leffler

function, however this is possible with the fractional survival probability function

and we will leave this for future studies. Regardless, we can still observe the RBE

as a function of LET, depth in the Bragg Peak/SOBP and across different cell lines.

Figure (8.19) depicts the RBE predictions at 10% and 37% survival for the data

of Belli et al. [26] using the fPp and Pp model fits presented in Tables (K.1) and

(F.4), both of which correspond to a single NLLS fit, weighted by the SEM. In the

low-LET limit each model yields a close RBE prediction. As the LET increases, the

discrepancies between the Pp and fPp begin to increase.



8.3. Our Proposed Model for Cell Survival 231

(a) 10% survival (b) 37% survival

Figure 8.19: RBE comparison at 10% and 37% survival the fPp and Pp models
using fits to the data from Belli et al. [26].

At 10% survival the disagreement in RBE between the fPp and Pp models is the

most pronounced in the mid to high-LET region. The turning point occurs at the

same LET (30.5keV/µm), however, the fPp predicted RBE is much higher. Recall-

ing that a 10% survival fraction is likely achieved with doses >3Gy and that the LQ

model does not perform well in the high dose region [39], we expect to see a more

accurate prediction from the fPp model which yields a better fit. At 37% survival

(low dose region), the RBE predictions using the Pp and fPp models are in good

agreement and the discrepancies are smaller than for the 10% survival RBE.The

reason for this is shown in Fig.(8.20), which depicts the fits to the 34.6keV/µm data

set of Belli et al. [26] on a logarithmic scale. At 37% survival the curves corre-

sponding to the Pp and fPp are nearly overlapping, whereas at 10% survival the Pp

predicts a slightly lower RBE, which explains why the Pp model predicts a smaller

RBE compared to the fPp. This shows the extent to which small deviations in the

dose-response curve can lead to substantially different RBE predictions.

In Chapter 5 we observed the RBE trend for the data of Belli et al. [26] to in-

crease until 30.5keV/µm at 10% survival. The peak represents an “effective” LET

where values after the peak result in a damage saturation or “overkill” effect [172].

We observe the same trend in Fig.(8.19), which demonstrates that the fPp model

can correctly predict trends in RBE as a function of LET.

In Chapter 5 the RBE was observed to increase as a function of depth - and

inherently LET. The fPp model predicts similar behavior as depicted in Fig.(8.19).

The resultant RBE predictions made between the Pp and fPp models in Fig.(8.21)

are closer in the low-LET region (at shallow depths in the Bragg Peak), showing

more scatter at larger depths (inside the Bragg Peak) - another observation made in

Chapter 5. The fPp also predicts the same trend of an increased RBE at low doses
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37%

10%

a b

Figure 8.20: The fPp and Pp fits presented on a logarithmic scale to the data of
Belli et al. [26] at an LET of 34.6keV/µm.

compared to the high dose range (37% and 10% survival respectively).

The 10% survival RBEs are in very close agreement for low-LET, whereas at

37% they are more scattered. This can be explained using Figs.(8.15) and (8.16),

where the fPp and Pp models agree in the high dose region. However, in the low

dose region they tend to deviate from each other. This can be attributed to the

relative size of the error bars. Therefore, in a weighted fit the curve will most likely

go through the points with small error bars and not those with larger error bars.

Therefore, even small deviations between the models can impact the predicted RBE.

If we recall that the fPp approaches the Pp in the low-LET region, we expect

the RBE predictions of each model to be similar. Comparing this with Fig.(8.19),

the differences in the RBE are much smaller.

It has been previously reported [25, 172] that the RBE can vary between cell

lines. We observed that the cells have different radiation-sensitivities and hence

respond differently to ionising radiation. The data of Belli et al. [26] suggests that

the RBE of the V79 Chinese Hamster cell peaks at ∼30keV/µm due to damage

saturation effects in the high-LET region. We should therefore expect the same

behavior in other cell lines. Figure (8.22) depicts the RBE trend as a function of

LET for the V79 and C3H10T12 cell lines, both derived from a rodent. Firstly, we

observe in Fig.(8.22(b)) that the C3H10T12 cell line does not contain a peak within
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Figure 8.21: RBE calculated at 10% and 37% survival using the fPp and Pp model
fits to the data from Howard et al. [123] (160MeV proton beam incident on CHO
cells).

the same LET region as the V79 cell line. It is possible that the peak RBE occurs

after the range considered in the current study for the C3H10T12 cell line, however

some fluctuations in the RBE are observed with increasing LET. The RBE decreases

just after 30keV/µm before sharply increasing, which is not consistent with theory.

Bettega et al. [61] reports that the discrepancy is the result of a larger cell thickness

to that considered in Belli et al. [26], however there is no further justification to this

claim.

Overall, we have observed the expected trends of RBE increasing as a func-

tion of LET, depth and survival rate (inherently dose). Differences are observed

between the RBE predictions made with the Pp and fPp models in the high-LET

region where the LQ model does not adequately explain the data (see Chapter 5).

The RBE predictions using the Pp and fPp models show more agreement in the

low-LET region due to the fractionality parameter γ approaching one where the

fPp approaches the Pp. The MHMT, RMR and LPL models have smaller (better)

RMSE values than the LQ by a small amount, however the fPp model still yields

the smallest RMSE overall. This shows that the fPp model is capable of accurately

predicting endpoints such as RBE in the high-LET region due to the improved gof

whilst yielding similar predictions in the low-LET region where the fractional and

standard Poisson process become equivalent and the fits are close to each other.
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(a) Belli et al. (1998) [26]: energy-varied
proton radiation incident on V79 Chinese
Hamster cells.

(b) Bettega et al. (1998) [61]: energy-varied
proton radiation incident on C3H10T12 ro-
dent cells.

Figure 8.22: A comparison of RBE across the V79 and C3H10T12 rodent cell lines
for the computed using the fPp and Pp (Chapter 5).

8.3.1.6 Comparison with Established Survival Models

In this section we fit the several established radiobiological survival models to an

experimental dose-response curve under low and high-LET exposure conditions. We

compare the RMSE, R2 and χ2 of these alternative established models with the Pp

(LQ model) and fPp models. The aim of this investigation is to provide a bench-

mark of the fPp model performance against other models.

The models chosen for this investigation are:

1. Multiple Hit Multiple Target (MHMT): S = 1−(1−exp(−αD))m where

m is the number of targets [34],

2. Repair-Misrepair (RMR): S = exp(−αD)
(
1 + α

β
D
)β

[31],

3. Lethal-Potentially Lethal (LPL): S = exp(−(α + β)D)
(
1 + α

β
D
)c

[32],

4. Linear-Quadratic (LQ): S = exp(−αD − βD2) [23, 35].

All of which differ slightly from the LQ in that repair processes and the induction

of lethal DNA lesions are characterised differently (see Chapter 2 for a detailed

description of these models). A single fit, weighted by the SEM was performed on

two dose-response curves,

1. High LET: A 0.64MeV/34.6keV/µm proton beam incident on V79 cells of

asynchronous cell cycle from Belli et al. [26],
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2. Low LET: A 3.2MeV/11keV/µm proton beam incident on V79 cells of asyn-

chronous cell cycle from Belli et al. [26].

The relative R2, RMSE and χ2 statistics for fits of each model to the data are pre-

sented in Figures (8.23)–(8.25). Moving systematically, the χ2 values in Fig.(8.23)

indicate that the LQ model performs the worst for high-LET, although the low-

LET fit is below 1 and hence can still be considered to be a good fit. The MHMT,

RMR and LPL models yield a similar χ2 value. The RMR and LPL models account

for biological repair processes in their terms, which explains why they result in a

better χ2 than the LQ model, which only considers ionisations to the target. The

MHMT model interestingly performs better than the LQ, which is likely the results

of the extra parameter in the power. The fPp model yields the smallest (best) χ2

in the low-LET region compared to the other models, even if all of the χ2 statistics

imply a good fit for each model. The R2 values are the largest (best) for the LQ

and fPp models, however the fPp model is the highest. This indicates that the fPp

model most adequately accounts for variances in the data. The RMSE values are

the highest (worst) for the MHMT and LPL models with values of ∼2 and 2.7,

respectively, implying the fits are further from some of the points. The RMSE is for

the fPp model whilst the LQ model RMSE is quite large in comparison. We expect

this because we are considering an LET of 11keV/µm, it is possible that there is

some deviation from Poissonian behavior. Overall, all the models considered here

fall within the error bars of the low-LET data of Belli et al. [26], however there is

slightly more variance not explained by the Pp-based models which is also reflected

in the higher (worse) RMSE values.

Figure (8.23) the high-LET region the fPp model yields the smallest (best) χ2,

followed by the LQ, RMR, MHMT and LPL models. The χ2 values for all the mod-

els in Fig.(8.23) are less than one indicating that all fits are within the error bars of

the data. Although the LPL model is the worst performer, followed by the RMR,

MHMT and LQ models. Figure (8.24) depicts the R2 values for each model. In the

high-LET region the fPp clearly explains the variance in the data better than the

other models, which yield values of < 0.98. Recall from Fig.(8.20), the fit of the fPp

and Pp model to the data considered in the current study, that at high-LET the cell

killing efficiency decreases at high doses due to saturation effects. This behavior is

better explained by the fPp model, whilst the other Pp-based models would fail to

account for the “tail” region of the dose-response curve at high-LET. The RMSE

is the largest for the LQ model (a smaller RMSE results in a better fit), which is

expected due to the model’s simplicity and inability to describe the complex process

of high-LET cell irradiation. The LPL and RMR models perform reasonably to this

extent due to the inclusion of biological repair processes in their survival equations.

The RMSE of the LQ model is slightly larger than the fPp model, which is shown

by the quality of fit in Fig.(8.20) (the fPp and Pp fits to the data considered here)
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due to the disagreement in the high dose region as discussed above.

Overall, we observe a highly improved performance of the fPp model for both low

and high-LET against other survival models. The versatility and flexibility of the fPp

model (due to its ability to converge to the Poisson process) allows it to perform well

where Poissonian and non-Poissonian statistics is obeyed. The remaining models,

whilst yielding a reasonable fit, also do not perform well in the high-LET region

because they are all based on the Pp which has been shown in Chapters 5 and 6 to

lose validity.

Figure 8.23: Comparison of χ2 goodness-of-fit statistics for five survival models
fitted to high and low-LET data [38,96].
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Figure 8.24: Comparison of R2 for five survival models on high and low-LET
data [38,96].

Figure 8.25: Comparison of RMSE for five survival models on high and low-LET
data [38,96].

8.3.2 Testing the FPp Model on Simulated Data

We have already introduced some of our simulated data in Chapter 6 and Section (8.2)

in the form of a lethal lesion distribution per cell. The data from the literature to



238 8. Investigating The Theory of Fractionality in Radiation-Induced Cell Death

which we have access does not contain data for multiple endpoints of cell response,

such as DNA damage yield and repair time. Therefore, we will use our simulated

data to observe the cell survival (zero count state k = 0 of fPp) probability as a

function of dose and repair time in this section. We will use three methods to assess

the stability of our fits to the simulated data :

� Method 1 - Fit the Mittag-Leffler distribution to the mean of our independent

cell survival fraction measurement repetitions using the standard deviation for

weighting.

� Method 2 - Fit the Mittag-Leffler distribution to the data for each repetition

individually for a given absorbed dose range, resulting in a parameter range

for a, b and γ of Eq.(8.6). We take the mean of each parameter to be the final

fit.

� Method 3 - Fit the Mittag-Leffler distribution to all our cell survival fraction

measurements versus all doses.

As we did in Section (8.3.1), we will assess the quality of fit of our fPp (Mittag-

Leffler) model for comparison with the Pp (LQ) model. Making use of the three

fitting methods described above we will compare the gof metrics (R2, RMSE, etc.)

and χ2 values against the LQ model to determine which yields the best explanation

of the data.

8.3.2.1 Energy-varied LET

The LET is varied by energy whilst positioning the cells in the centre of a cube filled

with air and surrounded by a water medium (see Chapter 4 for all the simulation

parameters). The fit results are presented in Tables (L.1) (fPp - method 3), (L.2)

(Pp - method 3) and (L.3) (fPp and Pp - method 1) of Appendix L. We exhibit our

simulated survival fraction data as a function of dose for one high, intermediate and

low-LET simulated data set in Figs.(8.26) to (8.31) after 2 and 40 hours of repair

time have lapsed using fitting methods 1 and 3. The remaining fits fPp and Pp fit

plots are presented in Appendix L.4. The LQ and Mittag-Leffler distribution fits on

the data are shown in the figures. Additionally, the experimental data in a similar

LET range are shown. We also provide the relevant gof metrics are presented in the

tables below each figure.

Upon observation of Tables (L.1), (L.2) and (L.3), one sees that the fPp model

consistently yields a superior fit compared to the Pp model with a substantial im-

provement in the gof metrics despite the fact the errors are extremely small. The

most noticeable improvement is in the high-LET region, where we concluded that

the LQ model (hence the Pp) failed to adequately explain the data in Chapter 5.

We expect this when we recall Chapter 5 where LET beyond 30keV/µm resulted in
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dose-response moving from a concave to a convex relation for the LQ model and the

previous section where a considerable improvement in fit was observed for the fPp

model. The same trend is reflected in our simulated results, where the difference

between the χ2 statistics for the fPp and Pp models is the largest. As previously

mentioned, method 1 yields χ2 statistics greater than 1 for the fPp model in addi-

tion to the Pp model. However, this is not a reflection on the fits themselves but on

the small error bars. To resolve this issue we require more data which could not be

achieved in the current study due to time constraints.

Figure (8.26) depicts the fPp and Pp fits to the highest LET data set considered

in our simulations (35keV/µm) after 2 hours of repair time, with experimental data

from Belli et al. [26] for comparison. As discussed in Chapter 7, the TLK model

used to simulate the repair processes in our simulations determines that survival

probability by accumulating lethal lesions with repair time. When the number of

lethal lesions in a given cell increases, its probability of cell survival will decrease.

Therefore, at 2 hours of repair time not all the lesions have undergone repair yet

meaning that the number of lesions classified as lethal by the TLK model is smaller

than for longer repair times. In the realistic picture we expect that the survival

fraction will increase with repair time because the lesions present in the cell do not

need to be classified as lethal like in the TLK model. Regardless, we decided to fit

the fPp and Pp models at small repair times when the system is considered to be

“out of equilibrium”.

Both fitting methods yield similar fits with a fractionality parameter, γ of ∼0.80.

The fPp model fit is extremely good compared to the Pp model (χ2 = 0.158 using

method 1 and 0.040 using method 3). Since the χ2 alone is not an adequate mea-

sure for gof in the current context, we must compare other metrics. The RMSE of

the fPp fit in the table below Fig.(8.26) is substantially smaller than that of the

Pp model, indicating that the Euclidean distances between the model predicted and

observed survival fractions is minimal. The SSE paints a similar picture with consis-

tently small values. The R2 value is very close to 1 for both the Pp and fPp models,

however the fPp fit is higher where ∼99% of the variance in the data is accounted for.

Figure (8.27) depicts the fPp and Pp model fits using methods 1 and 3 to the

highest LET data set (35keV/µm) considered in our simulations after 40 hours of

repair time has elapsed, i.e. when the system has some to equilibrium. From Chap-

ter 7, the survival fraction is much more consistent with experiment under similar

exposure conditions with the same cell line (Belli et al. [26]). The fractionality pa-

rameter, γ, is 0.81 using both methods, indicating that the fit parameters are stable.

We expect γ to be far from 1 for this LET region where Poissonian behavior breaks

down (Section (8.2), Chapter 5 and 6). The gof metrics underneath Fig.(8.27) fur-

ther reflect the superior fit of the fPp model compared to the Pp model. Comparing

Figs.(8.26) and (8.27), the fractionality parameter is very similar despite the slower
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(a) Method 1

0

(b) Method 3

Figure 8.26: Fits of the fPp and Pp models to our simulated cell survival data of
V79 cells exposed to 1.6MeV (35keV/µm) proton radiation after 2 hours of repair
time.

Method Model χ2 R2 RMSE SSE

1
ML 0.158 0.999 0.008 0.014
(LQ) (2.473) (0.989) (0.0245) (0.133)

3
ML 0.040 0.999 0.0017 0.004
(LQ) (11.564) (0.986) (0.238) (0.011)

Table 8.3: Fit results from Fig.(8.26) above. The fPp fits are presented in bold
and the corresponding Pp results are presented below.
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decrease in survival fraction in Fig.(8.26). However, if we compare the parameters

a and b across repair times, they are higher for longer repair times. We expect this

behavior because the lethal lesions accumulate with time within the TLK model

framework, meaning that contributions to lethal lesions will be higher for both the

linear and quadratic components of the survival function. The mid-LET range ex-

hibits similar behavior as shown in Figs.(8.28) and (8.29) where the fPp and Pp

models are in more agreement after 2 hours of repair time, when the system has not

yet reached equilibrium. As the system reaches equilibrium after 40 hours of repair

time, the fPp performs much better than the Pp.

Figures (8.30) and (8.31) depict the fPp and Pp fits to the data of the lowest

LET considered in our simulations following repair times of 2 and 40 hours, respec-

tively. The survival curve is much more gradual at low-LET due to the smaller

DNA damage yields incurred by the cells compared to high-LET radiation as shown

in our results from Chapter 7. The fractionality parameter is closer to 1 than for

high-LET conditions which is expected behavior due to the equidispersion condi-

tion being satisfied in this region (see Section (8.2)). However, in the low-LET

region of the experimental data discussed in Section (8.3.1), γ is greater than 0.9,

implying that the Pp is satisfied. For our simulations, γ is 0.85 which implies that

fractionality is still present, but this does not contradict with our observations of

the experimental data. This is an expected outcome since our simulations did not

include indirect effects (chemical processes) and the full dose-response of a cell as

in experiment. Furthermore, the cells in our simulation do not go through the ex-

act physical conditions as in experiment. Currently we are running our simulations

with the chemical processes included to quantify these effects for which we expect

the outcome to give similar results to the experimental data.

Recall from Chapter 4 that not all process of cell irradiation and response were

included in our simulations due to longer processing times and larger memory re-

quirements. The simulated and realistic physical pictures are therefore quite differ-

ent as we do not include all repair processes undergone by a cell, conditions within

the cell environment and the indirect contributions to DNA damage (chemical pro-

cesses/radiolysis reactions). The discrepancy between simulation and experiment

implies that there are additional parameters aside from LET that can contribute to

fractionality. The exclusion of indirect DNA damage contributions, in particular,

can change the arrival times between DNA strand break inductions. This effect is

most visible in the low-LET region where indirect effects have a greater contribu-

tion to DNA damage than for higher LET. Furthermore, there are many biological

parameters such as cell cycle effects and temperature can impact a cell’s response

to ionising radiation. Under some conditions the cell is less likely to repair damage

via a given pathway, meaning that the amount of lethal damage for increasing re-

pair times can differ across cells and ultimately changing the degree of fractionality
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(a) Method 1

(b) Method 3

Figure 8.27: Fits of the fPp and Pp models to our simulated cell survival data of
V79 cells exposed to 1.6MeV (35keV/µm) proton radiation after 40 hours of repair
time.

Method Model χ2 R2 RMSE SSE

1
ML 3.699 0.998 0.007 0.011
(LQ) (32.451) (0.987) (0.019) (0.084)

3
ML 0.056 0.999 0.021 0.003
(LQ) (0.775) (0.993) (0.021) (0.014)

Table 8.4: Fit results from Fig.(8.27) above. The fPp fits are presented in bold
and the corresponding Pp results are presented below.
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within the system.

Regardless of the processes included in our simulations, the fPp fits to the low-

LET simulated data gives quite a comparable or even much improved fit compared

to the Pp. In Section (8.3.1) a similar observation is made in that the fPp and

Pp model fits tend to agree more in the low-LET region than high-LET. Figure

(8.30(a)) in particular is a good example of the agreement between the models due

to the fPp approaching the Pp as γ increases.

In Chapter 5, the hypothesis testing methods for non-linear regression described

in Appendix E on a non-linear least-squares LQ fit, weighted by the SEM. Table

(L.7) summarises the hypothesis testing of the fPp fits performed on our simulated

data for repair times of 2 and 40 hours. We make use of our fit results from method

1 to do this. In Chapter 5 we observed very high fail rates for LQ fits to many

experimental data sets (see Appendix G for the results). The superior fit of the

fPp model is further evidenced by an almost unanimous pass rate in the fPp for

our simulated data. After two hours of repair time, most of the fPp fits pass the

test of Gaussian residuals (Kolmogorov-Smirnov and Anderson-Darling test) and

homoscedasticity (Breusch-Pagan and White tests for equal variance of residual er-

rors) with the exception of our 32keV/µm data. This is the result of more variance

about the fit at two hours because the system has yet to equilibrate. The same

data set also fails the BP test for the Pp fit. After 40 hours of repair time, the

cells have equilibrated and it is likely there are not more potentially lethal damages

present by this time - only lethal lesions contributing to cell death. All data passes

the four tests with the exception of 29keV/µm, which fails the AD test despite a

good fit (see Table (L.2) for the gof metrics). The Pp model fits have a much higher

failure rate than the the fPp model, particularly in the high-LET region. A simi-

lar observation is made for the hypothesis testing results on experimental fPp fits

discussed in Section (8.3.1). Therefore, we have observed that the fPp model can ad-

equately explain the data, particularly in regions where the LQ model (Pp) does not.

Considering all the fits presented in this section (see Tables (L.1)–(L.3)), the

expected decrease in γ with increasing LET is observed and is consistent with what

was observed in the experimental data. As expected, the under simulated con-

ditions the range is much smaller (0.78-0.86) than in experiment (0.75-1.00). As

discussed above, we can attribute the small range in γ to the fact the our simu-

lated picture is an approximation of the realistic picture where not all biological

and chemical processes within the cells could feasibly be included without requiring

excessive computation power and processing time. Regardless, we find the fPp to be

highly improved upon the Pp model when considered in terms of gof. The “cluster-

ing effect” in the γ parameter observed in Section (8.3.1.3) was not observed using

the two fitting methods considered for our simulated data. This is likely the result
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(a) Method 1

(b) Method 3

Figure 8.28: Fits of the fPp and Pp models to our simulated cell survival data of
V79 cells exposed to 2.5MeV (16keV/µm) proton radiation after 2 hours of repair
time.

Method Model χ2 R2 RMSE SSE

1
ML 0.751 0.999 0.004 0.011
(LQ) (26.229) (0.999) (0.004) (<0.001)

3
ML 0.247 0.998 0.011 0.003
(LQ) (2.975) (0.988) (0.028) (<0.001)

Table 8.5: Fit results from Fig.(8.28) above. The fPp fits are presented in bold
and the corresponding Pp results are presented below.
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(a) Method 1

(b) Method 3

Figure 8.29: Fits of the fPp and Pp models to our simulated cell survival data of
V79 cells exposed to 2.5MeV (16keV/µm) proton radiation after 40 hours of repair
time.

Method Model χ2 R2 RMSE SSE

1
ML 0.373 0.999 0.004 <0.001
(LQ) (47.502) (0.986) (0.004) (<0.001)

3
ML 0.229 0.998 0.010 0.031
(LQ) (8.476) (0.985) (0.028) (0.106)

Table 8.6: Fit results from Fig.(8.29) above. The fPp fits are presented in bold
and the corresponding Pp results are presented below.
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of fewer outliers presented in our simulated data compared to the experimental data.

To conclude, our newly proposed Mittag-Leffler distribution fPp model fits ex-

ceptionally well to the simulated data further evidencing the fractional Poisson pro-

cess as a much better alternative to the less flexible Poisson process at describing

radiation-induced cell death. The over/underdispersion effect observed in Chapter 6

and Section (8.2) does influence the cell survival probability estimated by each

model, which can lead to a misleading dose-response curve. The improved fit of

the fPp model compared to the Pp model is more pronounced in the high-LET

region where we concluded in Chapter 5 that the LQ model is no longer valid.

8.3.3 Depth-varied LET

Varying LET by depth in a medium is another comparison we will conduct here with

our simulated data. Although we were subject to time constraints, we felt it was

necessary to compare our model in the energy and depth-varied LET cases as we

do in Section (8.3.1). The detailed simulation parameters are presented in Chapter

4, however it is helpful to briefly recall the depths considered here. We note that

the number of simulation repetitions for all of the data sets considered here is 5.

Therefore, the χ2 statistic alone is not a reliable measure of goodness of fit because

the errors are so small that most curves would struggle to fit within all error bars.

We generate a pristine Bragg Peak with a mean proton beam energy of 20MeV

inside a water medium and increase the depth of the cells inside the medium

(Fig.(8.32)). When we approach the Bragg Peak, we are inherently increasing the

LET. In Section (8.3.1.4), the LET range was very small compared to what we have

observed here due to the lower mean energy of the proton beam (20MeV in our

simulations versus 70-160MeV in experiment). Recall our results from this section

that the degree of fractionality in the system is very low in the low-LET region but

increases slightly within the Bragg Peak. Although this effect was small due to the

small LET range, it was consistent with our theory that fractionality increases with

LET. In this section we expect to see a more pronounced effect because the LET

ranges from 3 to 28keV/µm. However, the way a primary proton deposits energy in

the entrance/proximal (0 to 3mm), inter-peak (3 to 4.2mm) and distal (>4.2mm)

regions will likely be reflected in the fPp fits as they do in Section (8.3.1.4).
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(a) Method 1

(b) Method 3

Figure 8.30: Fits of the fPp and Pp models to our simulated cell survival data of
V79 cells exposed to 50MeV (1.2keV/µm) proton radiation after 2 hours of repair
time.

Method Model χ2 R2 RMSE SSE

1
ML 7.637 0.996 0.009 0.003
(LQ) (20.169) (0.998) (0.015) (0.007)

3
ML 0.087 0.998 0.0090 0.0070
(LQ) (0.251) (0.996) (0.0150) (0.0070)

Table 8.7: Fit results from Fig.(8.30) above. The fPp fits are presented in bold
and the corresponding Pp results are presented below.
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(a) Method 1

(b) Method 3

Figure 8.31: Fits of the fPp and Pp models to our simulated cell survival data of
V79 cells exposed to 50MeV (1.2keV/µm) proton radiation after 40 hours of repair
time.

Method Model χ2 R2 RMSE SSE

1
ML 0.157 0.998 0.007 0.011
(LQ) (8.245) (0.987) (0.019) (0.084)

3
ML 0.094 0.999 0.008 0.002
(LQ) (6.003) (0.987) (0.0190) (0.0840)

Table 8.8: Fit results from Fig.(8.31) above. The fPp fits are presented in bold
and the corresponding Pp results are presented below.
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mm

Figure 8.32: The 20 MeV proton beam PDD and dose-averaged LET as a function
of depth in liquid water with the depths studied using the current model indicated.
The ”×” denotes the LET and relative dose at the depths chosen for the current
study.

Tables (L.4)–(L.6) of Appendix L depict the parameters and gof results for the

fPp and Pp models using methods 1 and 3. We observe a similar trend as the

energy-varied case in that the fractionality parameter, γ, is the highest in the low-

LET regions, i.e. in the proximal region of the Bragg Peak. When the cells are

positioned within the Bragg Peak, γ begins to decrease. This is similar behavior

to what was observed in Section (8.3.1.4), where the experimental data resulted in

a γ parameter of ∼0.99 for the proximal regions of the Bragg Peak, only increased

within the peak region. This is the result of a relatively consistent LET in the prox-

imal region (see Fig.(8.32)). The LET only varies greatly within the Bragg Peak.

After the Bragg Peak, γ increases slightly which is consistent with our observation

in Section 8.3.1.4 where two of the LET data sets from Guan et al. [27] increased γ

at depths after a 79.7MeV Bragg Peak.

A similar γ range is observed in Tables (L.4) and (L.6) (0.79 to 0.84) for fits

using methods 1 and 3 as in the energy-varied case despite observing a range of

0.95 to 0.99 in the experimental data. As discussed in the previous section, there

are parameters we could not include in our simulations due to the large processing

times involved. Some of the parameters not included in the simulations can influence

the damage yield and availability of repair processes, which ultimately affects the

number of lethal lesions in each cell as a function of time. Therefore, it is plausible

to expect different results to experiment where the full physical picture is considered.

The γ parameter is ∼0.83 in the proximal regions before the Bragg Peak. We

can see that the LET does not change much until depths within the Bragg Peak (see

Fig.(8.32)), where it increases dramatically. Then γ decreases to ∼0.8 in the peak
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region until the largest depth in the distal region where it increases slightly to 0.81.

In the distal region, however, primary protons penetrate to this depth less fre-

quently. Some protons and secondary particles can propagate further, especially if

the secondary particle is formed within the peak region. Recalling our discussion of

interaction cross sections from Chapter 7, we know that the highest ionisation yield

occurs for protons of low energy. Therefore, in the distal region one should expect

a higher degree of fractionality because the protons are at their maximum LET as

they slow down. However, we do not observe a lower γ in the distal region from

our simulated results where it increases to 0.81. The reason for this could be that a

smaller fraction of protons will propagate to the distal region of the peak compared

to before and inside the peak. Moreover, in the distal region a large number of

ionisations could be caused by secondary interactions from particles created from a

proton interaction, which can have a lower LET than a primary proton. Moreover,

the protons that propagate to the distal region will be of high-LET but they will

be less frequent, hence affecting the inter-arrival times between DNA damage. A

decrease in DNA damage contributions to the targets (cells) in the distal region of

the Bragg Peak by primary protons could therefore explain the slight increase in γ

for the largest depth in Tables (L.4) and (L.6).

The goodness of fit metrics also indicate a superior fit for the fPp model com-

pared to the Pp model. However, the χ2 statistic does not accurately reflect the fit

of each model due to the extremely small errors as discussed above. In Fig.(8.33)

for example, the fPp fit passes through all the points upon observation, whilst the

LQ fit is close, but does not pass within the error bars. The extremely large χ2 of

the LQ model is therefore the result of the fit not passing through the small error

bars unlike the fPp model. Nevertheless, we can see that the fPp model results in

consistently lower χ2 values than the Pp. For a more explanatory measure of gof,

we can observe the R2, SSE and RMSE metrics. The R2 values remain at 0.99 for

all cases of the fPp model and it is clear why by observing Figs.(8.33) and (8.34)

where the fPp curve (red) passes through every point. The LQ model comes close

but does not pass through all the points, resulting in a smaller R2 value. The SSE

and RMSE in the tables underneath Figs.(8.33) and (8.34) reflect the closeness of

the fPp fit to the data points compared to the Pp, with the differences in the order

of one magnitude smaller for the fPp model at least.

As for to the energy-varied case, we performed hypothesis testing for non-linear

regression (see Appendix G for a detailed description) after 2 and 40 hours of repair

time had elapsed. The results are presented in Table (L.7) of Appendix L. However,

we can attribute this to the fact that the system has not equilbrated. After 40

hours of repair time, the system has reached equilibrium. All fPp fits pass tests for

Normally-distributed and homoscedastic (constant variance) residual errors except

the final fit which fails the Kolmogorov-Smirnov and Anderson-Darling tests. How-
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ever, this is the result of an outlier which impacts both fits. As previously discussed,

the behavior in the distal region of a Bragg Peak could lead to scattered survival

measurements due to less frequent high-LET primary protons propagating to the

depth it is situated at. Regardless, the pass rate is higher for the fPp model than

the Pp model for positions within a pristine 20MeV proton Bragg Peak, thus further

evidencing the superiority of the fPp model.

Overall, the fPp model yields comparable fit to the Pp model for the data of

Howard et al. [123] and Wouters et al. [38]. As expected, the fractionality parameter,

γ, is close to 1 due to the extremely low-LET radiation considered in the two studies.

We observe γ to gradually decrease for positions inside the Bragg Peak compared

to the entrance and proximal regions. Fig.(8.18) depicts fits to data of Howard et

al., where the cell killing efficiency is at its highest inside the Bragg Peak which is

expected.

8.3.4 Conclusion

To conclude, the Mittag-Leffler distribution yields a superior fit to the cell survival

fraction as a zero count (k = 0) of the fractional Poisson process model for our

simulated data compared to the LQ model, thus further evidencing the observa-

tions made in Section (8.2). The ML model behaves similarly in the energy and

depth-varied LET cases of our simulated data, in that the fractionality parameter,

γ, increases with LET and depth (inherently LET). The range of the fractionality

parameter is narrower for our simulated data compared to experiment because we

make many approximations of the full physical picture in our simulations. In ex-

periment the full physical picture with all irradiation and repair processes, not to

mention cell states, present results over a wider range in γ. The parameters of the

fPp model have some correlation with LET, however, a → 0 for many of the cases

in the low-LET region (see Appendix L). In the context of the LQ model, we know

that a and b are correlated with the lethal lesion count due to single and multiple

hits to the target. However, in the high-LET region where γ is far from 1, the in-

terpretations of these parameters will change. Moreover, we plan to test alternative

dose-time relations to determine if the fits using Eq.(8.6) can be improved.



252 8. Investigating The Theory of Fractionality in Radiation-Induced Cell Death

(a) Method 1 (Note: error bars are present but too small to be visible)

(b) Method 2

Figure 8.33: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simu-
lated survival data of V79 cells exposed to 20MeV (20keV/µm) proton radiation at
4.20mm depth in liquid water after 2 hours of repair time.

Method Model χ2 R2 RMSE SSE

1
ML 8.93 0.999 0.006 <0.001
(LQ) (345.85) (0.969) (0.0504) (0.0153)

2
ML 0.198 0.999 0.007 0.001
(LQ) (256.76) (0.989) (0.0302 (0.0274)

Table 8.9: Fit results from Fig.(8.33) above. The fPp fits are presented in bold
and the corresponding Pp results are presented below.
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(a) Method 1 (Note: error bars are present but too small to be visible)

(b) Method 3

Figure 8.34: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simu-
lated survival data of V79 cells exposed to 20MeV (20keV/µm) proton radiation at
4.20mm depth in liquid water after 40 hours of repair time.

Method Model χ2 R2 RMSE SSE

1
ML 0.048 0.999 0.003 <0.001
(LQ) (188.71) (0.988) (0.0302) (0.0274)

2
ML 0.094 0.999 0.008 0.002
(LQ) (1697) (0.990) (0.0230) (0.0159)

Table 8.10: Fit results from Fig.(8.34) above. The fPp fits are presented in bold
and the corresponding Pp results are presented below.



254 8. Investigating The Theory of Fractionality in Radiation-Induced Cell Death

8.3.5 Cell Survival as a Function of Repair Time

Here we observe the change in cell survival fraction (SF) with repair time, trep. The

SF is observed to decrease and plateau before reaching the equilibrium state, and

is discussed in Chapter 7. The time at which the system reaches this state is after

the cells have likely progressed through the four stages of the cell cycle. It is prior

to this region that fast-repairing damages are still present inside of the cell. The

repair processes begin to repair the damage over time, leaving behind only lethal

lesions on the DNA within the cell. The cell’s probability of survival decreases when

more lethal lesions are present (discussed in Chapter 7) and is governed according

to whether we are using a fractional or non-fractional Poisson process. Within the

model framework used to generate our results (see Chapter 4), the survival fraction

is observed to decrease as more damages are classified as lethal. We observe the

evolution of survival fraction within our model timescale, t ∈ [tdel, trep].

In this section we will observe this time scale behavior for selected low and high-

LET conditions by fitting different expressions and assessing the gof. We tested a

series of functions on the data, however due to the steep “fall-off” region at small

repair times and fast approach to the “plateau” region for higher repair times we

required a two-part function (see Fig.(8.35)). A pure exponential relationship is not

sufficient to describe the relation because of the steep “fall-off” region and a pure

power-law relationship was not sufficient for low doses. Whilst it fit well to repair

time versus SF at high doses, the “fall off” region is not steep enough at low doses

to be appropriately described by the power-law. Therefore, we fit an exponential-

power-law relation to capture the behavior for all doses across all LET. We also trial

the Mittag-Leffler distribution (Eq.(8.9)) to compare with the exponential-power law

expression (Eq.(8.10)).

SF (trep) = Eγ(−λtγrep) (8.9)

SF (trep) =
eat

b
rep

1 + ctdrep
(8.10)

Each equation is chosen such that conditions SF (trep = 0) = 1 and SF (trep =

∞) = 0 are satisfied. This is because within our simulations, the repair processes

do not commence until irradiation has ceased and all cells are assumed to be alive

until t = tdel. Then the cells are assumed to die for t >> trep within the confines of

our model, because we know that cells will die eventually whether they are damaged

by radiation or not. Fits using both equations for SF as a function of repair time

are depicted in Fig.(8.36). Figure (8.36(a)) depicts the SF-repair time relation for

high and low doses of low-LET radiation and Fig.(8.36(b)) for that of the high-LET

region. We observe that the time at which the system approaches equilibrium (i.e.

state |f〉) is smaller at large doses due to the larger number of damages present after

irradiation, resulting in a faster accumulation of lethal lesions. For smaller doses the
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Repair Time (hrs)

Figure 8.35: The evolution of survival with repair time after the delivery of ≈1Gy
to cells for different LET radiation.

process is more gradual because there are less fast-repairing lesions present at time

tdel. It is therefore possible that there are multiple stages involved. For short repair

times the fast-repairing damages and characterisation of lethal damages is a sudden

process resulting in a steep decrease in the survival fraction. At a given time - for

example after the cell has progressed through the four cell cycle phases - a phase

transition occurs where the accumulation of lethal damages decreases resulting in

a “plateau” region of the survival fraction as a function of time. The plateau will

occur at different survival fractions according to the absorbed dose and LET of the

beam (see Fig.(8.35)) thus warranting a relation that is exponential for small t, with

a slower change as t→∞.

Equation (8.9) demonstrates similar exponential behavior for small repair times

followed by a phase transition to the plateau region. However it declines too gradu-

ally when the survival fraction is higher (Figs.(8.36(a)) and (8.36(b))). Alternatively,

Fig.(8.36(b)) shows that both equations approach the equilibrium state adequately,

resulting in a good fit for both instances (R2 = 0.996 for Eq.(8.9) and 0.999 for

Eq.(8.10)).

The exponential-power-law equation, Eq.(8.10) is the most effective at describ-

ing the evolution of survival fraction with repair time t ∈ [tdel, trep] because it yields

a better fit in the flat region where the SF reaches equilibrium after longer repair

times, as shown from the gof metrics in Table (8.11). The relationship is exponential

for small t where many fast-repairing lesions are forming lethal lesions and many

cells undergo apoptosis as they progress through the four cell cycle phases. As t

increases the system begins to sustain permanent damage before coming to equilib-

rium. Future efforts should focus on describing this system with a single timescale,
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(a) Low LET (1.2keV/µm)

(b) High LET (35keV/µm)

Figure 8.36: Fits to our simulated cell survival fractions as a function of repair
time for high and low LET proton radiation, at low (∼1Gy) (red and blue) and high
(green and purple) doses (∼8Gy), incident on V79 cells.
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where t = 0 before irradiation begins and the repair time commences when the beam

is “switched on” and irradiation begins.

Data Dose (Gy) GOF Metric Exponential Power-Law Mittag-Leffler

Low-LET 1
SSE < 0.001 < 0.001

RMSE < 0.001 < 0.001
R2 0.966 0.942

High-LET 1
SSE < 0.001 0.043

RMSE 0.002 0.033
R2 0.992 0.963

Low-LET 8
SSE 0.011 < 0.194

RMSE 0.071 < 0.017
R2 0.996 0.934

High-LET 8
SSE < 0.001 0.011

RMSE 0.001 0.017
R2 0.996 0.994

Table 8.11: GOF metrics for the fits in Fig.(8.36).

8.4 Predicting RBE: FPp versus Pp

In Chapter 5, Sections (8.3.1.3) and (8.3.1.4) we discussed the RBE predicted using

fits from the Pp and fPp models to experimental data. Here we will analyse the

RBE predictions using our simulated data and test for the expected trends against

LET and depth, as we have done previously. We also know the repair times for our

simulated data and hence we can compare the evolution of RBE with repair time.

Our expectation from the simulated results of the V79 Chinese Hamster cell line

is as per Belli et al. [26], where the optimal RBE is achieved at ∼30keV/µm before

decreasing for higher LET due to damage saturation effects. Figure (8.37) depicts

the expected behavior of the V79 cell line is response to proton and heavy ion ra-

diation. We could not investigate heavy ion radiation due to time constraints so

instead we focused on proton radiation - the region where the first peak occurs in

Fig.(8.37). However, judging by our promising results thus far, we expect to see a

similar trend in heavy ion RBE as we do in Fig.(8.37).

In Section (8.3.3), we examined our fPp fits to simulated data at varying posi-

tions within a 20MeV pristine Bragg Peak. We do not possess experimental data for

Bragg Peak that is similar in energy and hence we cannot compare these RBE results

with experiment. Recall our definition of RBE in Chapter 2, where we measure the

RBE of a beam by taking the ratio of endpoints due to two different radiation types

(the radiation in question and a reference beam). Photon beams are the most com-

monly used reference radiation and are therefore used in this investigation (namely

a 6 MV photon beam). The RBE was calculated in this investigation by taking the

ratio of doses to for our reference and proton beams to achieve a survival fraction

of 10% and 37% respectively (Fig.(8.38)).
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Figure 8.37: The correlation between RBE and particle LET for different radiation
types. The RBE measurements in this figure are derived from Belli et al. [26] and
Furusawa et al. [131].

8.4.1 RBE as a Function of LET

Figure (8.39) depicts the trend in fPp and Pp predicted RBE from the energy-varied

case of our simulated results. Continuing with our discussion on the study from Belli

et al. [26], we know that the RBE peaks at an LET > 30keV/µm. This peak is not

visible in our simulated data, which is likely the result of not simulating the full

physical picture. The RBE peak is a characteristic of different cell lines and is gov-

erned by their internal biological response mechanisms to ionising radiation. Our

simulations did not include a number of biological conditions and is likely the result

of the RBE peak not being visible. In Chapter 5 we did not observe RBE peaks

for other cell lines such as Bettega et al. [61]. Furthermore, it is not reasonable

to directly compare the RBE values of Belli et al. [26] with our simulated results

because we do not know all the biological conditions of the V79 cells used in the

experiment. However, the expected trend of increasing RBE with LET is observed

in our simulated results and is consistent with experiment - with the exception of

the RBE peak at 30keV/µm.

Moreover, we have shown in Section (8.3.1) that subtle differences in the fPp and

Pp fits can yield very different RBE. Despite our survival measurements being close

to that of Belli et al. [26], the fPp and Pp fits are very different. The difference is

also the result of the reference beam used in Belli et al. [26], a 200kV photon beam,

in comparison with our simulations which use a 6MV photon beam. Overall, we

can conclude that the RBE differences are likely the result of different exposure and

biological conditions used in our simulations and Belli et al. [26].
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Proton

Photon

Figure 8.38: An example of the RBE calculations performed in this investigation
using fPp fits to our reference photon beam curve and a high-LET proton curve,
namely 35keV/µm.

Even though the predicted RBEs are different between our simulations and Belli

et al. [26], the expected trend of an increased RBE in the low dose (high survival)

region is observed. This is consistent with our observation of less efficient cell killing

in the high dose region where the effect is more enhanced for high-LET due to satu-

ration effects (see Section (8.3.1.3)). This is reflected in Fig.(8.39) because the RBE

is different between 10% and 37% survival in the low dose region whilst becoming

more pronounced in the high-LET region.

8.4.2 RBE as a Function of Depth

Experimental results from Section (8.3.1) and Chapter 5 show that the predicted

RBE is strongly correlated with the position of the cells inside the Bragg Peak,

which is inherently related to LET. Recall the study of Howard et al. [123], which

considered responses from different cell lines of human and rodent origin in different

regions of a 71 and 160MeV pristine proton Bragg Peak. Survival was measured

when the cells were placed in the entrance, proximal, inter-peak and distal regions

of the Bragg Peak. The LET range considered in Howard et al. [123] is small com-

pared to our simulated depth study, however the results are similar in trend where

the RBE remains relatively low before the Bragg Peak, then increases within and

levels off in the distal region. This same behavior is reflected in our simulated results

as depicted in Fig.(8.40). We cannot place experimental data in the figure for com-

parison as we do not possess any data for a pristine 20MeV Bragg Peak, however it

is still reasonable to compare the trend with experiment.
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Figure 8.39: RBE as a function of LET from our simulated data with energy-varied
LET and the RBE evolution of the data from Belli et al. [26] at survival fractions
of 10% and 37%.

Discussions from in Sections (8.3.1.4) and (8.3.3) came to the conclusion that in

the distal region of the Bragg Peak, contributions to DNA damage from primary

protons is less frequent because most will not propagate to this region. The resul-

tant effect on the RBE is a “leveling off” in the distal region of the Bragg Peak as

we observe in our simulated results (see Fig.(8.40)).

8.4.3 RBE as a Function of Repair Time

Figure (8.41) depicts the behavior of RBE at repair times of 2, 16 and 40 hours

in the high, intermediate and low-LET regions from our simulated data. We have

previously discussed the trend with RBE as a function of LET, however the repair

time also clearly has an influence. In the low-LET region there is little change in

RBE after 2, 16 and 40 hours of repair time. The difference is more pronounced as

LET increases. When we relate the survival fraction to the number of lethal lesions

present at repair time trep, the survival fraction will decrease within the confines of

the TLK model, as the lethal lesions accumulate (see Chapter 7 and Section (8.3.5)).

At low repair times the lethal lesion count is low compared with large repair

times. Therefore, the biological effect is more enhanced with larger repair times due

to the delayed effect of lesions being classified as lethal of mis-repaired and hence in

survival fraction as more cells will die via apoptosis as a result of radiation effects.

Recalling that the survival fraction undergoes a phase transition to its plateau re-
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Figure 8.40: The RBE as a function of percentage depth dose (PDD)/Bragg Peak
position using our simulated depth study results.

gion (equilibrium) at ≈ 16 hours, the difference in RBE is less pronounced between

16 and 40 hours compared to 2 hours of repair time. In the realistic physical picture,

however, one would expect the RBE to decrease with repair time because less time

has been allowed for the damage to repair. It would be likely that fast-repairing

DNA damages are still present in the system within two hours after irradiation.

Whilst at large repair times one would expect slowly-repairing damage only to be

present. The discrepancy is due to the TLK model and how it classifies a lesion as

lethal for increasing repair time.

Figure 8.41: The trend in RBE when the survival fraction is measured at different
repair times.

Overall, we can conclude that the fPp model is capable of predicting RBE accu-

rately. The trend with other physical parameters such as LET, depth in the Bragg
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Peak and repair time are consistent with experiment or can be explained by cell

response theory. The fPp and Pp model yield slightly different RBE predictions

which is to be expected from the vastly different fit. The fPp model consistently

yields a similar or improved goodness-of-fit over the Pp model and hence can be

deemed to give the most accurate RBE predictions.

8.5 Evidences of Fractionality

In this chapter, we have explored the fractional Poisson process count model and

its ability to describe radiation-induced cell death. Here we will bring together the

three key evidences of the fractional Poisson process to describe the lethal damages

in the cells caused by radiation. Namely :

I - The Fractional Poisson Process (The Big Picture) : The fractional prob-

abilities for cells containing k = 1, 2, · · · lethal lesions are given by

Pk(Λ) =
(−Λ)k

k!

∞∑
j=0

(k + j)!

j!

(Λ)j

Γ(γ(k + j) + 1)
.

This fractional Poisson count model explains the distribution of cells that contain

k lethal lesions significantly better than the Poisson count model, Figs.(8.8) and

(8.7), in all LET regions, for all absorbed doses. By considering the full picture, we

observe the true behavior of the system in terms of DNA damage repair propagation

at equilibrium.

II - The Convex Argument of the Fractional Poisson Process : Λ ≡ λtγ

written in terms of the effective dose-time relation t(D) = aD+ bD2 as discussed in

Chapter 6 and is calculated from the distribution of lethal damages which includes

all probabilities, not only the zero count ones (survival fraction). As required, the

calculated Λ is found to be a convex function of effective dose (see Fig.(8.42)).

From this data the extracted Mittag-Leffler shape parameter, γ, is 0.82 at LET

35keV/µm which is in excellent agreement with an independent calculation of the

dose-response curve, γ = 0.82 (±0.01) in Fig.(8.27).

III - The Survival Probability (Zero State (k = 0)) of the FPp : is

given by the Mittag-Leffler distribution which describes the data with excellent

accuracy for all LET ranges, different cell lines and radiation types.

P0(t(D)) = Eγ [−λtγ] = Eγ[−Λ]

= Eγ[−(aD + bD2)γ] ,

where Λ = −(aD + bD2) and λ is absorbed into constants a and b.
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From evidence I, we uncovered the reason for the discrepancies observed in the

LQ model in Chapter 5. When a cell is exposed to high-LET radiation, especially

high doses, the cell will be saturated with lethal lesions. The effect of lesion sat-

uration on the lethal lesion distribution is an increase in the variance. When the

variance exceeds the mean, the Poisson process is no longer valid. The fPp, on the

other hand, accounts for situations of overdispersion and underdispersion. In the

low-LET region, the Poisson process is still valid and therefore the fPp becomes

equivalent with it. For high-LET, especially high absorbed dose, overdispersion is

present in the data and therefore the fPp fits much better, as depicted in Figs.(8.8)

and (8.7).

From evidence II, we expect the mean lethal lesion count per cell, Λ, to be a

monotonic increasing function as explained in Chapter 6. This function is our dose-

time relation Λ ≡ λtγ ≡ (aD + bD2)γ for Eγ(−Λ). We can perform a fit of Λ as

a function of absorbed dose where the Λ values are derived from the fPp fits in

Fig.(8.7) to our dose-time relation. The resultant fit is presented in Fig.(8.42) with

parameters a, b and γ. The γ parameter from the fit is 0.82, implying that we are in

the fractional Poisson region which is close to that predicted by the Mittag-Leffler

fit to the dose-response measurements of 0.81 as shown in Table (L.3) of Appendix

J. In Fig.(8.7), γ is ∼0.6 for all doses which is much lower than evidences II and

III. However, evidences II and II utilise all the doses to derive γ, whereas evidence

I evaluates the fractional probabilities for each dose separately. This shows that

our predictions of whether the system is in the fractional or non-fractional Poisson

region is consistent across evidences I to III.

Λ 

Figure 8.42: A fit to Λ as a function of dose D determined from the fPp distribu-
tions of Lf with increasing dose.
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Next we combine the results presented throughout this chapter by comparing the

cell survival fraction calculations using our fPp model and its zeroth state (k = 0)

probabilities under the fractional and standard Poisson processes for one set of

our simulated dose-response data and experimental data under similar conditions.

Namely, our simulated 35keV/µm dose-response data is compared with similar ex-

perimental data of Belli et al. [26] (0.64MeV, 34.6keV/µm, V79 cells). We compare

fPp model predictions of the survival fraction against the simulated and experimen-

tal dose-response curves making use of the following methods ;

1. By fitting the Mittag-Leffler distribution to our simulated cell survival dose-

response curve after 40 hours of repair time using the NLLS method and the

standard deviation of our measurements as weights, which was performed in

Section (8.3.2) (the purple line in Fig.(8.43)).

2. Fitting the Mittag-Leffler distribution to the cell survival data of Belli et al. [26]

in a similar LET range to the simulated data (35keV/µm) using a NLLS

fit weighted by the SEM, as performed in Section (8.3.1) (the red line in

Fig.(8.43)).

3. Using the model parameters predicted by the fPp and Pp models from Fig.(8.7)

(the orange and green lines in Fig.(8.43), respectively).

4. By evaluating the Mittag-Leffler function with argument −Λ (Eγ(−Λ)), which

is taken from fits of the fPp to the normalised histograms of lethal damages

(Lf ) in Fig.(8.7) (the blue line in Fig.(8.43)).

Figure (8.43) depicts each survival fraction prediction using each of the methods

listed above to compare with the experimental and simulated data sets, which are

also provided in the figure. Firstly, we observe a very poor fit of the Poisson prob-

abilities from the normalised lethal lesion histogram where most of the cell survival

fractions are far below the simulated and experimental data. As shown in previous

sections, the Mittag-Leffler distribution yields an excellent fit to high-LET data such

as what we consider here. The simulated and experimental ML fits pass through all

the points and describe the data very well. When we take the zeroth order prob-

abilities from the fPp ML distribution fits to the histograms of Fig.(8.7) and plot

them in Fig.(8.43), the resulting dose-response curve is extremely close to both the

simulated and experimental survival fraction measurements. The same behavior is

observed by taking the zeroth order probability from the Lf histogram itself. We ex-

pect this because of the excellent fit of the ML distribution to the data in Fig.(8.43).

In conclusion, this section has brought the results of testing the fPp model at

different endpoints of cell response together to test their ability to describe the mea-

sured zeroth order (survival) probabilities for the experimental and simulated cell

survival dose-response data. Figure (8.43) shows that the result of fitting the fPp

model to the distribution of Lf for each dose D is reflected in the dose-response curve
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Figure 8.43: Comparison of fPp fits to survival data with the zeroth order proba-
bilities derived from Fig.(8.7).

under simulated and experimental conditions. We expect this from the agreement

with the fPp model to the distribution of lethal damages (Lf ) and the dose-response

curve as shown in Sections (8.2), (8.3.1) and (8.3.3). Figure (8.42) shows that the

time-dose arguments are able to accurately predict the fractional parameter Λ from

the Lf distribution.

By bringing together the survival probability predictions made at different dose-

response endpoints throughout this chapter, there is further evidence of the model’s

effectiveness. We have demonstrated that the fPp model is able to predict survival

and DNA damage probabilities with similar or higher accuracy than the Pp model.

The relative performance of the two models is dependent on the LET considered.

In the low-LET region, the two models converge to a Poisson process, yielding

similar goodness-of-fit. When LET increases, the Poisson process is no longer valid

and the fPp model yields the best fit. We have shown that the model is effective

at describing select experimental and simulated data, as we could not expand our

investigation due to time constraints. Future work will aim to improve that statistics

involved by collecting more data on which to test the fPp model. Despite this, what

we have observed thus far strongly supports the notion that radiation-induced cell

death obeys a fractional Poisson process in the high-LET region where the Poisson

process is no longer valid (Chapter 5).
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8.6 Conclusions

In this chapter, we tested our new proposed stochastic radiobiological model in-

troduced in Chapter 6 on select experimental and simulated dose-response data.

Further evidence that our model is superior in describing the data is provided by

considering the fPp at different stages of dose-response, namely the DNA lethal

lesion yield and cell survival. From this we observe three key evidences of the frac-

tional Poisson process in describing radiation-induced cell death. We then showed

that an improved fit can change the resultant RBE predictions whilst demonstrating

trends with LET, depth and dose that are consistent with our expectations from

radiation response theory of cells.

Our findings that the fPp model consistently yields superior fit to dose-response

data, allowing us to draw the following conclusions :

� Our proposed model explains the data for multiple stages of dose-response

in an excellent accuracy including the lethal lesion distributions in cells and

survival fraction.

� The fPp model explains cell response in the high-LET region significantly

better than the Pp, due to the presence of overdispersion in the high-LET

data. Whereas in the low-LET region, the equidispersion condition of the Pp

is satisfied. Therefore, in the low-LET region the data is adequately explained

by the Pp.

� The flexibility of the fPp model means that it is able to explain data that

exists in both the fractional and standard Poisson regions because they become

equivalent as the fractionality parameter, γ, approaches 1.

� The model is also able to explain data under different biological conditions

such as across different cell lines where the radiation response can differ from

the V79 cell.

� The superior fit of the fPp model compared to the LQ model means that it is

able to predict the RBE with more accuracy than the LQ model.

Due to constraints with time and computation power, we could not collect a

large enough sample size in our simulated data to generate more meaningful errors.

Not simulating the full physical picture from experiment resulted in lower γ values

than we observed in our fPp fits to the experimental world data. Regardless of these

limitations, fPp model testing on the experimental world data and our simulated

data shows that there is strong evidence that a cell’s response to radiation obeys a

fractional Poisson process under certain conditions and our model is able to converge

to a Poisson process under low-LET conditions. The result is more accurate mod-

elling in the regions where the LQ model is no longer valid and alternative endpoints
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such as the distribution of lethal lesions across a multi-cellular system and RBE can

be calculated with more accuracy. Our results are not only important to radiation

research and theory, but has clinical relevance to hadron therapy treatment planning

for cancer patients.
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Conclusions

In modern radiation research, hadron therapy has become a popular alternative to

photon-based radiation treatments for the deep-seated tumours. It is the unique

method of dose delivery that allows focused ionisation directly targeted to the tu-

mour while the surrounding healthy and potentially radiation-sensitive tissues are

avoided or receive negligible radiation. Photon-based treatments, on the other hand,

ionise the surrounding healthy tissues when irradiating the targeted tumour. When

unnecessary doses of radiation are absorbed in healthy tissue, patients can experi-

ence health complications and even develop secondary cancers, which can greatly

impact their quality of life during and after treatment. The healthy tissue-sparing

effect of hadron therapy minimises these complications and long-term health side-

effects. It is through careful manipulation of the Bragg Peak that tumours of varying

depth and shape can be targeted with high precision.

When irradiating a targeted tumour, it is perturbed by the induction of lesions

on the DNA helix within its nucleus and this process is stochastic in nature. The

primary mechanism of cell death occurs via breakages to the DNA segments within

the nucleus and the cell’s probability of survival is correlated with the complexity of

the DNA damage. The number of DNA double strand breaks (two DNA breakages

in close proximity) and complex DNA double strand breaks (more than two DNA

breakages in close proximity) are the main contributors to cell death [11,24] because

they can repair incorrectly or not be repairable. DNA lesions are considered to be

the primary mechanism for radiation-induced cell death and are produced via direct

and indirect effects. Direct effects are those that occur on or within the vicinity of

a DNA segment and are primarily the result of ionisation and excitation interac-

tions (physical processes). Indirect effects are induced by products that form away

from the DNA helix and propagate to it. Indirect effects are the result of free radi-

cals produced from radiolysis reactions with water (chemical processes). The cell is

able to detect when DNA damage is present, at which time the system will try to

equilibrate by repairing the DNA damage via a series of repair pathways (biologi-

cal response). The physical, chemical and biological processes follow a timeline as

269
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shown in Fig.(2.1).

The effect of radiation on the cell can be quantified using a dose-response curve.

It describes the probability of cell survival after exposure to a given absorbed dose of

radiation. One can compare the effect of a given radiation type compared to another

by calculating the relative biological effectiveness (RBE). As defined in Chapter 2,

the RBE is defined as the ratio of the doses required for two radiation types to

achieve the same biological effect, which is inclusive of survival fraction and DNA

damage yield. RBE and survival measurements are clinically relevant because they

are applied to treatment planning for cancer patients. The model used to derive

these results should be able to adequately explain the data. If not, this could be

detrimental to the treatment of cancer patients, leading to inaccurate dose calcula-

tions and treatment planning.

Many models have been developed and proposed since the first target theories

were introduced in the 1970s [34, 173], including the Repair-Misrepair (RMR) [31],

Lethal-Potentially Lethal (LPL) [32] and Two-Lesion Kinetic (TLK) [33] models.

The Linear-Quadratic (LQ) model [23, 35] is the most widely used and accepted

radiobiological model in the world and is based on the Poisson count process. The

model contains two parameters, α and β, which parameterises the contributions

of lethal lesions due to single and multiple “hits”, respectively. It is an appealing

model to researchers due to its simplicity, however it contains a small parameter

space which “constricts” the model so that not all aspects of radiation-induced cell

death can be explained using its parameters. In fact, the LQ model has very little

predictive power in that the parameters cannot be chosen to make predictions of

cell response under given conditions. It can be fit to the data and used to make

inferences of dose-response under the same conditions, however the result of such a

fit cannot be used to make predictions if any of these conditions are altered, i.e. α

and β are not global. The common thread through all the established radiobiologi-

cal models in the literature is the assumption that DNA damage production obeys

a Poisson count process.

In this study, we explore the limits of the Linear-Quadratic model by fitting it

to experimental world data of clonogenic cell survival from the literature. We ob-

tained the data from Professor Cynthia Keppel and Dr. Pawel Ambrozewicz of the

particle physics group at the Thomas Jefferson National Accelerator Facility in the

United States and the Particle Irradiation Data Ensemble [46]. The data contains

dose-response curves obtained experimentally under different radiation exposure and

biological conditions including, but not limited to, incident proton energy, particle

LET and cell line. We began by performing a regression analysis on the fits by test-

ing against the key assumptions of regression modelling. To test the assumptions we

made use of error (residual) analysis, goodness-of-fit analysis and hypothesis testing.
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Our findings led to the following conclusions :

� The published fits in the literature suffer from several deficiencies under re-

gression and goodness-of-fit analysis.

� Inaccurate fitting of the data can lead to incorrect conclusions being drawn

from the results, including RBE predictions (see Fig.(5.17(b))).

� Making use of hypothesis testing, the residual errors of the Linear-Quadratic

fits are not Normally distributed in most cases (see Tables (F.1) and (F.4) for

the results).

� The regression fits reveal that the data is highly correlated (the variance of

residual errors is not constant).

� The Linear-Quadratic model has a limited range of validity. It can adequately

describe that data under low-LET exposure conditions but as the LET in-

creases, the fits gradually worsen.

� The dense ionisation track of high-LET radiation cannot be suitably explained

by the Linear-Quadratic model. It fails to adequately explain the dose-cell

response relation in the high-LET region when lethal DNA lesion complexity

and DNA damage interactions are raised. Therefore, the corresponding RBE

value would be effected when the LQ model is used.

To understand the cell survival dose-response relations and to conduct a more

accurate error analysis in a systematic way, we simulated cells irradiated with a

proton beam by making use of the Monte Carlo software toolkits Geant4 [75] and

TOPAS [47] to generate a collection of dose-response data under varied irradiation

conditions. We chose the V79 Chinese Hamster cell line for our study due to its

prevalence in radiobiological research and availability of cell-specific information in

the literature [26, 91, 107]. The simulations consisted of 530 V79 cells placed inside

a box, exposed to increasing doses of proton radiation at different beam energies

(hence different LET). The cells were approximated to be spheres containing three

organelles, a nucleus, nucleolus and cytoplasm each composed of liquid water. Due

to time and computation constraints, we could only simulate direct effects inside

the cells which were implemented using the Geant4-DNA [155] and Livermore low-

energy physics models.

The output from our TOPAS simulation was used to cluster the ionisation events

and characterise the DNA damage induced in each cell. The repair processes that

the cells undergo after irradiation ceases were simulated using the TLK model [33]

where each cell’s survival probability is determined according to the number of lethal

damages present. Both the clustering and repair models used to collect our results

are based on those from [48,87] with some modifications. Due to the large processing

time (1–3 days) per simulation and computation power required, we could perform
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30 independent measurements (repetitions) per delivered dose for each beam energy.

We showed that our simulated results are consistent with the literature on DNA

damage yields, Fig.(7.12) and dose-response theory, Fig.(7.16), giving us reasonable

grounds to perform our investigation into the limits of the Linear-Quadratic model

and also testing other dose-response models which are frequently used. Even though

we did not simulate indirect DNA damage effects, our ionisation and DNA dam-

age yields are within the experimental range according to particle LET, Fig.(7.12).

Moreover, our cell survival fraction calculations are consistent with the world ex-

perimental data and demonstrate the expected trend with particle LET and repair

time Figs.(7.16).

Our simulated cell survival dose-response data for irradiation of the V79 Chinese

Hamster cell line showed that the distribution of lethal DNA lesions per cell violates

the equidispersion condition1 of the standard Poisson process and instead demon-

strates overdispersion2, Fig.(6.4), particularly for the mid to high-LET region. We

observed that in the low-LET region, the equidispersion requirement of the Poisson

count process is reinstated. Concluding that the underlying count process for lethal

damages is only consistent with the Poisson distribution in the low-LET region and

in the high-LET region they cannot be described by the standard Poisson process.

We proposed a new stochastic model to explain cell response to radiation for all

LET regions, whilst overcoming these discrepancies. The model we propose substi-

tutes the Poisson count process for a fractional Poisson count process for describing

significantly better lethal damage counts. The fPp is a generalisation of the stan-

dard Poisson process and when the fractionality parameter, γ goes to 1 (γ → 1) it

approaches to a standard Poisson process. The fractional Poisson process is much

more flexible and capable of explaining overdispersed and underdispersed data in

addition to equidispersion.

Our proposed model is tested on both the experimental world cell survival data

and our simulated data exhaustively, using rigorous statistical methods. Since the

cell survival fraction is the zero count probability of the fractional Poisson process of

lethal damages, naturally the cell survival probability will be defined by the Mittag-

Leffler distribution with a convex argument of absorbed dose. We directly compare

the performance of our new model against the Linear-Quadratic model to assess

whether the fractional Poisson process better explains the data, particularly in the

mid to high-LET region where the Linear-Quadratic model is problematic.

1The mean and variance are equal.
2The variance is greater than the mean.
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Our findings can be summarised as :

� The relative complexity of each DNA break cluster inside the cells (i.e. damage

clusters that contain k = 1, 2, · · · , n DNA breakages) can be explained by

exponential decay Fig.(8.6). The relative number of damage clusters with k

damages increases, however the decay rate remains the same (∼0.63) regardless

of the absorbed dose.

� The distribution of lethal lesions per cell is extremely overdispersed in the high-

LET region and hence is described remarkably better by the fractional Poisson

process in comparison to the Poisson distribution, Fig.(8.7). Furthermore,

overdispersion increases with absorbed dose which is shown in Fig.(8.7), where

the fractional and standard Poisson processes are in closer agreement at low

doses but the disagreement grows bigger for high doses. Whereas in the low-

LET region, the fractional and standard Poisson processes agree the most.

� The convex argument (Λ = −λtγ = −(aD + bD2)γ) of the fPp is calculated

from the distribution of lethal damages which includes all probabilities, not

only the zero count ones (survival fraction), Fig.(8.42). From this quantity,

the extracted γ parameter is found to be ∼0.82 at LET 35keV/µm which is

in excellent agreement with independent calculations of γ = 0.82 (±0.01) in

Fig.(8.27).

� The Mittag-Leffler distribution, which corresponds to the fractional Poisson

process, gives superior agreement in all LET regions for both the experimental

and simulated data, as shown in Figs.(8.10)–(8.12) and (8.26)–(8.31). More-

over, it gives consistent results with the Poisson distribution in the low-LET

region. An example of the remarkable fit in the high-LET region is shown in

Fig.(9.1) to our simulated data with experimental data present for comparison.

� The fractional Poisson process approaches to the standard Poisson process in

the low-LET region, where the fractionality parameter of the fPp model (γ)

was shown to approach 1. Whilst the fractional parameter in the high-LET

region consistently moves away from 1, implying that the fractional Poisson

process is dominant. In the final state of the system (in equilibrium), we ob-

served that the fPp is dominant for high-LET radiation at multiple endpoints

of dose-response (lethal DNA lesion distributions and survival). The survival

probabilities obtained from the outcome of the lethal lesion distribution fits

and ones from the dose-response curve fits are in superb agreement when plot-

ted against dose-response data, Fig.(8.43).

� Our new model is able to predict expected trends in RBE versus LET, depth

in tissue and absorbed dose. This superior fit of our model to experimental

and simulated dose-response data implies that it can detect RBE trends with

higher accuracy than the Linear-Quadratic model, especially in the high-LET

region.
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� To model the cell survival fraction as a function of repair time, we tested

different relations and assessed the goodness-of-fit. We observed that an

exponential-power law relation, Eq.(8.10), yields the best fit to the data for

the entire LET range, for all absorbed doses. The exponential relationship is

dominant for small repair times where fast-repairing damages (simple DSB)

are still present in the cells and the cell survival fraction decreases very quickly.

As the cells approach their equilibrium state for larger repair times, only slow-

repairing damages are present which results in the cell survival fraction trend

flattening, this is where the power-law is dominant.

.

By demonstrating that our model accurately predicts the dose-response relations

including survival fraction, DNA damage yield and RBE, we have highlighted the

importance of accurate radiobiological modelling in hadron therapy. We have shown

the implications of using an un-suitable model of dose-response such as the incorrect

prediction of RBE. Our results are not only of importance to radiation research but

are also of clinical relevance. The use of dose-response and RBE modelling in treat-

ment planning for cancer patients is detrimental to the success or failure of their

treatment. Accurate modelling in hadron therapy is required to justify the costs of

building and maintaining the equipment to make the treatment available to cancer

patients worldwide.

Figure 9.1: A comparison of the Linear-Quadratic model under the standard
(Pp) and fractional Poisson processes (FPp) fitted to our simulated high-LET data
(35keV/µm) with experimental data from Belli et al. [26] under similar LET condi-
tions plotted for comparison.
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9.1 Future Work

Our results have shown that there is strong evidence of the fractional Poisson process

in the system in the high-LET region, however there are still many parameters we

were unable to consider in our investigations due to time constraints. We have

acknowledged the areas of improvement throughout the thesis, all of which will be

the focus of future efforts and are summarised below.

� Increase measurement repetitions and sample size :

A maximum of 30 independent measurements (repetitions) could be performed

for a single data point due to time constraints. As a result adequate statistics

could be achieved in our results. This is evidenced by some of the fluctuations

in our data throughout Chapters 7 and 8. The small sample size with respect

to hypothesis testing made the pass rates of said test very high. To gain

better insight into the performance of each model, the sample size should be

drastically increased - this is perhaps not as achievable experimentally by via

Monte Carlo methods.

� Test our model under different physical, chemical and biological con-

ditions:

In order to achieve more conclusive results, data where all conditions are known

and variable should be used in future model testing. This may be achievable

by further optimising or developing a new Monte Carlo simulation where more

parameters can be tested. The conditions of particular interest are;

– different radiation types (such as alpha particles and heavy ions).

– different cell lines and species of origin (human and animal).

– homogeneous cell cycle phases.

– varied oxygen concentrations.

– wider LET and energy range (achievable using other radiation types).

– with indirect effects implemented (free charged radicals).

– realistic organelle materials in cells (achievable when Geant4-DNA is

available in non-liquid water phantoms).

– methods of beam delivery (pencil beam and Spread-Out Bragg Peak).

� Extend the model to more endpoints :

Thus far we have considered survival and lethal lesion yield as fractional Pois-

son processes. Future efforts should focus on using the model to predict addi-

tional stages of dose-response such as;

– DNA damage complexity yield

– repair time beginning from the start of irradiation.
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– lesion repair processes.

� Improve simulation time scale :

In the experiment, the repair process commences during irradiation. In our

simulations we assume that the cells are intact and don’t begin to repair until

irradiation has ceased. Future Monte Carlo simulations should aim to perform

clustering during beam delivery at select times to make measurements more

consistent with experiment.

� Realistic geometries :

Our Monte Carlo simulations approximate the cellular geometry as a sphere,

whilst the reality is far more complicated. The DNA segments inside of the

cell are also not explicitly simulated, but a scaling is performed to determine

the number of strand breaks. Future efforts should focus on generating results

on a realistic DNA segment which is achievable in Geant4-DNA.

� Interpret the parameters in light of radiobiology :

The vast number of parameters involved in radiation-induced cell death makes

it difficult to account for everything in a single model. However, the parameters

involved in describing DNA damage and survival should be given radiobiolog-

ically relevant definitions and weightings.

� Analyse inter-arrival time distributions :

A property of the fractional Poisson process is that the inter-arrival times

between DNA breaks are non-exponentially distributed but Mittag-Leffler dis-

tributed. We plan to simulate the inter-arrival times to test alternative prob-

ability distributions such as the Weibull distribution.

� Try alternative dose-time relations :

We have commenced testing of the fPp model using dose-time relations alter-

native to the linear-quadratic expression, which were not ready to be presented

in this thesis. Publishing our findings from this study is underway, in which

alternative dose-time relations will be discussed.



Appendix A

TOPAS-nBio Cell Culture Code

The file TsCellCulture.cc in the TOPAS-nBio [84] source code had to be edited to

output the positions of the randomly placed cells into a CSV file. The changes made

to do this are written in red. The changes made to add the Nucleolus organelle to

each cell is written in blue.

1 // Component for TsCellCulture

2 // ********************************************************

3 // This file is part of the TOPAS -nBio extensions to the

4 // TOPAS Simulation Toolkit.

5 // The TOPAS -nBio extensions are freely available under the

license

6 // agreement set forth at: https ://topas -nbio.readthedocs.

io/

7 // ********************************************************

8

9 // A simple cell culture consisting of random spherical

cells.

10

11 #include "TsCellCulture.hh"

12 #include "TsParameterManager.hh"

13 #include "G4VPhysicalVolume.hh"

14 #include "G4Orb.hh"

15 #include "G4Box.hh"

16 #include "G4Ellipsoid.hh"

17 #include "G4SystemOfUnits.hh"

18 #include "G4PhysicalConstants.hh"

19 #include "Randomize.hh"

20 #include <iostream>

#include <fstream>

#include <string>

#define G4endl std::endl

21

22 TsCellCulture :: TsCellCulture(TsParameterManager* pM,

TsExtensionManager* eM, TsMaterialManager* mM,

TsGeometryManager* gM,

23 TsVGeometryComponent* parentComponent , G4VPhysicalVolume*

parentVolume , G4String& name) :
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24 TsVGeometryComponent(pM , eM , mM , gM , parentComponent ,

parentVolume , name)

25 {

26 ResolveParameters ();

27 }

28

29 TsCellCulture ::~ TsCellCulture ()

30 {;}

31

32 void TsCellCulture :: ResolveParameters () {

33 HLX = fPm ->GetDoubleParameter(GetFullParmName ("

Container_HLX "), "Length ");

34 HLY = fPm ->GetDoubleParameter(GetFullParmName ("

Container_HLY "), "Length ");

35 HLZ = fPm ->GetDoubleParameter(GetFullParmName ("

Container_HLZ "), "Length ");

36

37 CellRadius = fPm ->GetDoubleParameter(GetFullParmName ("

CellRadius "), "Length ");

38 NbOfCells = fPm ->GetIntegerParameter(GetFullParmName ("

NumberOfCells "));

39 NuclRadius = fPm ->GetDoubleParameter(GetFullParmName ("

NucleusRadius "), "Length ");

40 NucleolRadius =

fPm->GetDoubleParameter(GetFullParmName("NucleolRadius"),

"Length");

41 }

42

43 G4VPhysicalVolume* TsCellCulture :: Construct ()

44 {

45 BeginConstruction ();

46

47 //********************************************************

48 // Envelope Geometry : Rectanglar container

49 //********************************************************

50

51 G4Box* gBox = new G4Box(fName , HLX , HLY , HLZ);

52 fEnvelopeLog = CreateLogicalVolume(gBox);

53 fEnvelopePhys = CreatePhysicalVolume(fEnvelopeLog);

54

55 //********************************************************

56 // Cell geometry : spherical

57 //********************************************************

58 //Cell geometry

59 G4Orb* gCell = new G4Orb ("cell", CellRadius);

60 G4LogicalVolume* lCell = CreateLogicalVolume(gCell);

61

62 //********************************************************

63 // Optional : include a organelles in the cell

64 //********************************************************

65

66 // Nucleolus
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67 G4String subComponentName2 = "Nucleolus";

G4Orb* gNucleolus = new G4Orb("gNucleolus", NucleolRadius);

G4LogicalVolume* lNucleolus =

CreateLogicalVolume(subComponentName2, gNucleolus);

68 // Nucleus

69 G4String subComponentName1 = "Nucleus ";

70 G4Orb* gNucleus = new G4Orb (" gNucleus", NuclRadius);

71 G4LogicalVolume* lNucleus = CreateLogicalVolume(

subComponentName1 , gNucleus);

72

73 std::ofstream myfile("cells.csv");

74

75 // Randomly place cells in the volume

76 for (int j = 0; j < NbOfCells; j++){

77

78 G4bool Overlap = true;

79 while (Overlap == true){

80

81 G4double phi = 0;

82 G4double psi = 0;

83 G4double x = 0.0;

84 G4double y = 0.0;

85 G4double z = 0.0;

86

87 x = (2* G4UniformRand () -1)*(HLX -CellRadius) ;

88 y = (2* G4UniformRand () -1)*(HLY -CellRadius) ;

89 z = (2* G4UniformRand () -1)*(HLZ -CellRadius) ;

90

91 G4ThreeVector* position = new G4ThreeVector(x,y,z);

92 G4ThreeVector* posNucl = new G4ThreeVector (0*mm ,0*mm ,0*mm);

93 G4ThreeVector* posNucleol = new G4ThreeVector(0*mm,0*mm,0*mm);

94

95 G4RotationMatrix* rotm = new G4RotationMatrix ();

96

97 rotm ->rotateX(psi);

98 rotm ->rotateY(phi);

99

100 G4VPhysicalVolume* pCell = CreatePhysicalVolume ("Cell", j,

true , lCell , rotm , position , fEnvelopePhys);

101 G4VPhysicalVolume* pNucleus = CreatePhysicalVolume (" Nucleus

", j, true , lNucleus , rotm , posNucl , pCell);

102 G4VPhysicalVolume* pNucleol = CreatePhysicalVolume ("

Nucleolus", j, true , lNucleolus , rotm , posNucleol ,

pNucleus);

103

104 G4bool OverlapCheck = pCell ->CheckOverlaps ();

105

106 if (OverlapCheck == false){

107 myfile << x << "," << y << "," << z << "\n";
108 break;}

109 if (OverlapCheck == true){
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110 pCell = NULL;

111 pNucleus = NULL;

112 pNucleol = NULL;

113 G4cout << "**** Finding new position for volume Cell : " <<

j << " ****" << G4endl;

114 }

115 }

116 }

117 myfile.close();

118 InstantiateChildren(fEnvelopePhys);

119

120 return fEnvelopePhys;

121 }



Appendix B

TOPAS Parameter File Used in

the Simulations

An overview of the TOPAS [47] parameter file used in our simulations.

1 #=================================

2 # GEOMETRY & MATERIALS

3 #=================================

4

5 s:Ma/G4_WATER_MODIFIED/CloneFromMaterial = "G4_WATER"

6 d:Ma/G4_WATER_MODIFIED/CloneWithDensity = 1.1 g/cm3

7

8 #---------------WORLD ---------------

9 d:Ge/World/HLX = 10000. um

10 d:Ge/World/HLY = 10000. um

11 d:Ge/World/HLZ = 10000. um

12 s:Ge/World/Material = "Air"

13

14 #-----------WATER MEDIUM ------------

15 s:Ge/GrowthMedium/Type = "TsBox"

16 s:Ge/GrowthMedium/Material = "G4_WATER_MODIFIED"

17 s:Ge/GrowthMedium/Parent = "World"

18 d:Ge/GrowthMedium/HLX = 305. um

19 d:Ge/GrowthMedium/HLY = 305. um

20 d:Ge/GrowthMedium/HLZ = 25. um

21

22 #-----------CELL CULTURE -------------

23 s:Ge/MyCulture/Type = "TsCellCulture"

24 s:Ge/MyCulture/Material = "G4_WATER"

25 s:Ge/MyCulture/Parent = "GrowthMedium"

26 d:Ge/MyCulture/Container_HLX = 300. um

27 d:Ge/MyCulture/Container_HLY = 300. um

28 d:Ge/MyCulture/Container_HLZ = 20. um

29 i:Ge/MyCulture/NumberOfCells = 530

30 #d:Ge/MyCulture/TransZ = -1100. um # Change

position of culture in world - used in depth study.

31 d:Ge/MyCulture/CellRadius = 8.5 um

281



282 Appendix B. TOPAS Parameter File Used in the Simulations

32 s:Ge/MyCulture/AssignToRegionNamed = "

DefaultRegionForTheWorld" # Assign Livermore physics

model to cytoplasm only

33

34 d:Ge/MyCulture/NucleusRadius = 7 um

35 s:Ge/MyCulture/Nucleus/Material = "G4_WATER"

36 s:Ge/MyCulture/Nucleus/AssignToRegionNamed = "G4DNA" #

Assign Geant4 -DNA physics model to nucleus only

37

38 d:Ge/MyCulture/NucleolRadius = 5 um

39 s:Ge/MyCulture/Nucleolus/Material = "G4_WATER_MODIFIED" #

Water with scaled -density

40 s:Ge/MyCulture/Nucleolus/AssignToRegionNamed = "

DefaultRegionForTheWorld" # Assign Livermore physics

model to nucleolus only

41

42 #=================================

43 # SOURCE - BEAM CHARACTERISTICS

44 #=================================

45

46 s:So/BeamSource/Type = "Beam"

47 s:So/BeamSource/Component = "BeamPosition"

48 s:So/BeamSource/BeamParticle = "Proton"

49 d:So/BeamSource/BeamEnergy = 20 MeV

50 u:So/BeamSource/BeamEnergySpread = 0.25

51 s:So/BeamSource/BeamShape = "Rectangle"

52 s:So/BeamSource/BeamPositionDistribution = "Flat"

53 s:So/BeamSource/BeamAngularDistribution = "Flat"

54 d:So/BeamSource/BeamAngularCutoffX = 10 deg

55 d:So/BeamSource/BeamAngularCutoffY = 10 deg

56 s:So/BeamSource/BeamPositionCutoffShape = "Rectangle"

57 d:So/BeamSource/BeamPositionCutoffX = 410 um

58 d:So/BeamSource/BeamPositionCutoffY = 410 um

59 d:So/BeamSource/BeamAngularSpreadX = 0.01 deg

60 d:So/BeamSource/BeamAngularSpreadY = 0.01 deg

61 i:So/BeamSource/NumberOfHistoriesInRun = 50000

62

63 #===================================

64 # PHYSICS & CHEMISTRY

65 #===================================

66

67 d:Ph/Default/SetProductionCutLowerEdge = 250 eV

68 d:Ph/Default/EMRangeMin = 10. eV #

Minimum for EM tables

69 d:Ph/Default/EMRangeMax = 500. MeV #

Maximum for EM tables

70 i:Ph/Default/EMBins = 77 #

Number of bins for EM tables

71 i:Ph/Default/EMBinsPerDecade = 7 #

Number of bins per decade for EM tables

72 b:Ph/Default/Fluorescence = "True"

73 b:Ph/Default/Auger = "True"
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74 b:Ph/Default/AugerCascade = "True"

75 b:Ph/Default/DeexcitationIgnoreCut = "True"

76 b:Ph/Default/PIXE = "True"

77

78 sv:Ph/Default/Modules = 1 "g4em -livermore" # "g4em -dna -

chemistry" # Enable Livermore in world

79 s:Ph/Default/ForRegion/G4DNA/ActiveG4EmModelFromModule = "

g4em -dna" # Enable Geant4 -DNA physics model for region

80

81 #===================================

82 # SCORERS

83 #===================================

84

85 #-------------------pTuple Scorer --------------------

86

87 #------------------General Settings ------------------

88 s:Sc/pTuple/Quantity = "Tuple"

89 s:Sc/pTuple/Component = "MyCulture"

90 s:Sc/pTuple/OutputType = "ASCII"

91 b:Sc/pTuple/OutputToConsole = "True"

92 s:Sc/pTuple/IfOutputFileAlreadyExists = "Overwrite"

93 s:Sc/pTuple/OutputFile = "pTuple"

94 b:Sc/pTuple/PropagateToChildren = "True"

95 b:Sc/pTuple/OutputAfterRun = "True"

96

97 #-------------Track Information -------------

98 b:Sc/pTuple/IncludeChemicalTrack = "False"

99 b:Sc/pTuple/IncludeParticleName = "True"

100 b:Sc/pTuple/IncludePhysicalTrack = "True"

101 b:Sc/pTuple/IncludeEventID = "False"

102 b:Sc/pTuple/IncludeTrackID = "False"

103 b:Sc/pTuple/IncludeParentID = "False"

104 b:Sc/pTuple/IncludeStepNumber = "False"

105 b:Sc/pTuple/IncludeGlobalTime = "False"

106

107 #-------------Process Information -------------

108 b:Sc/pTuple/IncludeEnergyDeposited = "True"

109 b:Sc/pTuple/IncludeKineticEnergy = "False"

110 b:Sc/pTuple/IncludePhysicalProcessName = "True"

111

112 #-------------Geometry Information -------------

113 b:Sc/pTuple/IncludeVolumeName = "True"

114 b:Sc/pTuple/IncludeVolumeCopyNumber = "True"

115 b:Sc/pTuple/IncludeVertexPosition = "False"

116

117 #===================================

118 # MISCELLANEOUS

119 #===================================

120 b:Ts/PauseBeforeQuit = "False"

121

122 #--------------Verbosity --------------

123 i:Tf/Verbosity = 0
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124 i:Ts/ChemistryVerbosity = 0

125

126 #------------Optimisation -------------

127 b:Ts/ShowCPUTime = "True"

128 i:Ts/NumberOfThreads = 10

129 b:Ts/BufferThreadOutput = "False"

130 i:Ts/ShowHistoryCountAtInterval = 10000

131

132 #-----------Time of Irradiation --------

133 d:Tf/TimelineStart = 0. s # defaults to zero

134 d:Tf/TimelineEnd = 330. s # must be larger than

TimelineStart

135 i:Tf/NumberOfSequentialTimes = 20 # Forces beam delivery

from TimelineStart to TimeLineEnd

136

137 #------------Random Seed ---------------

138 i:Ts/Seed /100



Appendix C

Useful Bash Scripting Commands

The size of the files generated in this thesis are extremely large, meaning that post-

processing could not be performed entirely with MATLAB. Post-processing of the

data generated in this thesis is cumbersome and requires large amounts of computing

power with the entirety of our data occupying 30TB of storage space. Bash scripting

is a method used to process and derive information from file-systems such as those

in this thesis. It is made up of a set of commands that can be applied in a Unix

environment allowing formatting and processing of files to be performed in the Unix

terminal environment. This Appendix provides a series of useful commands used

in this thesis during the post-processing of data generated by the TOPAS toolkit.

Note: in this section a generic command will be written as �COMMAND� and a file

will be indicated as �filename�.

� Writing Shell scripts: Multiple Bash commands can be entered into a single

file to form a small “program” called a Shell script (extension .sh). We can

turn this into an executable by entering the command that enables executable

permissions

chmod +x �filename�.

The first line of a Shell script should always tell the Unix environment which

shell the script will run in, commonly this is the Bourne shell activated by

#/bin/bash. To run the executable, simply enter ./filename.sh.

� Appending the output of a command to the end of a file:

�COMMAND� >> �filename�

To overwrite the file, should it already exist, use > in place of >>.
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� Search for a string within a file:

grep "string" �filename�.

� Print select columns of �filename�:

awk ’{print $[COLUMN NUMBER]}’ �filename�.

� Concatenate a file to the end another file:

cat �filename� >> �another filename�

� Print string to the end of a file:

echo "string" >> �filename�

� Select n lines of a file using random permutations:

shuf -n [NUMBER] �filename�



Appendix D

Experimental World

Dose-Response Data Overview

This appendix contains a summary of the experimental results considered in Chap-

ters 5, 7 and 8 in this thesis. We were granted access to these results by Professor

Cynthia Keppel and Dr. Pawel Ambrozewicz of JLab group in the preliminary

stages of the project and additional information of these studies were provided in

the PIDE [46]. The table includes the primary author, radiation exposure condi-

tions and cellular conditions. Note: Human cell lines are denoted by a dagger (†),
whilst the remaining are animal cell lines. All of these experiments are assumed to

have been performed with asynchronous cells (i.e. the cultured cells are in different

stages of the cell cycle) according to [46].
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Table D.1: The experimental data considered in this thesis.

Study Cell Line
Energy LET

Particle
Depth

Comments
(MeV) (keV/µm) (mm)

Ando et al. 2001 [174] NB1RGB† 235 - Proton - Peak of SOBP in water

Ando et al. 2001 [174] NB1RGB† 235 - Proton - Plateau of SOBP in water

Ando et al. 2001 [174] SCC61† 235 - Proton - Peak of SOBP in water

Ando et al. 2001 [174] SCC61† 235 - Proton - Plateau of SOBP in water

Ando et al. 2001 [174] V79 235 - Proton - Peak of SOBP in water

Ando et al. 2001 [174] V79 235 - Proton - Plateau of SOBP in water

Antoccia et al. 2009 [175] HFFF2† 28.5 0.8 Proton -

Belli et al. 1989 [127] V79 23 1.16 Proton -

Belli et al. 1989 [127] V79 17.5 1.70 Proton -

Belli et al. 1989 [127] V79 10.5 3.36 Proton -

Belli et al. 1998 [26] V79 5.01 7.7 Proton - Incident energy at the cell surface

Belli et al. 1998 [26] V79 3.2 11 Proton - Incident energy at the cell surface

Belli et al. 1998 [26] V79 1.41 20 Proton - Incident energy at the cell surface

Belli et al. 1998 [26] V79 0.76 30.5 Proton - Incident energy at the cell surface

Belli et al. 1998 [26] V79 0.64 34.6 Proton - Incident energy at the cell surface

Belli et al. 1998 [26] V79 0.57 37.8 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] SQ20B† 5.04 7.7 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] SQ20B† 1.49 19.8 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] SQ20B† 0.88 30 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] SCC25† 5.04 7.7 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] SCC25† 1.49 19.7 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] SCC25† 0.88 29.5 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] M10† 4.05 9.11 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] M10† 1.35 21.4 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] M10† 0.79 33 Proton - Incident energy at the cell surface
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Study Cell Line
Energy LET

Particle
Depth

Comments
(MeV) (keV/µm) (mm)

Belli et al. 2000 [60] HF19† 5.04 7.7 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] HF19† 1.49 19.5 Proton - Incident energy at the cell surface

Belli et al. 2000 [60] HF19† 0.88 30 Proton - Incident energy at the cell surface

Bettega et al. 2000 [176] SCC25† 65 - Proton 2 Depth in plexiglass

Bettega et al. 2000 [176] SCC25† 65 - Proton 15.6 Depth in plexiglass

Bettega et al. 2000 [176] SCC25† 65 - Proton 25 Depth in plexiglass

Bettega et al. 2000 [176] SCC25† 65 - Proton 27.2 Depth in plexiglass

Bettega et al. 2000 [176] SCC25† 65 - Proton 27.8 Depth in plexiglass

Bettega et al. 1998 [61] C3H10T1/2 0.72 33.2 Proton -

Bettega et al. 1998 [61] C3H10T1/2 0.74 32.5 Proton -

Bettega et al. 1998 [61] C3H10T1/2 0.77 31.6 Proton -

Bettega et al. 1998 [61] C3H10T1/2 0.87 19.7 Proton -

Bettega et al. 1998 [61] C3H10T1/2 3.18 11 Proton -

Britten et al. 2013 [168] V79 87 5.3 Proton 33.9 Depth in water/Pristine Bragg Peak

Britten et al. 2013 [168] V79 87 20.5 Proton 58.6 Depth in water/Pristine Bragg Peak

Britten et al. 2013 [168] V79 87 28.8 Proton 60.9 Depth in water/Pristine Bragg Peak

Calugaru et al. 2011 [177] HeLa† 76 - Proton -

Calugaru et al. 2011 [177] HeLa† 201 - Proton -

Calugaru et al. 2011 [177] SQ20B† 76 - Proton -

Folkard et al. 1989 [96] V79 32 0.76 Proton -

Folkard et al. 1989 [96] V79 24 1.15 Proton -

Folkard et al. 1989 [96] V79 17 1.90 Proton -

Folkard et al. 1996 [126] V79 10 3.66 Proton -

Folkard et al. 1996 [126] V79 18 1.85 Proton -

Folkard et al. 1996 [126] V79 28 1.07 Proton -
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Study Cell Line
Energy LET

Particle
Depth

Comments
(MeV) (keV/µm) (mm)

Guan et al. 2015 [27] H1437† 79.7 10.8 Proton -

Guan et al. 2015 [27] H1437 † 79.7 15.2 Proton -

Guan et al. 2015 [27] H1437† 79.7 17.7 Proton -

Guan et al. 2015 [27] H1437† 79.7 19 Proton -

Guan et al. 2015 [27] H460† 79.7 10.8 Proton - Depth in water

Guan et al. 2015 [27] H460† 79.7 15.2 Proton - Depth in water

Guan et al. 2015 [27] H460† 79.7 17.7 Proton - Depth in water

Guan et al. 2015 [27] H460† 79.7 19 Proton - Depth in water

Gueulette et al. 1996 [125] CHO 85 - Proton 10 Depth in water/Pristine Bragg Peak

Gueulette et al. 1996 [125] CHO 85 - Proton 47 Depth in water/Mid-5mm SOBP

Gueulette et al. 1996 [125] CHO 85 - Proton 25 Depth in water/Proximal 3cm SOBP

Gueulette et al. 1996 [125] CHO 85 - Proton 45 Depth in water/Distal 3cm SOBP

Howard et al. 2018 [123] CHO 71 1.78 Proton 27 Approximate depths in water

Howard et al. 2018 [123] CHO 71 3.36 Proton 37 Approximate depths in water

Howard et al. 2018 [123] CHO 71 4.35 Proton 38 Approximate depths in water

Howard et al. 2018 [123] CHO 71 7.34 Proton 40 Approximate depths in water

Howard et al. 2018 [123] CHO 160 0.99 Proton 100 Approximate depths in water

Howard et al. 2018 [123] CHO 160 2.26 Proton 168 Approximate depths in water

Howard et al. 2018 [123] CHO 160 4.19 Proton 170 Approximate depths in water

Howard et al. 2018 [123] CHO 160 7.29 Proton 172 Approximate depths in water

Howard et al. 2018 [123] A549† 71 1.78 Proton 27 Approximate depths in water

Howard et al. 2018 [123] A549† 71 3.36 Proton 37 Approximate depths in water

Howard et al. 2018 [123] A549† 71 4.35 Proton 38 Approximate depths in water

Howard et al. 2018 [123] A549† 71 7.29 Proton 40 Approximate depths in water

Howard et al. 2018 [123] A549† 160 1.78 Proton 100 Approximate depths in water
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Study Cell Line
Energy LET

Particle
Depth

Comments
(MeV) (keV/µm) (mm)

Howard et al. 2018 [123] A549† 160 2.26 Proton 168 Approximate depths in water

Howard et al. 2018 [123] A549† 160 4.19 Proton 170 Approximate depths in water

Howard et al. 2018 [123] A549† 160 7.29 Proton 172 Approximate depths in water

Matsumoto et al. 2018 [178] HSG† 190 - Proton 150 Depth in water/Fig. A/5cm SOBP

Matsumoto et al. 2018 [178] HSG† 190 - Proton 159 Depth in water/Fig. B/5cm SOBP

Matsumoto et al. 2018 [178] HSG† 190 - Proton 165 Depth in water/Fig. C/5cm SOBP

Matsumoto et al. 2018 [178] HSG† 190 - Proton 168 Depth in water/Fig. D/5cm SOBP

Matsumoto et al. 2018 [178] HSG† 190 - Proton 171 Depth in water/Fig. E/5cm SOBP

Matsumoto et al. 2018 [178] HSG† 190 - Proton 174 Depth in water/Fig. F/5cm SOBP

Matsumoto et al. 2018 [178] HSG† 190 - Proton 177 Depth in water Fig. G/5cm SOBP

Matsumoto et al. 2018 [178] HSG† 190 - Proton 180 Depth in water/Fig. H/5cm SOBP

Matsumoto et al. 2018 [178] HSG† 190 - Proton 183 Depth in water/Fig. I/5cm SOBP

Miller et al. 1995 [179] C3H10T1/2 25.8 4 Proton -

Miller et al. 1995 [179] C3H10T1/2 2.25 15 Proton -

Prise et al. 1990 [29] V79 1.9 17 Proton - Hypoxic Cellular Conditions

Prise et al. 1990 [29] V79 1.15 24 Proton - Hypoxic Cellular Conditions

Prise et al. 1990 [29] V79 0.76 32 Proton - Hypoxic Cellular Conditions

Prise et al. 1990 [29] V79 1.9 17 Proton - Oxic Cellular Conditions

Prise et al. 1990 [29] V79 1.15 24 Proton - Oxic Cellular Conditions

Prise et al. 1990 [29] V79 0.76 32 Proton - Oxic Cellular Conditions

Raju et al. 1979 [180] V79 160 - Proton - Hypoxic cells in peak region.

Raju et al. 1979 [180] V79 160 - Proton - Hypoxic cells in plateau region.

Raju et al. 1979 [180] V79 160 - Proton - Oxic cells in plateau region.

Robertson et al. 1994 [181] V79 200 - Proton - Depth in water not reported.

Robertson et al. 1994 [181] V79 200 - Proton - Depth in water not reported.

Robertson et al. 1994 [181] V79 200 - Proton - Depth in water not reported.
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Robertson et al. 1994 [181] V70 200 - Proton - Depth in water not reported.

Robertson et al. 1994 [181] V79 200 - Proton - Depth in water not reported.

Tang et al. 1997 [130] CHO 65 - Proton 2 Depth in nylon/18mm SOBP

Tang et al. 1997 [130] CHO 65 - Proton 10 Depth in nylon/18mm SOBP

Tang et al. 1997 [130] CHO 65 - Proton 18 Depth in nylon/18mm SOBP

Tang et al. 1997 [130] CHO 65 - Proton 23 Depth in nylon/18mm SOBP

Wouters et al. 1996 [113] V79 70 - Proton -
Depth in water/20mm SOBP/

average over proximal and distal

Wouters et al. 2015 [38] V79 160 1.1 Proton 27.7 Depth in water

Wouters et al. 2015 [38] V79 160 2.06 Proton 103.3 Depth in water

Wouters et al. 2015 [38] V79 160 2.41 Proton 125.4 Depth in water

Wouters et al. 2015 [38] V79 160 3.2 Proton 143.2 Depth in water

Wouters et al. 2015 [38] V79 160 4.74 Proton 155.8 Depth in water

Wouters et al. 2015 [38] V79 230 1.03 Proton 97.5 Depth in water

Wouters et al. 2015 [38] V79 230 1.95 Proton 230.9 Depth in water

Wouters et al. 2015 [38] V79 230 2.28 Proton 248.7 Depth in water

Wouters et al. 2015 [38] V79 230 2.95 Proton 268.9 Depth in water

Wouters et al. 2015 [38] V79 230 4.02 Proton 282.3 Depth in water



Appendix E

Regression Analysis Methods

This appendix contains an in-depth description of the methods employed in Chapter 5.

We begin with a description of the assumptions considered in our study and the

methods used to test them.

E.1 The Assumptions of Regression Analysis

The four assumptions are listed below are mandatory for any regression model. They

are the minimum number of requirements that must be satisfied. If any of these

assumptions are violated the forecasting and confidence intervals and the scientific

findings by the model can be inefficient or seriously biased and misleading.

� Linearity/Non-linearity : The regression model is linear in parameters (α,

β) of Eq.(5.12), suggesting that expected value of the response variable changes

linearly with the independent variable. The slope of the resulting line must be

independent of external variables. Finally, in the case of multiple effects from

different independent variables, the resulting effects should be additive.

In the case of Eq.(5.10), linearity is clearly not a requirement. Both of these

properties are often easily assessed by plotting various results. If a linear model

is fitted to non-linear data then the predictions can be seriously in error.

This assumption will be tested using the following methods.

(i) A plot of the fit residual errors1 against the independent variable. If

the residuals are not symmetrically distributed about a horizontal line,

the assumption is violated.

(ii) By observing the goodness-of-fit metrics2.

1Residual errors are defined as the deviation between the observations Y and the model f(X) for
independent variable X

2These are introduced in Section (E.1.1).
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� Homoscedasticity (Constant Variance of Residuals) : The fit residuals

must demonstrate homoscedasticity, meaning that they have a mean of zero

and constant variance

var(εi|Xi) = σ2,

for i observations.

If this assumption is satisfied, each observation contributes equally to the

total response modelled. If the assumption is violated, the data demonstrates

heteroscedasticity,

var(εi|Xi) = σ2
i ,

for i observations.

When the residual errors are not constant (homoscedasticity), the standard

errors and estimated parameters are not reliable [114].

This assumption will be tested using the following methods.

(i) A plot of the residual errors against the fitted values or the indepen-

dent variable. Similar to the former assumption, the plots should show

symmetric scattering of the points about a horizontal line.

(ii) The Breusch-Pagan test for homoscedasticity [115].

(iii) The White test for homoscedasticity [116].

� Autocorrelation : Successive residual errors should be completely indepen-

dent identically distributed (i.i.d.) of one another. Additionally, this assump-

tion is analogous with homoscedasticity in that a plot of the residual errors

against the independent variable should not show any correlation about the

mean. If this assumption is violated, the ordinary least squares (OLS) proce-

dure will no longer yield valid results [117]. In such a case, OLS is likely to

underestimate the variance and the process for determining confidence inter-

vals loses its validity.

This assumption will be tested using the following method.

(i) Durbin-Watson Statistical Test for residual correlation [117].

� Normality : The residual errors should be normally distributed by

ε ∼ N (0, σ2) . (E.1)

Non-normality can effect the determination of confidence intervals and the

outcome of significance testing. Typically, the residual data can be used to

generate a histogram to which a normal distribution can be fit. However, this

method is not appropriate for the data considered here due to the small sample
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sizes.

This assumption will be tested using the following methods.

(i) Kolmogorov-Smirnov test (KS test) [118,119].

(ii) Anderson-Darling test (AD test) [121].

The following two assumptions are not directly applicable to the current inves-

tigation, however we feel that it is constructive to acknowledge.

� No Multicollinearity : This assumption will not be considered in this inves-

tigation, however we felt it would be important to discuss. Regression analysis

requires that two or more variables in the model are not linearly related. That

is the say that the variables in the regression model do not display multi-

collinearity.

� Exogeneity : This property implies that the response variable Y is deter-

mined as a direct result of the independent variable X. If this assumption

were violated, there would be a degree of causality between variables within

the model disregarding Y being a consequence of X.

E.1.1 Hypothesis Testing and Goodness-of-Fit Metrics

Many of the tests listed above are known as a hypothesis test which is a statistical

technique employed to determine whether a null hypothesis (H0) is true for a given

system based on a set of n observations x = (x1, x2, ..., xn). The test allows us to

determine whether the null should be rejected (false) or not rejected (true) based on

the observations x of the system. In the case that H0 is rejected, we cannot reject

the alternative hypothesis HA.

Hypothesis testing always has a margin of error in that the null can be incor-

rectly rejected/accepted. Following the flowchart provided in Fig.(E.1), in the event

that the null hypothesis correctly describes the system (i.e. H0 is true) but the

hypothesis test result rejects it given x, a type I error is present. A type I error has

a probability α of occurring where α is the significance level. It is common to use a

significance level of 5% meaning that there is a 5% probability that the null will be

incorrectly rejected and a 95% it will be correctly accepted. The same logic applies

to the opposite case where the null is false but the hypothesis test does not reject

it. This is known as a type II error and can occur with a probability of 1− β where

β is the statistical power. When α and 1−β are small, the hypothesis testing result

will be the most accurate.
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True Hypothesis
Pr(Truth | Result) Error

Result Test Result Type

H0

True

False

H0 is not rejected.

H0 is rejected.

H0 is rejected.

H0 is not rejected.

1− α
α

β

1− β

X

Type I Error

X

Type II Error

Figure E.1: An overview of hypothesis testing results.

The acceptance/rejection of the null hypothesis is determined quantitatively us-

ing a test statistic. The method used to compute the test statistic is unique to the

hypothesis test but it is generally used in the same way to accept or reject the null.

We determine the result of the hypothesis test by comparing it with a critical value

that is known previously. Noting that the test statistic obeys a probability distribu-

tion (the exact distribution depends on the test), if the computed test statistic exists

in the shaded region of Fig.(E.2) the null is accepted. The result of a hypothesis

test is determined using the test statistic T as follows :

H0 is not rejected if T < critical value,

and H0 is rejected if T ≥ critical value.

E.1.1.1 More on the Critical Value and the p-Value

Using the correct critical value in hypothesis testing is clearly vital to giving a reli-

able result. The significance level α defines the sensitivity of the test. For example,

a significance level of 95% means that the critical value is chosen so that 95% of

the test statistics generated by the test - i.e. α = 1 − 0.95. Figure (E.2) depicts

an arbitrary distribution of test statistics with a critical value corresponding to a

significance level α indicated as zα. The area of the shaded region is given by Pr(test

statistic < critical value) = 1 - α and the remainder being α.

The p-value is the probability of the test statistic being in the rejection region

of area α. Considering this, the result of the hypothesis test can also be given by

the following.

H0 is rejected if p < α,

and H0 is not rejected if p ≥ α.

Upon observation of Fig.(E.2), the hypothesis test has a higher pass rate for

smaller α due to the corresponding critical value being larger. At this point it is

worth noting that the rejection or non-rejection of a null hypothesis does not infer

as such with 100% certainty. We can only say that the conclusion is made with a
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Figure E.2: Critical value zα of a hypothesis test indicated on an arbitrary distri-
bution of test statistics T for significance level α.

degree of certainty analogous to the significance level.

Additionally, the critical value can differ according to the size and nature of

the data. Generally, the critical value is given as a function of sample size n. In

fact, some hypothesis tests can only be applied over a specified range of sample sizes.

A common application of a hypothesis test is to determine whether a set of

observations follow a given parameterised probability distribution. In this instance,

the critical values differ depending on how the distribution parameters are obtained.

This means that the critical values are obtained according to two categories.

1. Out-of-sample : The parameter space of the probability distribution that

the data is being tested against, θ, are known in advance.

2. In-sample : The parameter space of the probability distribution that the

data is being tested against, θ, is estimated from the data.

In the current context, our investigation falls under the latter category - in-

sample. For example when testing the assumption of normality, we will be estimat-

ing the mean and variance of the normal distribution by minimising the difference

between the expected and measured residual errors. This typically results in smaller

test statistics that are not widely distributed3. When the parameters of the distri-

bution are estimated the critical value will depend on the number of parameters to

estimate, sample size and significance level.

The hypothesis tests employed in the study from Chapter 5 are now described

in detail below.
3In this case, Figure (E.2) would be narrower than when the parameters are known a priori.
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E.1.1.2 Breusch-Pagan Test for Homoscedasticity

The Breusch-Pagan (BP) test was developed by Breusch and Pagan 1979 [115] and

is based on the Lagrange Multiplier Test. Consider

Yi = f(Xi|β) + εi, (E.2)

where β is a (k×1) vector of coefficient parameters and errors εi are normally and in-

dependently distributed with mean zero, E(εi) = 0 and variance, var(εi) = σ2
i = h(z′α).

The null and alternative hypotheses can be written as :

H0: α2 = ... = αp = 0 for z’α = α1 so that σ2
i = h(α1) = σ2 in constant (the

residual errors of regression fit Yi = f(Xi|β̂) + ε demonstrate homoscedasticity).

HA: The residual errors of regression fit Yi = f(Xi|β̂) + ε demonstrate

heteroscedasticity.

The test statistic is given by the Lagrange Multiplier :

LM = nR2 ∼ χ2
k−1,

where n is the sample size, R2 is the coefficient of determination4 and k is the

number of degrees of freedom, χ2(LM, k).

The test is performed in the following steps.

1. Perform a least squares fitting with the regression model Yi = f(Xi|β̂) to the

data and determine the residual errors.

2. Based on the assumption that ε̂ = 0, the variance is computed by taking the

mean square of the residuals, ε̂2.

3. Perform a regression of the residuals-squared against the independent variable

from which we determine a coefficient of determination R2.

4. Compute the test statistic, LM = nR2 and the p-value using 1−χ2(LM, k) dis-

tribution where k is the number of degrees of freedom. If the p-value is greater

than the α (we are testing at the 95% significance level, therefore α = 0.05,

i.e. p-value> 0.05) we cannot reject the null hypothesis of homoscedasticity.

The objective of the BP test is to determine if the regression coefficients of this

fit are zero - i.e. the residuals are homoscedastic. This test is very common when

quantifying homoscedasticity and was chosen for use in our investigation for this

reason.

4This is defined in the next section.
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E.1.1.3 White Test for Homoscedasticity

The White Test was developed in 1981 [116] and is similar to the Breusch-Pagan

Test in nature in that it test for constant variance of errors with the difference that

non-linear correlations in the residual errors. It tests for the variance of errors in a

regression model fit of the residuals to the independent variable. It also accounts

for relationships between the residual errors and the square or cross product of the

independent variables. This is a situation where the Breusch-Pagan Test fails to give

reliable results. Alike to the BP test, the White test assumes that the errors are i.i.d.

The null and alternative hypothesis, test statistic, and p-value are computed

identically to the Breusch-Pagan Test. The fundamental difference is when the

second regression is performed, the equation to which the residuals are fit is given

by

ε̂ = γ0 + γ1x+ ...+ γnxn + γn+1x
2
1 + γ1γk+2x1x2 + e.

This test was chosen in the current investigation to account for residual cor-

relations that are non-linear, unlike the BP test which only accounts for linear

relationships between residuals and the independent variable.

E.1.1.4 Durbin-Watson Statistics for Autocorrelation

The Durbin-Watson (DW) test for autocorrelation was developed by Durbin and

Watson in 1950 [117]. We start by defining the first-order autocorrelation of n

residual errors, ε, as follows,

εi = ρεi−1 + ui

where i = {1, 2, ..., n}, |ρ| < 1 and ui ∼ N (0, σ2). ρ represents the degree of

correlation between the current and proceeding residual error, therefore our null

and alternative hypotheses are as follows.

H0: ρ = 0 (ε are not autocorrelated.)

HA: ρ > 0 or ρ < 0 (ε are autocorrelated.)

The test statistic is computed using

D =

∑n
i=2(εi − εi−1)2∑n

i=1 ε
2
i

,

where D ∈ [0, 4]. The result is interpreted as follows,

� 0 ≤ D < 2 indicates positive autocorrelation,

� D = 2 indicates zero autocorrelation,

� and 2 ≤ D ≤ 4 indicates negative autocorrelation.
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Note: This test only considers a lag value of one, meaning that a given residual

error is only tested for correlation against the preceding and following residuals.

For a given sample size n, number of model parameters and significance level, the

critical values are presented as a range with an upper and lower bound, denoted as

dU and dL respectively. H0 can then be rejected or not rejected according to the

following criteria.

To test for positive autocorrelation

� if D < dL,α - positive autocorrelation,

� if D > dU,α - no statistical evidence of autocorrelation,

� if dL,α < D < dU,α

� if (4−D) < dL,α - negative autocorrelation,

� if (4−D) > dU,α - no statistical evidence of autocorrelation,

� dL,α < (4−D) < dU,α - inconclusive.

E.1.1.5 Kolmogorov-Smirnov Test

The Kolmogorov-Smirnov (KS) Test was formulated from seperate studies by Kol-

mogorov [118] and Smirnov [119] in 1933 and 1945, respectively. This test is the

most common of all edf tests. The test can be used to test a sample against any

theoretical distribution. In the current context, we will apply the KS test to the

residual errors to determine if they are normally distributed. Our null and alterna-

tive hypotheses are

H0: The residual errors are normally distributed,

HA: The residual errors are not normally distributed.

To test if a sample of n observations x = (x1, x2, ..., xn) follows a chosen distribu-

tion. This is achieved by comparing the empirical distribution function (edf) of the

sample against the cumulative distribution function (cdf) that the sample is being

tested against. We define the edf of x as

F̂n(x) =
Number of observations in sample ≤ x

n
=

1

n

n∑
i=1

I(xi ≤ x), (E.3)

where I =

{
0 for xi > x

1 for xi ≤ x,

and the cdf is denoted as F (x|θ) for all the parameters in the parameter space θ.

For example F (x|θ) = Normal Distribution (for our purpose). The test is performed
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by taking the maximum difference between the edf and theoretical cdf to determine

D+ and D− respectively (Figure E.3). The D+ and D− values are expressed as

D+ = max
i=1,...,n

[
i

n
− F (x|θ)

]
,

D− = max
i=1,...,n

[
F (x|θ)− i− 1

n

]
.

(E.4)

This test requires prior knowledge of the theoretical cdf parameters θ, therefore

in the case that these are unknown, the distribution should be fit before performing

the test.

Figure E.3: The edf of 25 observations with the normal theoretical cdf - N (3, 10).
The maximum differences D+ and D− are indicated.

The test statistic D is determined from the maximum difference between the edf

and cdf

D = max(D+, D−) . (E.5)

The critical values of the KS Test are dependent on whether the parameters of our

theoretical cdf are estimated from the sample or previously known. In the current

context, we will be applying a method to estimate the parameters of the theoret-

ical cdf for the normal distribution, µ and σ. Therefore, we must ensure that the

in-sample critical values are used. Such critical values for the normal distribution

are available in the literature [120] for a given sample size and significance level.

The null hypothesis is rejected or not rejected based on the following criteria,

H0 is rejected if D > CVn,α,

H0 is not rejected if D < CVn,α



302 Appendix E. Regression Analysis Methods

where CVn,alpha is the critical value for a given sample size n and significance level α.

E.1.1.6 Anderson-Darling Test

The Anderson-Darling Test was developed in 1952 by T.W. Anderson and D.A.

Darling [121]. It is another common edf test used to determine is a sample is

derived from a given probability distribution. In the current context, we compare

our residual errors against a normal distribution. Therefore our null and alternative

hypotheses are:

H0: The residual errors are normally distributed,

HA: The residual errors are not normally distributed.

The test statistic A2 is computed using,

A2 = n

∫ ∞
−∞

[Fn(x)− F (x)]2

F (x)[1− F (x)]
dF (x),

which can be simplified to,

A2 = −n− 1

n

n∑
i=1

{2i− 1}{log[F (xi)] + log[1− F (xn−1+1)]}. (E.6)

The critical values are unique for sample size n and significance level α:

CVn,α =
0.752

1 + 0.75
n

+ 2.25
n2

. (E.7)

The null hypothesis is rejected or not rejected based on the following criteria,

H0 is rejected if A2 > CVn,α,

H0 is not rejected if A2 < CVn,α

where CVn,alpha is the critical value for a given sample size n and significance level α.

E.1.2 Goodness-of-fit Metrics

In addition to testing our model fits against the assumptions of regression analysis,

it is important to evaluate the model’s effectiveness by comparing the goodness-of-fit

metrics [114]. Below we introduce each of the metrics to be used in this investiga-

tion with a discussion of how to interpret the results in the context of the LQ model

performance.

First, we consider n observations X = {x1, x2, ..., xn} with corresponding responses

Y = {y1, y2, ..., yn} on which a model, Y = f(X), will be evaluated for goodness-of-

fit.
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E.1.2.1 Sum of Squared Errors

The sum of squared errors (SSE) is computed by squaring the difference between

the observations yi and predicted values ŷi and is written as

SSE =
n∑
i=1

(yi − ŷi)2. (E.8)

The result is a numeric interpretation of how well the model fits the sample or alter-

natively the variance in the difference between the observed and predicted values.

Trivially, a smaller SSE implies smaller residual errors, thus resulting in a better

fit for forecasting. Although a more profound method of interpreting the SSE is to

take the sample size into consideration. For larger sample sizes, our SSE will natu-

rally increase, thus giving the illusion of the model fit being worse when this is not

necessarily the case. This must be taken into account, specifically when comparing

SSE for different sample sizes.

E.1.2.2 Root Mean Square Error

The root mean square error (RMSE) is the square root of the averaged squared error

in the model fit.

RMSE =

√√√√ 1

n

n∑
i=1

(ŷi − yi)2 (E.9)

Heuristically, this metric gives us insight into the mean distance between the pre-

dicted (ŷi) and observed values (yi). Unlike the SSE metric, the RMSE is scales the

difference by
√

1/n. This allows direct comparison of this metric between the model

fits to data of varying sample size. The rule of thumb when interpreting this metric

is that a RMSE close to zero implies that our model is an effective predictor of

our observations. Additionally, a large RMSE implies that there may be additional

factors contributing to the data that we have not accounted for in the model.

E.1.2.3 Coefficient of Determination

The coefficient of determination or the R-squared value is defined as the proportion

of the SSE that is derived from the independent variable [114]. The metric ranges

from 0 to 1 and is defined as

R2 = 1−
∑n

i=1(yi − ŷi)2∑n
i=1 y

2
i

= 1− SSE∑n
i=1 y

2
i

. (E.10)

If the R2 coefficient is close to 1, we can conclude that our model accurately

described the observations on which it is being tested. It is possible that R2 can

increase as a result of adding more model parameters without adding value to the
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model thus resulting in ’“over-fitting”5 of the model to the data.

For example, if an R2 metric of 0.90 is achieved for an arbitrary dose response

curve. Then it can be concluded that 90% of the variance in the survival fraction is

the result of its relationship with the absorbed dose.

E.1.2.4 Adjusted Coefficient of Determination

Unlike the regular coefficient of determination, the adjusted coefficient of determina-

tion (R2
Adj) takes into account the number of parameters in the model. It is possible

to “overfit” a model by using unnecessary parameters. The adjusted R-squared

value allows models with different parameter spaces to be compared directly. Of

course a model with five parameters would be a better fit to a data set than a one

parameter model. The adjusted R-squared values allows these two models to be

compared directly. It is evaluated using

R2
Adj = 1− (1−R2)(n− 1)

n− p
(E.11)

for p model parameter, sample size n and the regular coefficient of determination R2.

The result is often smaller than the R2 and will only increase with the addition

of a parameter that improves the overall performance of the model by a significant

amount. Additionally, the adjusted R2 value will decrease following the introduction

of a irrelevant model parameter.

E.1.2.5 Pearson’s χ2 Test

The χ2 goodness-of-fit test was developed by Pearson in 1900 [182] and is among the

most common used in model testing and fitting. The current study is no exception.

The statistic is calculated using

χ2 =
n∑
i=1

(Oi − Ei)2

Ei
(E.12)

where Oi is the measured value, Ei is the model predicted value and n is the sam-

ple size. A χ2 statistic close to zero indicates that the model is a good fit to the data.

When weighted by errors we determine the χ2 statistic using the expected (yi)

and predicted (ŷi)

χ2 =
1

N − d

n∑
i=1

(yi − ŷ2
i )

ŷ2
i

(E.13)

5Models that contain unnecessary parameters decrease the degrees of freedom when it is not war-
ranted and should be penalised statistically.
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where σi are the measurement errors, N is the sample size and d are the number of

parameters in the fit equation. This is the χ2 statistic used in the current study for

a given error (standard error of the mean, standard deviation, etc.).

The result can also be scaled by the number of degrees of freedom as we have

done for this study. This allows direct comparison of fits with different sample size

n which is useful in the current context because n ranges between 5 and 24 in the

experimental data.





Appendix F

Regression Analysis Results:

Linear-Quadratic Model Fits to

Experimental Data

This appendix consists of the regression analysis results performed on fits using the

linear and non-linear form of the LQ model for the experimental data in Appendix D.
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Table F.1: The fit parameters and goodness-of-fit metrics for linearised LQ model fits to selected experimental data . Cell lines
of human origin are denoted by a dagger (†).

Study
LET Energy

Cell Line αOrig. (±SE) βOrig. (±SE) α (±SE) β (±SE) χ2
Orig. χ2 RMSE R2

(keV/µm) (MeV)

Ando et al. [174] - 235 SCC61† 0.470±0.114 0.085±0.019 0.418±0.062 0.092±0.012 17.583 15.481 0.977 0.776
Ando et al. [174] - 235 SCC61† 0.245±0.079 0.097±0.013 0.273±0.04 0.092±0.008 6.915 6.636 3.935 0.824
Ando et al. [174] - 235 NB1RGB† 0.390±0.050 0.041±0.008 0.528±0.035 0.017±0.008 3.257 1.284 2.576 0.915
Ando et al. [174] - 235 NB1RGB† 0.401±0.071 0.040±0.012 0.586±0.049 -0.003±0.013 7.233 3.184 1.133 0.255
Ando et al. [174] - 235 NB1RGB† 0.390±0.050 0.041±0.008 0.528±0.035 0.017±0.008 3.257 1.284 1.784 0.003
Ando et al. [174] - 235 V79 0.166±0.022 0.024±0.002 0.151±0.010 0.025±0.001 1.796 0.632 1.133 0.255
Ando et al. [174] - 235 V79 0.214±0.021 0.021±0.002 0.228±0.011 0.020±0.001 0.836 0.604 0.795 0.978

Antoccia et al. [175] 28.5 0.8 HFFF2† 0.910±0.030 0.000±0.000 0.922±0.038 -0.038±0.011 12.214 3.034 0.777 0.957

Baek et al. [124] - 190 HSG† 0.291±0.000 0.041±0.000 0.349±0.017 0.030±0.004 0.221 0.070 1.742 0.267

Belli et al. [60] 7.7 5.04 SQ20B† 0.150±0.050 0.011±0.012 0.154±0.010 0.011±0.002 0.179 0.167 0.409 0.642
Belli et al. [60] 19.8 1.49 SQ20B† 0.230±0.040 0.004±0.007 0.226±0.018 0.004±0.003 0.771 0.755 0.869 0.128
Belli et al. [60] 7.7 5.01 SCC25† 0.410±0.011 0.092±0.036 0.434±0.051 0.084±0.016 0.789 0.748 0.865 0.834
Belli et al. [60] 19.7 1.49 SCC25† 0.870±0.050 0.000±0.000 0.897±0.026 -0.009±0.009 0.139 0.116 0.340 0.161
Belli et al. [60] 29.5 0.88 SCC25† 0.810±0.030 0.000±0.000 0.900±0.048 -0.026±0.012 0.646 0.361 0.601 0.429
Belli et al. [60] 9.11 4.05 M10† 0.500±0.030 0.000±0.000 0.530±0.022 -0.005±0.004 0.451 0.391 0.625 0.114
Belli et al. [60] 21.4 1.35 M10† 0.490±0.020 0.000±0.000 0.467±0.038 0.003±0.007 1.517 1.482 1.218 0.011
Belli et al. [60] 33 0.79 M10† 0.930±0.050 0.000±0.000 1.047±0.050 -0.032±0.013 0.774 0.521 0.722 0.325
Belli et al. [60] 7.7 5.04 HF19† 0.550±0.010 0.000±0.000 0.514±0.048 0.001±0.012 7.627 4.267 2.066 0.001
Belli et al. [60] 19.5 1.49 HF19† 0.540±0.020 0.000±0.000 0.538±0.043 -0.002±0.011 1.866 1.776 1.333 0.002
Belli et al. [60] 29 0.88 HF19† 0.520±0.010 0.000±0.000 0.662±0.047 -0.03±0.009 5.627 2.464 1.570 0.476

Belli et al. [26] 7.7 5.01 V79 0.289±0.023 0.024±0.006 0.302±0.012 0.022±0.003 0.507 0.459 0.677 0.716
Belli et al. [26] 11 3.2 V79 0.372±0.032 0.036±0.009 0.376±0.016 0.033±0.004 0.988 0.926 0.962 0.77
Belli et al. [26] 20 1.41 V79 0.469±0.029 0.043±0.009 0.498±0.017 0.035±0.005 0.498 0.399 0.631 0.818
Belli et al. [26] 30.5 0.76 V79 0.721±0.017 0.000±0.000 0.720±0.027 0.001±0.008 1.807 1.797 1.341 0.001
Belli et al. [26] 34.6 0.65 V79 0.653±0.025 0.000±0.000 0.779±0.035 -0.032±0.008 4.622 1.999 1.414 0.565
Belli et al. [26] 37.8 0.57 V79 0.589±0.019 0.000±0.000 0.690±0.060 -0.023±0.003 3.624 2.090 1.446 0.529

Bettega et al. [61] 11 3.18 C3H10T12 0.470±0.060 0.019±0.014 0.469±0.038 0.023±0.010 1.609 1.429 1.196 0.312
Bettega et al. [61] 19.7 1.46 C3H10T12 0.430±0.060 0.038±0.013 0.424±0.027 0.039±0.006 0.759 0.747 0.864 0.769
Bettega et al. [61] 31.6 0.77 C3H10T12 0.670±0.040 0.000±0.000 0.729±0.056 -0.024±0.017 0.946 0.639 0.799 0.263
Bettega et al. [61] 32.5 0.74 C3H10T12 0.750±0.040 0.000±0.000 0.835±0.054 -0.027±0.017 0.525 0.364 0.604 0.302
Bettega et al. [61] 33.2 0.720 C3H10T12 1.020±0.060 0.000±0.000 1.002±0.066 0.001±0.029 0.480 0.448 0.669 <0.001

Bettega et al. [176] - 65 SCC25† 0.700±0.050 0.018±0.012 0.748±0.032 0.009±0.007 1.917 1.609 1.714 0.206
Bettega et al. [176] - 65 SCC25† 0.610±0.050 0.010±0.008 0.610±0.034 0.011±0.005 1.620 1.497 0.751 0.961
Bettega et al. [176] - 65 SCC25† 0.830±0.080 0.001±0.014 0.832±0.040 0.001±0.009 1.767 1.766 1.269 0.124

Calugaru et al. [177] - 76 HeLa† 0.293±0.026 0.020±0.012 0.287±0.015 0.022±0.008 1.405 1.35 1.224 0.279
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Study
LET Energy

Cell Line αOrig. (±SE) βOrig. (±SE) α (±SE) β (±SE) χ2
Orig. χ2 RMSE R2

(keV/µm) (MeV)

Calugaru et al. [177] - 201 HeLa† 0.213±0.016 0.054±0.007 0.177±0.002 0.055±0.001 4.479 0.085 1.329 0.001
Calugaru et al. [177] - 76 SQ20B† 0.029±0.013 0.012±0.002 0.025±0.003 0.013±0.000 2.451 1.767 1.162 0.410

Folkard et al. [96] 17 1.9 V79 0.130±0.036 0.078±0.007 0.183±0.031 0.07±0.006 3.106 2.821 1.68 0.818
Folkard et al. [96] 24 1.15 V79 0.330±0.038 0.066±0.005 0.335±0.012 0.067±0.002 0.672 0.586 0.765 0.969
Folkard et al. [96] 32 0.76 V79 1.030±0.016 0.000±0.000 1.069±0.029 -0.006±0.004 3.349 2.621 1.619 0.083

Folkard et al. [126] 10 3.66 V79 0.320±0.058 0.039±0.011 0.235±0.022 0.055±0.004 1.024 0.463 0.291 0.99
Folkard et al. [126] 18 1.83 V79 0.450±0.035 0.028±0.006 0.462±0.024 0.027±0.004 2.597 2.522 1.329 0.96
Folkard et al. [126] 28 1.07 V79 0.740±0.025 0.011±0.004 0.741±0.012 0.014±0.003 1.391 0.823 0.681 0.928

Goodhead et al. [169] 23 1.16 V79 0.300±0.060 0.052±0.008 0.232±0.012 0.059±0.002 15.94 9.997 1.588 0.544
Goodhead et al. [169] 20 1.38 V79 0.420±0.050 0.019±0.008 0.408±0.007 0.019±0.001 10.653 10.162 0.907 0.591
Goodhead et al. [169] 23 1.16 HeLa† 0.530±0.12 0.084±0.025 0.485±0.034 0.087±0.007 12.827 11.506 3.162 0.803
Goodhead et al. [169] 20 1.83 HeLa† 0.850±0.16 0.037±0.028 0.923±0.048 0.012±0.010 19.090 16.868 3.188 0.307

Guan et al. [27] 10.8 79.7 H460† 0.318±0.000 0.154±0.000 0.341±0.038 0.143±0.013 4.918 4.399 3.392 0.679
Guan et al. [27] 15.2 79.7 H460† 0.446±0.000 0.341±0.000 0.461±0.076 0.333±0.044 4.221 4.122 4.107 0.016
Guan et al. [27] 17.7 79.7 H460† 0.596±0.000 0.662±0.000 0.591±0.057 0.655±0.045 3.306 3.078 2.097 0.951
Guan et al. [27] 19 79.7 H460† 0.883±0.000 0.956±0.000 0.939±0.111 0.894±0.105 8.501 8.229 2.030 0.971

Gueulette et al. [125] - 85 CHO 0.071±0.044 0.085±0.007 0.023±0.011 0.083±0.002 5.315 1.847 1.755 0.974

Howard et al. [123] 1.78 71 CHO 0.220±0.040 0.030±0.010 0.224±0.008 0.033±0.001 1.604 0.293 1.324 0.808
Howard et al. [123] 3.36 71 CHO 0.240±0.060 0.050±0.010 0.236±0.014 0.053±0.003 0.276 0.21 0.541 0.982
Howard et al. [123] 4.35 71 CHO 0.340±0.100 0.050±0.020 0.228±0.036 0.078±0.009 1.025 0.359 0.458 0.969
Howard et al. [123] 7.34 71 CHO 0.470±0.110 0.040±0.030 0.411±0.048 0.054±0.012 1.211 0.954 0.599 0.936
Howard et al. [123] 0.99 160 CHO 0.220±0.030 0.030±0.010 0.216±0.011 0.034±0.002 2.069 0.567 1.755 0.974
Howard et al. [123] 2.26 160 CHO 0.230±0.040 0.040±0.010 0.203±0.022 0.042±0.005 1.207 0.779 2.869 0.859
Howard et al. [123] 4.19 160 CHO 0.290±0.070 0.050±0.010 0.261±0.020 0.052±0.004 0.559 0.340 1.359 0.928
Howard et al. [123] 7.29 160 CHO 0.310±0.100 0.060±0.020 0.287±0.047 0.069±0.011 0.731 0.598 0.753 0.961
Howard et al. [123] 1.78 71 A549† 0.280±0.050 0.030±0.010 0.264±0.010 0.033±0.001 0.14 0.095 0.753 0.961
Howard et al. [123] 3.36 71 A549† 0.320±0.070 0.030±0.010 0.234±0.029 0.052±0.006 0.951 0.295 0.883 0.875
Howard et al. [123] 7.29 71 A549† 0.590±0.080 0.010±0.010 0.480±0.056 0.029±0.012 1.201 0.689 0.883 0.875
Howard et al. [123] 0.99 160 A549† 0.250±0.040 0.030±0.010 0.247±0.008 0.027±0.001 2.052 0.085 0.583 0.937
Howard et al. [123] 2.26 160 A549† 0.230±0.040 0.020±0.010 0.232±0.020 0.023±0.003 4.124 0.178 0.773 0.879
Howard et al. [123] 4.19 160 A549† 0.190±0.050 0.040±0.010 0.155±0.018 0.042±0.003 1.161 0.544 0.308 0.976
Howard et al. [123] 7.29 160 A549† 0.260±0.070 0.040±0.010 0.265±0.007 0.042±0.002 0.162 0.019 0.543 0.920

Mastumoto et al. [178] - 190 HSG† 0.220±0.070 0.050±0.010 0.193±0.009 0.054±0.002 0.347 0.231 0.543 0.920
Mastumoto et al. [178] - 190 HSG† 0.280±0.070 0.050±0.010 0.267±0.012 0.050±0.002 1.456 0.437 0.83 0.527
Mastumoto et al. [178] - 190 HSG† 0.250±0.070 0.050±0.010 0.247±0.007 0.051±0.001 0.517 0.395 0.583 0.937
Mastumoto et al. [178] - 190 HSG† 0.260±0.030 0.050±0.010 0.236±0.008 0.057±0.001 3.062 0.436 0.773 0.879
Mastumoto et al. [178] - 190 HSG† 0.420±0.010 0.050±0.010 0.419±0.011 0.046±0.003 3.103 1.040 0.291 0.986
Mastumoto et al. [178] - 190 HSG† 0.410±0.040 0.050±0.010 0.403±0.010 0.052±0.002 0.953 0.910 0.422 0.977
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Study

LET Energy
Cell Line αOrig. (±SE) βOrig. (±SE) α (±SE) β (±SE) χ2

Orig. χ2 RMSE R2

(keV/µm) (MeV)

Mastumoto et al. [178] - 190 HSG† 0.380±0.030 0.050±0.010 0.380±0.014 0.053±0.003 1.825 1.211 0.738 0.947
Mastumoto et al. [178] - 190 HSG† 0.440±0.060 0.030±0.010 0.421±0.014 0.035±0.003 0.473 0.386 0.137 0.993
Mastumoto et al. [178] - 190 HSG† 0.420±0.070 0.030±0.010 0.428±0.006 0.028±0.001 0.332 0.232 0.481 0.985

Tang et al. [130] - 65 CHO 0.200±0.035 0.022±0.007 0.215±0.011 0.020±0.001 0.538 0.462 0.661 0.956
Tang et al. [130] - 65 CHO 0.210±0.044 0.022±0.007 0.219±0.011 0.023±0.001 1.106 0.334 0.628 0.987
Tang et al. [130] - 65 CHO 0.220±0.036 0.026±0.007 0.215±0.008 0.026±0.001 0.150 0.093 0.660 0.987
Tang et al. [130] - 65 CHO 0.249±0.045 0.025±0.008 0.259±0.008 0.020±0.001 11.967 0.658 1.020 0.932

Wouters et al. [38] 1.1 160 V79 0.114±0.027 0.048±0.007 0.122±0.000 0.047±0.000 0.014 <0.001 0.954 0.961
Wouters et al. [38] 2.06 160 V79 0.104±0.017 0.055±0.003 0.112±0.001 0.054±0.000 0.01 0.001 1.101 0.955
Wouters et al. [38] 2.41 160 V79 0.113±0.014 0.054±0.003 0.124±0.001 0.053±0.000 0.026 <0.001 0.622 0.897
Wouters et al. [38] 3.2 160 V79 0.133±0.014 0.055±0.003 0.141±0.000 0.054±0.000 0.007 <0.001 0.482 0.972
Wouters et al. [38] 4.74 160 V79 0.141±0.007 0.059±0.001 0.153±0.000 0.057±0.000 0.014 0.002 0.68 0.954
Wouters et al. [38] 1.03 160 V79 0.103±0.016 0.051±0.003 0.103±0.000 0.05±0 0.038 <0.001 0.578 0.954
Wouters et al. [38] 1.95 230 V79 0.103±0.008 0.054±0.002 0.101±0.001 0.054±0.000 0.002 <0.001 0.306 0.985
Wouters et al. [38] 2.28 230 V79 0.102±0.008 0.057±0.002 0.103±0.001 0.057±0.000 0.001 <0.001 0.811 0.951
Wouters et al. [38] 2.95 230 V79 0.123±0.011 0.057±0.002 0.122±0.000 0.057±0.000 0.004 <0.001 0.016 0.999
Wouters et al. [38] 4.02 230 V79 0.121±0.013 0.063±0.002 0.122±0.000 0.062±0.000 0.010 <0.001 0.035 0.999
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Table F.4: The fit parameters and goodness-of-fit metrics for non-linear LQ model fits to selected experimental data .

Study
LET Energy

Cell Line αOrig. (±SE) βOrig. (±SE) α (±SE) β (±SE) χ2
Orig. χ2 RMSE R2 RBE

(keV/µm) (MeV) 10%

Ando et al. [174] - 235 SCC61† 0.470 ± 0.114 0.085 ± 0.019 0.481 ± 0.069 0.082 ± 0.014 14.931 14.860 3.855 0.941 1.102
Ando et al. [174] - 235 SCC61† 0.245 ± 0.079 0.097 ± 0.013 0.298 ± 0.042 0.088 ± 0.008 7.276 6.343 2.518 0.977 0.931
Ando et al. [174] - 235 NB1RGB† 0.401 ± 0.071 0.040 ± 0.012 0.578 ± 0.045 0.003 ± 0.011 8.699 3.249 1.803 0.97 1.103
Ando et al. [174] - 235 NB1RGB† 0.390 ± 0.050 0.041 ± 0.008 0.544 ± 0.036 0.015 ± 0.008 3.665 1.195 1.093 0.988 1.121
Ando et al. [174] - 235 V79 0.166 ± 0.022 0.024 ± 0.002 0.153 ± 0.009 0.024 ± 0.001 1.461 0.519 0.721 0.996 0.999
Ando et al. [174] - 235 V79 0.214 ± 0.021 0.021 ± 0.002 0.232 ± 0.011 0.02 ± 0.001 0.796 0.503 0.709 0.994 1.099

Antoccia et al. [175] 28.5 0.8 HFFF2† 0.910 ± 0.030 0.000 ± 0.000 0.939 ± 0.034 -0.042 ± 0.010 7.417 2.178 1.476 0.978 1.598

Baek et al. [124] - 190 HSG† 0.291 ± 0.000 0.041 ± 0.000 0.348 ± 0.016 0.031 ± 0.004 0.174 0.052 0.229 0.998 1.033

Belli et al. [60] 7.7 5.04 SQ20B† 0.150 ± 0.050 0.011 ± 0.012 0.155 ± 0.011 0.011 ± 0.002 0.164 0.147 0.384 0.994 0.898
Belli et al. [60] 19.8 1.49 SQ20B† 0.230 ± 0.040 0.004 ± 0.007 0.234 ± 0.018 0.003 ± 0.003 0.69 0.683 0.826 0.985 0.926
Belli et al. [60] 30 0.88 SQ20B† 0.450 ± 0.050 0.000 ± 0.000 0.567 ± 0.018 -0.033 ± 0.003 9.909 0.762 0.873 0.986 1.246
Belli et al. [60] 7.7 5.01 SCC25† 0.410 ± 0.011 0.092 ± 0.036 0.440 ± 0.050 0.082 ± 0.016 0.676 0.634 0.797 0.991 1.035
Belli et al. [60] 19.7 1.49 SCC25† 0.870 ± 0.050 0.000 ± 0.000 0.894 ± 0.026 -0.007 ± 0.009 0.108 0.094 0.306 0.998 1.281
Belli et al. [60] 29.5 29.5 SCC25† 0.810 ± 0.030 0.000 ± 0.000 0.915 ± 0.044 -0.029 ± 0.011 0.566 0.259 0.509 0.995 1.220
Belli et al. [60] 9.11 4.05 M10† 0.500 ± 0.030 0.000 ± 0.000 0.539 ± 0.020 -0.006 ± 0.004 0.381 0.288 0.536 0.996 0.908
Belli et al. [60] 21.4 1.35 M10† 0.490 ± 0.020 0.000 ± 0.000 0.503 ± 0.036 -0.001 ± 0.006 1.209 1.182 1.087 0.954 0.888
Belli et al. [60] 33 0.79 M10† 0.930 ± 0.050 0.000 ± 0.000 1.079 ± 0.047 -0.037 ± 0.012 0.745 0.382 0.618 0.980 1.769
Belli et al. [60] 7.7 5.04 HF19† 0.550 ± 0.010 0.000 ± 0.000 0.526 ± 0.047 0.000 ± 0.011 6.075 4.269 2.066 0.974 0.830
Belli et al. [60] 19.5 1.49 HF19† 0.540 ± 0.020 0.000 ± 0.000 0.559 ± 0.043 -0.006 ± 0.011 1.608 1.552 1.246 0.975 0.843
Belli et al. [60] 29 0.88 HF19† 0.520 ± 0.010 0.000 ± 0.000 0.687 ± 0.043 -0.035 ± 0.008 5.907 1.927 1.388 0.963 0.854

Belli et al. [26] 7.7 5.01 V79 0.289 ± 0.023 0.024 ± 0.006 0.304 ± 0.012 0.022 ± 0.003 0.487 0.420 0.648 0.995 1.048
Belli et al. [26] 11 3.2 V79 0.372 ± 0.032 0.036 ± 0.009 0.375 ± 0.017 0.035 ± 0.004 0.871 0.863 0.929 0.994 1.307
Belli et al. [26] 20 1.41 V79 0.469 ± 0.029 0.043 ± 0.009 0.502 ± 0.017 0.034 ± 0.005 0.484 0.366 0.605 0.997 1.559
Belli et al. [26] 30.5 0.76 V79 0.721 ± 0.017 0.000 ± 0.000 0.730 ± 0.027 -0.001 ± 0.008 1.785 1.719 1.311 0.990 1.808
Belli et al. [26] 34.6 0.65 V79 0.653 ± 0.025 0.000 ± 0.000 0.791 ± 0.035 -0.034 ± 0.008 4.268 1.766 1.329 0.984 1.672
Belli et al. [26] 37.8 0.57 V79 0.580 ± 0.019 0.000 ± 0.000 0.701 ± 0.055 -0.025 ± 0.011 3.887 1.746 1.321 0.985 1.488

Bettega et al. [61] 11 3.18 C3H10T12 0.470 ± 0.060 0.019 ± 0.014 0.487 ± 0.038 0.019 ± 0.010 1.518 1.242 1.115 0.978 1.575
Bettega et al. [61] 19.7 1.460 C3H10T12 0.430 ± 0.060 0.038 ± 0.013 0.432 ± 0.028 0.037 ± 0.006 0.701 0.697 0.835 0.989 1.619
Bettega et al. [61] 28.8 0.870 C3H10T12 0.550 ± 0.012 0.053 ± 0.031 0.578 ± 0.034 0.047 ± 0.009 0.233 0.178 0.422 0.995 2.033
Bettega et al. [61] 31.6 0.770 C3H10T12 0.670 ± 0.040 0.000 ± 0.000 0.752 ± 0.053 -0.029 ± 0.016 0.815 0.497 0.705 0.988 1.814
Bettega et al. [61] 32.5 0.740 C3H10T12 0.750 ± 0.040 0.000 ± 0.000 0.836 ± 0.058 -0.025 ± 0.019 0.445 0.314 0.560 0.990 2.128
Bettega et al. [61] 33.2 0.720 C3H10T12 1.020 ± 0.060 0.000 ± 0.000 0.998 ± 0.067 0.007 ± 0.032 0.384 0.375 0.612 0.993 2.835

Bettega et al. [176] - 65 SCC25† 0.570 ± 0.060 0.012 ± 0.011 0.596 ± 0.038 0.008 ± 0.007 2.776 2.640 1.625 0.975 0.999
Bettega et al. [176] - 65 SCC25† 1.230 ± 0.120 0.000 ± 0.000 1.392 ± 0.024 -0.065 ± 0.004 8.951 0.511 0.715 0.992 1.058
Bettega et al. [176] - 65 SCC25† 0.700 ± 0.050 0.018 ± 0.012 0.732 ± 0.037 0.015 ± 0.008 1.756 1.420 1.192 0.982 1.237
Bettega et al. [176] - 65 SCC25† 0.610 ± 0.050 0.010 ± 0.008 0.630 ± 0.033 0.008 ± 0.005 1.533 1.344 1.159 0.983 1.051
Bettega et al. [176] - 65 SCC25† 0.830 ± 0.080 0.001 ± 0.014 0.855 ± 0.043 -0.002 ± 0.010 1.686 1.606 1.267 0.981 1.355
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LET Energy
Cell Line αOrig. (±SE) βOrig. (±SE) α (±SE) β (±SE) χ2

Orig. χ2 RMSE R2 RBE
(keV/µm) (MeV) 10%

Calugaru et al. [177] - 76 HeLa† 0.293 ± 0.026 0.020 ± 0.012 0.288 ± 0.015 0.021 ± 0.008 1.387 1.348 1.161 0.995 0.99
Calugaru et al. [177] - 201 HeLa† 0.213 ± 0.016 0.054 ± 0.007 0.177 ± 0.002 0.055 ± 0.001 4.164 0.08 0.282 1.000 1.105
Calugaru et al. [177] - 76 SQ20B† 0.029 ± 0.013 0.012 ± 0.002 0.027 ± 0.004 0.013 ± 0.000 2.468 1.759 1.326 0.997 1.099

Folkard et al. [96] 17 0.72 V79 0.130 ± 0.036 0.078 ± 0.007 0.132 ± 0.028 0.085 ± 0.006 2.273 1.506 1.227 0.978 1.261
Folkard et al. [96] 24 1.15 V79 0.330 ± 0.038 0.066 ± 0.005 0.343 ± 0.013 0.065 ± 0.002 0.667 0.565 0.752 0.993 1.463
Folkard et al. [96] 32 0.76 V79 1.030 ± 0.016 0.000 ± 0.000 1.098 ± 0.026 -0.010 ± 0.003 3.009 2.039 1.428 0.962 2.645

Folkard et al. [126] 10 3.66 V79 0.320 ± 0.058 0.039 ± 0.011 0.231 ± 0.023 0.057 ± 0.005 0.809 0.352 0.593 0.99 1.219
Folkard et al. [126] 18 1.83 V79 0.450 ± 0.035 0.028 ± 0.006 0.468 ± 0.024 0.029 ± 0.005 2.255 1.767 1.329 0.969 1.429
Folkard et al. [126] 28 1.07 V79 0.740 ± 0.025 0.011 ± 0.004 0.740 ± 0.013 0.015 ± 0.003 1.351 0.658 0.811 0.995 1.923

Goodhead et al. [169] - 1.16 V79 0.300 ± 0.060 0.052 ± 0.008 0.247 ± 0.014 0.060 ± 0.003 14.293 12.946 3.598 0.948 -
Goodhead et al. [169] 20 1.38 V79 0.420 ± 0.050 0.019 ± 0.008 0.439 ± 0.007 0.014 ± 0.001 9.516 9.23 3.038 0.965 -
Goodhead et al. [169] 20 1.83 HeLa† 0.530 ± 0.120 0.084 ± 0.025 0.549 ± 0.036 0.083 ± 0.007 10.355 10.107 3.179 0.887 -
Goodhead et al. [169] 23 1.16 HeLa† 0.850 ± 0.160 0.037 ± 0.028 1.001 ± 0.047 0.022 ± 0.009 16.160 11.767 3.430 0.764 -

Guan et al. [27] 10.8 79.7 H460† 0.318 ± 0.000 0.154 ± 0.000 0.336 ± 0.040 0.147 ± 0.016 4.305 4.165 2.041 0.995 1.316
Guan et al. [27] 10.8 79.7 H460† 0.446 ± 0.000 0.341 ± 0.000 0.459 ± 0.079 0.336 ± 0.048 3.905 3.780 1.944 0.997 1.934
Guan et al. [27] 17.7 79.7 H460† 0.596 ± 0.000 0.662 ± 0.000 0.585 ± 0.062 0.665 ± 0.050 3.165 3.100 1.761 0.997 2.654
Guan et al. [27] 19 79.7 H460† 0.883 ± 0.000 0.956 ± 0.000 0.854 ± 0.106 1.002 ± 0.106 6.278 6.031 2.456 0.988 3.397

Gueulette et al. [125] - 85 CHO 0.071 ± 0.044 0.085 ± 0.007 0.021 ± 0.012 0.086 ± 0.002 2.819 1.62 1.273 0.973 1.005

Howard et al. [123] 1.78 71 CHO 0.220 ± 0.040 0.030 ± 0.010 0.225 ± 0.008 0.033 ± 0.001 1.69 0.255 0.505 0.998 1.083
Howard et al. [123] 3.36 71 CHO 0.240 ± 0.060 0.050 ± 0.010 0.236 ± 0.015 0.053 ± 0.003 0.251 0.177 0.421 0.996 1.283
Howard et al. [123] 4.35 71 CHO 0.340 ± 0.100 0.050 ± 0.020 0.228 ± 0.036 0.079 ± 0.009 0.831 0.287 0.536 0.993 1.462
Howard et al. [123] 0.990 160 CHO 0.220 ± 0.030 0.030 ± 0.010 0.222 ± 0.011 0.034 ± 0.002 2.295 0.499 0.706 0.993 1.095
Howard et al. [123] 2.26 160 CHO 0.230 ± 0.040 0.040 ± 0.010 0.209 ± 0.022 0.041 ± 0.005 0.902 0.625 0.79 0.991 1.141
Howard et al. [123] 4.19 160 CHO 0.290 ± 0.070 0.050 ± 0.010 0.261 ± 0.019 0.052 ± 0.004 0.348 0.239 0.489 0.995 1.337
Howard et al. [123] 7.29 160 CHO 0.310 ± 0.100 0.060 ± 0.020 0.284 ± 0.048 0.071 ± 0.012 0.646 0.477 0.69 0.988 1.523
Howard et al. [123] 1.78 71 A549† 0.280 ± 0.050 0.030 ± 0.010 0.266 ± 0.010 0.033 ± 0.002 0.119 0.079 0.282 0.997 1.234
Howard et al. [123] 3.36 71 A549† 0.320 ± 0.070 0.030 ± 0.010 0.236 ± 0.029 0.051 ± 0.006 0.881 0.249 0.499 0.994 1.355
Howard et al. [123] 4.35 71 A549† 0.460 ± 0.070 0.030 ± 0.010 0.416 ± 0.044 0.040 ± 0.01 0.563 0.472 0.687 0.990 1.622
Howard et al. [123] 7.29 71 A549† 0.590 ± 0.080 0.010 ± 0.010 0.486 ± 0.056 0.030 ± 0.012 0.855 0.535 0.732 0.982 1.689
Howard et al. [123] 0.99 160 A549† 0.250 ± 0.040 0.030 ± 0.010 0.247 ± 0.009 0.027 ± 0.001 1.48 0.075 0.274 0.999 1.125
Howard et al. [123] 2.26 160 A549† 0.230 ± 0.040 0.020 ± 0.010 0.231 ± 0.021 0.024 ± 0.003 4.583 0.146 0.382 0.998 1.057
Howard et al. [123] 4.19 160 A549† 0.190 ± 0.050 0.040 ± 0.010 0.154 ± 0.019 0.043 ± 0.003 0.883 0.488 0.698 0.993 1.129
Howard et al. [123] 7.29 160 A549† 0.260 ± 0.070 0.040 ± 0.010 0.266 ± 0.008 0.042 ± 0.002 0.141 0.016 0.127 1.000 1.325

Mastumoto et al. [178] - 190 HSG† 0.220 ± 0.070 0.050 ± 0.010 0.192 ± 0.009 0.054 ± 0.002 0.296 0.195 0.442 0.998 1.241
Mastumoto et al. [178] - 190 HSG† 0.280 ± 0.070 0.050 ± 0.010 0.268 ± 0.012 0.05 ± 0.002 1.249 0.410 0.641 0.997 1.334
Mastumoto et al. [178] - 190 HSG† 0.250 ± 0.070 0.050 ± 0.010 0.247 ± 0.007 0.051 ± 0.001 0.511 0.376 0.613 0.998 1.311
Mastumoto et al. [178] - 190 HSG† 0.260 ± 0.030 0.050 ± 0.010 0.238 ± 0.007 0.057 ± 0.001 3.218 0.409 0.639 0.998 1.341
Mastumoto et al. [178] - 190 HSG† 0.420 ± 0.010 0.050 ± 0.010 0.422 ± 0.012 0.046 ± 0.003 2.780 1.039 1.019 0.998 1.602
Mastumoto et al. [178] - 190 HSG† 0.410 ± 0.040 0.050 ± 0.010 0.405 ± 0.009 0.052 ± 0.002 0.851 0.814 0.902 0.998 1.616
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Study
LET Energy

Cell Line αOrig. (±SE) βOrig. (±SE) α (±SE) β (±SE) χ2
Orig. χ2 RMSE R2 RBE

(keV/µm) (MeV) 10%

Mastumoto et al. [178] - 190 HSG† 0.380 ± 0.030 0.050 ± 0.01 0.383 ± 0.014 0.052 ± 0.003 1.798 1.118 1.058 0.996 1.575
Mastumoto et al. [178] - 190 HSG† 0.440 ± 0.060 0.030 ± 0.01 0.426 ± 0.014 0.034 ± 0.003 0.421 0.346 0.588 0.996 1.511
Mastumoto et al. [178] - 190 HSG† 0.420 ± 0.070 0.030 ± 0.010 0.429 ± 0.006 0.028 ± 0.001 0.305 0.208 0.456 0.999 1.467

Tang et al. [130] - 65 CHO 0.200 ± 0.035 0.022 ± 0.007 0.218 ± 0.011 0.020 ± 0.001 0.514 0.42 0.648 0.996 1.056
Tang et al. [130] - 65 CHO 0.210 ± 0.044 0.022 ± 0.007 0.220 ± 0.011 0.023 ± 0.001 1.08 0.287 0.536 0.997 1.106
Tang et al. [130] - 65 CHO 0.220 ± 0.036 0.026 ± 0.007 0.216 ± 0.007 0.026 ± 0.001 0.116 0.081 0.284 0.998 1.133
Tang et al. [130] - 65 CHO 0.249 ± 0.045 0.025 ± 0.008 0.264 ± 0.009 0.019 ± 0.001 7.667 0.636 0.797 0.997 1.150

Wouters et al. [38] 1.1 160 V79 0.114 ± 0.027 0.048 ± 0.007 0.122 ± 0.001 0.047 ± 0.001 0.012 <0.001 0.015 0.999 1.047
Wouters et al. [38] 2.06 160 V79 0.104 ± 0.017 0.055 ± 0.003 0.112 ± 0.001 0.054 ± 0.001 0.007 0.001 0.033 0.999 1.086
Wouters et al. [38] 2.41 160 V79 0.113 ± 0.014 0.054 ± 0.003 0.123 ± 0.001 0.053 ± 0.001 0.022 <0.001 0.014 0.999 1.100
Wouters et al. [38] 3.2 160 V79 0.133 ± 0.014 0.055 ± 0.003 0.141 ± 0.001 0.054 ± 0.001 0.005 <0.001 0.02 0.999 1.132
Wouters et al. [38] 4.74 160 V79 0.141 ± 0.007 0.059 ± 0.001 0.154 ± 0.001 0.057 ± 0.001 0.012 0.002 0.044 0.999 1.180
Wouters et al. [38] 1.03 230 V79 0.103 ± 0.016 0.051 ± 0.003 0.103 ± 0.001 0.05 ± 0.001 0.029 <0.001 0.01 0.999 1.044
Wouters et al. [38] 1.95 230 V79 0.103 ± 0.008 0.054 ± 0.002 0.101 ± 0.001 0.054 ± 0.001 0.002 <0.001 0.015 0.999 1.073
Wouters et al. [38] 2.28 230 V79 0.102 ± 0.008 0.057 ± 0.002 0.103 ± 0.001 0.057 ± 0.001 <0.001 <0.001 0.019 0.999 1.100
Wouters et al. [38] 2.95 230 V79 0.123 ± 0.011 0.057 ± 0.002 0.122 ± 0.001 0.057 ± 0.001 0.003 <0.001 0.012 0.999 1.128
Wouters et al. [38] 4.02 230 V79 0.121 ± 0.013 0.063 ± 0.002 0.122 ± 0.001 0.062 ± 0.001 0.007 <0.001 0.015 0.999 1.173





Appendix G

Hypothesis Testing Results:

Linear-Quadratic Model Fits to

Experimental Data

This appendix consists of the hypothesis testing results performed on fits using the

linear and non-linear forms of the LQ model to the experimental data in Appendix D.

The details of the test listed below are provided in Appendix F. Note: The results

of each test indicate the following.

� Kolmogorov-Smirnov (KS) Test: 3= Residual errors distributed normally,

7= Residual errors are not distributed normally.

� Anderson-Darling (AD) Test: 3= Residual errors distributed normally,

7= Residual errors are not distributed normally.

� Breusch-Pagan (BP) Test:

3= residual errors are homoscedastic (have constant variance),

7= residual errors are heteroscedastic (do not have constant variance).

� White Test: 3= residual errors are homoscedastic (have constant variance),

7= residual errors are heteroscedastic (do not have constant variance).

� Durbin-Watson (DW) Test: 3= Residual errors do not have autocorrelation,

7+/- = Residual errors have positive/negative autocorrelation,

- = inconclusive.

If either the LET, proton energy, or cell line are not reported in the literature, they

are indicated with a “-”. Cell lines of human descent are indicated with a dagger
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(†). All data with non-Normally distributed residual errors (i.e. that fail the KS or

AD tests) are not eligible for the BP test and are therefore indicated with a “-”.



317

Table G.1: Hypothesis and “regression assumption” testing results for LQ fits
using linear regression analysis.

Data
LET (keV/µm)/ Sample KS AD BP White DW
Energy (MeV)/ Size Test Test Test Test Test
Cell Line

Ando et al. [174] -/235/SCC61† 6 3 3 7 3 3

Ando et al. [174] -/235/SCC61† 6 3 3 3 3 3

Ando et al. [174] -/235/NB1RGB† 6 3 3 3 3 3

Ando et al. [174] -/235/NB1RGB† 6 3 3 3 3 3

Ando et al. [174] -/235/V79 6 7 7 - 3 3

Ando et al. [174] -/235/V79 6 3 3 3 3 -

Antoccia et al. [175] 28.5/0.8/HFFF2† 8 7 7 - 3 -

Belli et al. [60] 7.7/5.04/SQ20B† 6 3 3 3 3 3

Belli et al. [60] 19.8/1.49/SQ20B† 6 3 3 3 3 -
Belli et al. [60] 7.7/5.01/SCC25† 6 7 7 - 3 -
Belli et al. [60] 19.7/1.49/SCC25† 5 3 3 3 3 -
Belli et al. [60] 29.5/29.5/SCC25† 5 7 7 - 3 -
Belli et al. [60] 9.11/4.05/M10† 6 7 7 - 3 -
Belli et al. [60] 21.4/1.35/M10† 7 7 7 - 3 -
Belli et al. [60] 33/0.79/M10† 6 7 7 - 3 -
Belli et al. [60] 7.7/5.04/HF19† 6 3 3 3 3 -
Belli et al. [60] 19.5/1.49/HF19† 6 3 3 7 3 -
Belli et al. [60] 29/0.88/HF19† 6 3 7 - 3 -

Belli et al. [26] 7.7/5.01/V79 7 3 3 3 3 3

Belli et al. [26] 11/3.2/V79 6 3 3 3 3 3

Belli et al. [26] 20/1.41/V79 6 3 3 3 3 3

Belli et al. [26] 30.5/0.76/V79 6 3 3 3 3 3

Belli et al. [26] 34.6/0.65/V79 6 3 3 7 3 -
Belli et al. [26] 37.8/0.57/V79 7 7 7 - 3 -

Bettaga et al. [61] 11/3.18/C3H10T12† 6 3 3 3 3 -
Bettaga et al. [61] 19.7/1.46/C3H10T12† 6 7 7 - 3 3

Bettaga et al. [61] 31.6/0.77/C3H10T12† 5 3 3 3 3 -
Bettaga et al. [61] 32.5/0.74/C3H10T12† 5 7 7 - 3 3

Bettaga et al. [61] 33.2/0.72/C3H10T12† 6 3 3 3 3 -

Bettega et al. [176] -/65/SCC25† 6 3 3 3 3 3

Bettega et al. [176] -/65/SCC25† 6 7 7 - 3 -
Bettega et al. [176] -/65/SCC25† 6 3 3 3 3 3

Bettega et al. [176] -/65/SCC25† 6 7 7 - 3 3

Bettega et al. [176] -/65/SCC25† 6 3 3 3 3 3

Calugaru et al. [177] -/76/HeLa† 6 7 7 - 3 -
Calugaru et al. [177] -/201/HeLa† 7 7 7 - 3 -
Calugaru et al. [177] -/76/SQ20B† 9 3 3 3 3 3

Folkard et al. [96] 17/0.72/V79 8 7 3 - 3 3

Folkard et al. [96] 24/1.15/V79 8 7 7 - 3 -
Folkard et al. [96] 32/0.76/V79 8 3 7 - 3 7+

Folkard et al. [126] 10/3.66/V79 6 3 3 3 3 -
Folkard et al. [126] 18/1.83/V79 8 3 3 3 3 3

Folkard et al. [126] 28/1.07/V79 7 3 3 3 3 3

Goodhead et al. [169] 20/1.38/V79 23 3 3 7 7 -
Goodhead et al. [169] 20/1.83/HeLa† 11 3 3 3 7 3

Goodhead et al. [169] 23/1.16/HeLa† 12 7 7 - 3 3

Guan et al. [27] 10.8/79.7/H460† 5 3 3 3 3 3

Guan et al. [27] 15.2/79.7/H460† 4 3 3 3 3 3

Guan et al. [27] 17.7/79.7/H460† 5 7 7 - 3 3

Guan et al. [27] 19/79.7/H460† 6 3 3 3 3 3

Gueulette et al. [125] -/85/CHO 14 7 7 - 7 7+

Howard et al. [123] 1.78/71/CHO 6 3 3 3 3 -
Howard et al. [123] 3.36/71/CHO 6 3 3 3 3 3

Howard et al. [123] 4.35/71/CHO 5 3 3 3 3 3

Howard et al. [123] 0.99/160/CHO 7 7 7 - 3 3

Howard et al. [123] 2.26/160/CHO 6 7 7 - 3 -
Howard et al. [123] 4.19/160/CHO 6 3 3 3 3 -
Howard et al. [123] 7.29/160/CHO 5 3 3 3 3 -



318Appendix G. Hypothesis Testing Results: Linear-Quadratic Model Fits to Experimental Data

Data
LET (keV/µm)/ Sample KS AD BP White DW
Energy (MeV)/ Size Test Test Test Test Test
Cell Line

Howard et al. [123] 1.78/71/A549† 6 7 7 - 3 3

Howard et al. [123] 3.36/71/A549† 5 3 3 3 3 3

Howard et al. [123] 7.29/71/A549† 5 3 3 3 3 3

Howard et al. [123] 0.99/160/A549† 5 3 3 3 3 3

Howard et al. [123] 2.26/160/A549† 6 3 3 3 3 3

Howard et al. [123] 4.19/160/A549† 6 3 3 3 3 -
Howard et al. [123] 7.29/160/A549† 5 3 3 3 3 3

Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3 -
Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3 -
Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3 7+
Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3 -
Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3 -
Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3 -
Matsumoto et al. [178] -/190/HSG† 6 7 7 - 3 -
Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3 -
Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3 -

Tang et al. [130] -/65/CHO 6 7 7 - 3 -
Tang et al. [130] -/65/CHO 6 7 7 - 3 -
Tang et al. [130] -/65/CHO 6 3 3 3 3 -
Tang et al. [130] -/65/CHO 7 7 7 - 3 -

Wouters et al. [38] 1.1/160/V79 15 3 3 7 7 3

Wouters et al. [38] 2.06/160/V79 19 7 7 - 7 3

Wouters et al. [38] 2.41/160/V79 14 7 7 - 3 7+
Wouters et al. [38] 3.2/160/V79 18 7 7 - 7 3

Wouters et al. [38] 4.74/160/V79 16 7 7 - 7 7+
Wouters et al. [38] 1.03/230/V79 9 3 3 3 3 -
Wouters et al. [38] 1.95/230/V79 14 3 7 - 7 -
Wouters et al. [38] 2.28/230/V79 16 3 3 3 7+
Wouters et al. [38] 2.95/230/V79 16 3 3 7 7 3

Wouters et al. [38] 4.02/230/V79 15 3 7 - 7 3
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Table G.2: Hypothesis and “regression assumption” testing results for LQ fits
using non-linear regression analysis. Note: The BP test is not valid for fits with
non-Normally distributed errors. Therefore, BP test result of the fits that fail the
KS and AD tests are denoted with a “-”.

Data
LET (keV/µm) Sample KS AD BP White
Energy (MeV)/ Size Test Test Test Test
Cell Line

Ando et al. [174] -/235/SCC61† 6 3 3 3 3

Ando et al. [174] -/235/SCC61† 6 3 3 3 3

Ando et al. [174] -/235/NB1RGB† 6 3 3 3 3

Ando et al. [174] -/235/NB1RGB† 6 3 3 3 3

Ando et al. [174] -/235/V79 6 7 7 - 3

Ando et al. [174] -/235/V79 6 3 3 3 3

Antoccia et al. [175] 28.5/0.8/HFFF2† 8 7 7 - 3

Belli et al. [60] 7.7/5.04/SQ20B† 6 3 3 3 3

Belli et al. [60] 19.8/1.49/SQ20B† 6 3 3 3 3

Belli et al. [60] 7.7/5.01/SCC25† 6 7 7 - 3

Belli et al. [60] 19.7/1.49/SCC25† 5 3 3 3 3

Belli et al. [60] 29.5/29.5/SCC25† 5 7 7 - 3

Belli et al. [60] 9.11/4.05/M10† 6 3 3 3 3

Belli et al. [60] 21.4/1.35/M10† 7 3 3 3 3

Belli et al. [60] 33/0.79/M10† 6 3 3 3 3

Belli et al. [60] 7.7/5.04/HF19† 6 3 3 3 3

Belli et al. [60] 19.5/1.49/HF19† 6 3 3 3 3

Belli et al. [60] 29/0.88/HF19† 6 3 7 3 3

Belli et al. [26] 7.7/5.01/V79 7 3 3 3 3

Belli et al. [26] 11/3.2/V79 6 3 3 3 3

Belli et al. [26] 20/1.41/V79 6 3 3 3 3

Belli et al. [26] 30.5/0.76/V79 6 3 3 7 3

Belli et al. [26] 34.6/0.65/V79 6 7 7 - 3

Belli et al. [26] 37.8/0.57/V79 7 7 7 - 3

Bettega et al. [61] 11/3.18/C3H10T12 6 3 3 3 3

Bettega et al. [61] 19.7/1.46/C3H10T12 6 3 3 3 3

Bettega et al. [61] 28.8/0.87/C3H10T12 5 3 3 3 7

Bettega et al. [61] 31.6/0.77/C3H10T12 5 3 3 3 3

Bettega et al. [61] 32.5/0.74/C3H10T12 5 3 3 3 3

Bettega et al. [61] 33.2/0.72/C3H10T12 6 3 3 7 3

Bettega et al. [176] -/65/SCC25† 6 3 3 7 3

Bettega et al. [176] -/65/SCC25† 6 7 7 - 3

Bettega et al. [176] -/65/SCC25† 6 3 3 3 3

Bettega et al. [176] -/65/SCC25† 6 3 3 3 3

Bettega et al. [176] -/65/SCC25† 6 3 3 3 3

Calugaru et al. [177] -/76/HeLa† 6 3 3 3 3

Calugaru et al. [177] -/201/HeLa† 7 7 7 - 3

Calugaru et al. [177] -/76/SQ20B† 9 3 3 3 3

Folkard et al. [96] 17/0.72/V79 8 3 3 3 3

Folkard et al. [96] 24/1.15/V79 8 7 7 - 3

Folkard et al. [96] 32/0.76/V79 8 7 7 - 3

Folkard et al. [126] 10/3.66/V79 6 3 3 3 3

Folkard et al. [126] 18/1.83/V79 8 7 7 - 3

Folkard et al. [126] 28/1.07/V79 7 7 7 - 3

Goodhead et al. [169] 20/1.38/V79 23 3 3 3 7

Goodhead et al. [169] 20/1.83/HeLa† 11 7 7 - 3

Goodhead et al. [169] 23/1.16/HeLa† 12 7 7 - 3

Guan et al. [27] 10.8/79.7/H460† 5 3 3 3 3

Guan et al. [27] 15.2/79.7/H460† 4 3 3 3 3

Guan et al. [27] 17.7/79.7/H460† 5 7 7 - 3

Guan et al. [27] 19/79.7/H460† 6 3 3 3 3

Gueulette et al. [125] Proximal/85/CHO 14 3 3 3 3

Howard et al. [123] 1.78/71/CHO 6 3 3 3 3

Howard et al. [123] 3.36/71/CHO 6 3 3 7 3

Howard et al. [123] 4.35/71/CHO 5 3 3 3 3
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Data
LET (keV/µm) Sample KS AD BP White
Energy (MeV)/ Size Test Test Test Test
Cell Line

Howard et al. [123] 0.99/160/CHO 7 7 7 - 3

Howard et al. [123] 2.26/160/CHO 6 7 7 - 3

Howard et al. [123] 4.19/160/CHO 6 3 3 3 3

Howard et al. [123] 7.29/160/CHO 5 7 7 - 3

Howard et al. [123] 1.78/71/A549† 6 7 7 - 3

Howard et al. [123] 3.36/71/A549† 5 3 3 7 3

Howard et al. [123] 7.29/71/A549† 5 3 3 3 3

Howard et al. [123] 0.99/160/A549† 5 7 7 - 3

Howard et al. [123] 2.26/160/A549† 6 3 7 3 3

Howard et al. [123] 4.19/160/A549† 6 7 7 - 3

Howard et al. [123] 7.29/160/A549† 5 3 3 3 3

Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3

Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3

Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3

Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3

Matsumoto et al. [178] -/190/HSG† 7 3 3 3 3

Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3

Matsumoto et al. [178] -/190/HSG† 6 3 7 - 3

Matsumoto et al. [178] -/190/HSG† 7 3 3 3 3

Matsumoto et al. [178] -/190/HSG† 7 7 7 - 3

Tang et al. [130] -/65/CHO 6 7 7 - 3

Tang et al. [130] -/65/CHO 6 7 7 - 3

Tang et al. [130] -/65/CHO 6 3 3 7 3

Tang et al. [130] -/65/CHO 7 3 3 3 3

Wouters et al. [38] 1.1/160/V79 15 7 7 - 7

Wouters et al. [38] 2.06/160/V79 19 7 7 - 7

Wouters et al. [38] 2.41/160/V79 14 7 3 - 3

Wouters et al. [38] 3.2/160/V79 18 7 7 - 7

Wouters et al. [38] 4.74/160/V79 16 7 7 - 7

Wouters et al. [38] 1.03/230/V79 9 7 7 - 7

Wouters et al. [38] 1.95/230/V79 14 7 7 - 7

Wouters et al. [38] 2.28/230/V79 16 7 7 - 7

Wouters et al. [38] 2.95/230/V79 16 7 7 - 7

Wouters et al. [38] 4.02/230/V79 15 7 7 - 7



Appendix H

Additional Experimental Data

Linear-Quadratic Model

Regression Figures

This appendix contains additional linear and non-linear LQ model fit figures to aid

discussion in Chapter 5. The data presented in the fits are from the world data

outlined in Appendix D.

H.1 Linear Regression Fits
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(a) 160MeV SOBP entrance region (1.1 keV/µm) V79 cells [38]

(b) 160MeV (2.26 keV/µm) protons incident on A549 cells from Howard et al. [123].

Figure H.1: Linearised LQ fits to experimental data. The second panel is a plot
of the residuals between the observations and the linear LQ model fit.
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(a) 71MeV Pristine Bragg Peak (4.35 keV/µm) CHO cells from Howard et al. [123].

(b) 5.01MeV (7.7 keV/µm) protons incident on SCC25 cells from Belli et al. [60]

Figure H.2: Linearised LQ fits to experimental data. The second panel is a plot
of the residuals between the observations and the linear LQ model fit.
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(a) 3.18MeV (11 keV/µm) protons incident on C3H10T12 cells from Bettaga et al. (1998)
[61]. The second panel is a plot of the residuals between the observations and the linear
LQ model.

(b) 1.49MeV (19.5 keV/µm) protons incident on HF19 cells from Belli et al. [60].

Figure H.3: Linearised LQ fits to experimental data. The second panel is a plot
of the residuals between the observations and the linear LQ model fit.
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(a) 0.76MeV (32 keV/µm) protons incident on V79 cells on data from Folkard et al.
(1989) [96].

(b) 0.88MeV (30 keV/µm) protons incident on SQ20B cells from Belli et al. [60].

Figure H.4: Linearised LQ fits on experimental data. The second panel is a plot
of the residuals between the observations and the linear LQ model.
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H.2 Non-linear Regression Fits
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(a) 160MeV SOBP entrance region (1.1 keV/µm) V79 cells from Wouters et al. [38]

(b) 71MeV Pristine Bragg Peak (4.35 keV/µm) CHO cells from Howard et al. [123].

Figure H.5: Non-linear LQ fits to experimental data. The second panel is a plot
of the residuals between the observations and the linear LQ model fit.
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(a) 5.01MeV (7.7 keV/µm) protons incident on SCC25 cells from Belli et al. [60].

(b) 0.88MeV (30 keV/µm) protons incident on SQ20B cells from Belli et al. [60].

Figure H.6: Non-linear LQ fits to experimental data. The second panel is a plot
of the residuals between the observations and the linear LQ model fit.
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(a) 3.18MeV (11 keV/µm) protons incident on C3H10T12 cells from Bettega et al. (1998)
[61].

(b) 0.76MeV (32 keV/µm) protons incident on V79 cells on data from Folkard et al.
(1989) [96].

Figure H.7: Non-linear LQ fits to experimental data. The second panel is a plot
of the residuals between the observations and the linear LQ model fit.





Appendix I

The Mittag-Leffler Function

The Mittag-Leffler function was first introduced in 1903 and in recent decades has

found applications in the physical, chemical, biological and earth sciences. It can be

written as a series representation

Eγ,δ(z) =
∞∑
k=0

zk

Γ(γk + δ)
(I.1)

and in a special case where δ → 1

Eγ,1(z) = Eγ(z) =
∞∑
k=0

zk

Γ(γk + 1)
. (I.2)

It is considered a fractional generalisation of the exponential function such that as

γ → 1 we recover exp (z) [143, 145]. It is a solution of fractional differential equa-

tions Eqs.(6.14) and (6.15).

If we take a random i.i.d. Mittag-Leffler distributed variable X, we can write

the probability density function (PDF) as

f(t) = λtγ−1Eγ,γ(−λtγ) , (I.3)

and the cumulative density function of inter-arrival times (CDF),

F (t) = 1− Eγ[−λtγ] . (I.4)

where for γ = 1 we recover the exponential distribution.

If the inter-arrival (waiting) times are i.i.d. as the Mittag-Leffler function, then

the fractional Poisson count model probabilities are given by

P0(t) = Eγ,1(−λtγ) (I.5)

331



332 Appendix I. The Mittag-Leffler Function

and

Pk(t) =
(λtγ)k

k!

∞∑
j=0

(j + k)!

j!

(−λtγ)j

Γ(γ(j + k) + 1)
for j = 0, 1, · · · (I.6)

where for γ = 1, Pk(t) becomes the Poisson probability Pk(t) = te−t

k!
.

The mean and variance of the fPp are given by

E[X(t)] =
λtγ

Γ(γ + 1)
(I.7)

and

V [X(t)] =
λtγ

Γ(γ + 1)

{
1 +

λtγ

Γ(γ + 1)

[
γB(γ, 1/2)

22γ−1
− 1

]}
(I.8)

respectively, where B(γ, 1/2) = Γ(γ)Γ(1/2)
Γ(γ+1/2)

.

I.1 Numerical Computation of Fractional

Poisson Process Probabilities

I.1.1 Algorithm 1 (To Evaluate the Mainardi Function)

1. Compute for γ ∈ (0, 1) the Mainardi function for an interval [0,zmax] at discrete

points zi = i∆̇z with step size ∆z = 0.01 and i = 0, 1, . . . zmax/∆Z. For all

zi ∈ [0, z0) we use Eq.(6.20) and truncate the infinite series at N ≈ 140. Up to

z0 ∈ (1, zmax) the truncated series will “converge” numerically. The number

z0 > 1 is defined by the fact that for this value the truncated series becomes

numerically unstable. Since for all zi > 1, Mγ(zi) declines, we can choose z0 to

be that value, where Mγ(zi) < Mγ(zi + 1) due to numerical instability. From

z0 onward we make Mγ(zi) = 0 for zi > z0. Each of these values is stored in

an array which is named M (1).

2. Compute for γ ∈ (0, 1) the Mainardi asymptotics in Eq.(6.21) for the same

interval [0, zmax] and store the results in an array M (2).

3. Blend both arrays M (1) and M (2) by defining Mγ(zi) = max{M (1),M (2)}.

4. For fixed γ store Mγ(zi) for all further computations.

Note that due to the fact that for γ = 1/2 and γ = 1/3 exact values for the

Mainardi function are known, we can use this information to judge the quality of

our computations.
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I.1.2 Algorithm 2 (Fractional Poisson Process

Probabilities)

1. Fix t > 0, γ ∈ (0, 1) and compute the Mainardi function using Algorithm 1.

2. Loop for k = 0, 1, 2, . . . , kmax and compute for each k integral Eq.(6.19) nu-

merically, e.g. using the trapezoidal rule for a known integrand function.

3. Store fractional probabilities p
(γ)
k (t) in array for further analysis.

I.1.3 Algorithm 3 (Fitting Fractional Poisson Process

Probabilities)

1. Generate normalised histogram from the observed data of lethal damages with

bin size 1.

2. Set for simplicity, Λ = λ · tγ.

3. Let (γi,Λj) ∈ K, then compute in this rectangular range K, using Algorithm

2, the fractional probabilities pγik (Λj).

4. Compute the mean-square difference of the normalised histogram and frac-

tional probabilities. Try to find (γi,Λj) ∈ K, which minimises the mean-square

differences.





Appendix J

Simulated Dose Response Data

Comparison with Experimental

Data

This Appendix contains additional comparisons of our simulated survival data for

proton radiation (energy 1.6–50 MeV, corresponding to an LET range of 35 to

1.2keV/µm) incident on the V79 Chinese Hamster cell line. Each figure shows

the survival at a different repair time. Basic information on the nature of the

experimental data in the figures are provided in the legends :

� proton energy and LET,

� the cell line,

� radiation type (M = monoenergetic and S = modulated/SOBP)

� and cellular conditions (oxygen content and cell cycle phase distribution).

More information is provided on the experimental data in Appendix D.

335



336Appendix J. Simulated Dose Response Data Comparison with Experimental Data

(a) tpr = 2 hours. (b) tpr = 16 hours.

(c) tpr = 40 hours.

Figure J.1: Our simulated cell survival measurements for the V79 cell line at var-
ious post-irradiation times (trep) after exposure to a 1.7MeV (32.0keV/µm) proton
beam. The experimental results presented utilise a monoenergetic proton beam
(denoted by M) incident on cells with asynchronous cell cycle phases [26,61,96].
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(a) trep = 2 hours. (b) trep = 16 hours.

(c) trep = 40 hours.

Figure J.2: Our simulated cell survival measurements for the V79 cell line at var-
ious post-irradiation times (trep) after exposure to a 1.8MeV (28.0keV/µm) proton
beam. The experimental results presented utilise a monoenergetic and modulated
proton beam (denoted by M and S respectively) incident on cells with asynchronous
cell cycle phases [26,61,96,168].
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(a) trep = 2 hours (b) trep = 16 hours

(c) trep = 40 hours

, 22keV/μm, 2.1 MeV p (M),  V79 cells, Async. Cell Cycle Phase

Figure J.3: Our simulated cell survival measurements for the V79 cell line at vari-
ous post-irradiation times (trep) after exposure to a 2.1MeV (21.58keV/µm) proton
beam. The experimental results presented utilise a monoenergetic and modulated
proton beam (denoted by M and S respectively) incident on cells with asynchronous
cell cycle phases [26,29,153,168].
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45

(a) trep = 2 hours

45

(b) trep = 16 hours
45

(c) trep = 40 hours

Async. Cell Cycle Phase

Figure J.4: Our simulated cell survival measurements for the V79 cell line at vari-
ous post-irradiation times (trep) after exposure to a 2.5MeV (16.45keV/µm) proton
beam. The experimental results presented utilise a monoenergetic and modulated
proton beam (denoted by M and S respectively) incident on cells with asynchronous
cell cycle phases [26,29,153,168].
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39

(a) trep = 2 hours

39

(b) trep = 16 hours

39

(c) trep = 40 hours

Figure J.5: Our simulated cell survival measurements for the V79 cell line at vari-
ous post-irradiation times (trep) after exposure to a 3.5MeV (11.39keV/µm) proton
beam. The experimental results presented utilise a monoenergetic proton beam (de-
noted by M) incident on cells with asynchronous cell cycle phases [26,29,153,168].
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(a) trep = 2 hours. (b) trep = 16 hours.

(c) trep = 40 hours.

Async. Cell Cycle Phase

Figure J.6: Our simulated cell survival measurements for the V79 cell line at
various post-irradiation times (trep) after exposure to a 5MeV (8.0keV/µm) proton
beam. The experimental results presented utilise a monoenergetic proton beam
(denoted by M) incident on cells with asynchronous cell cycle phases [26,61,96].
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(a) trep = 2 hours. (b) trep = 16 hours.

(c) trep = 40 hours.

Figure J.7: Our simulated cell survival measurements for the V79 cell line at
various post-irradiation times (trep) after exposure to a 20MeV (2.6keV/µm) proton
beam. The experimental results presented utilise a monoenergetic proton beam
(denoted by M) incident on cells with asynchronous cell cycle phases [26,61,96].



Appendix K

FPp Fits on Experimental

Dose-Response Data

This Appendix summarises the testing of the fractional survival probability (Mittag-

Leffler) function on experimental world data outlined in Appendix D. For each set

of conditions, the fPp model parameters are presented with their GOF metrics and

that of the Poisson process (LQ model) are presented in Appendix F for comparison.

The specified conditions are the reported proton energy (MeV), LET (keV/µm) and

cell line. The errors on the fit parameters are the 95% confidence interval. Addi-

tionally, we report the RMSE, R2, χ2 and RBE (at a 10% and 37% survival fraction).

� Kolmogorov-Smirnov (KS) Test: 3= Residual errors distributed normally,

7= Residual errors are not distributed normally.

� Anderson-Darling (AD) Test: 3= Residual errors distributed normally,

7= Residual errors are not distributed normally.

� Breusch-Pagan (BP) Test:

3= residual errors are homoscedastic (have constant variance),

7= residual errors are heteroscedastic (do not have constant variance).

� White Test: 3= residual errors are homoscedastic (have constant variance),

7= residual errors are heteroscedastic (do not have constant variance).
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K.1 Regression Fit Results

Table K.1: The fit parameters and goodness-of-fit metrics for the fPp (Mittag-Leffler) model (Eγ[−(aD+ bD2)γ]) fits to selected
experimental data using the non-linear least squares (NLLS) and search algorithm methods (Sch.). Cell lines of human origin
are denoted by a dagger (†). The et al. is omitted from the table to save page space, however all publications in this table have
multiple authors. Note: The corresponding Pp fit values are presented in Appendix F.

Study
LET Energy Cell

γLSQ γSch
γ 95% Conf.

aLSQ aSch
a 95% Conf.

bLSQ bSch
β 95% Conf.

χ2 R2 RMSE RBE10 RBE37(keV/µm) (MeV) Line Interval Interval Interval

Belli [60] 9.11 5.04 M10† 0.909 0.909 (0.516, 1.000) 0.435 0.435 (0.000, 0.982) 0.052 0.052 (0.000, 0.392) 0.350 0.997 0.592 0.935 1.050

Belli [60] 33 0.88 M10† 0.909 0.909 (0.516, 1.000) 0.435 0.435 (0.000, 0.982) 0.052 0.052 (0.000, 0.393) 0.350 0.997 0.592 0.935 1.050

Belli [60] 7.7 5.04 SCC25† 0.901 0.901 (0.696, 1.000) 0.177 0.177 (0.000, 0.864) 0.251 0.251 (0.000, 0.706) 0.448 0.996 0.669 1.048 0.950

Belli [60] 19.7 1.49 SCC25† 0.896 0.896 (0.871, 0.922) 0.642 0.642 (0.560, 0.725) 0.227 0.227 (0.146, 0.308) 0.002 0.999 0.042 1.303 1.420

Belli [60] 29.5 0.88 SCC25† 0.931 0.931 (0.476, 1.000) 0.788 0.788 (0.000, 1.968) 0.082 0.082 (0.000, 1.088) 0.345 0.995 0.587 1.207 1.410

Belli [60] 7.7 5.04 SQ20B† 0.832 0.832 (0.000, 1.000) 0.078 0.078 (0.000, 0.528) 0.030 0.030 (0.000, 0.148) 0.186 0.994 0.431 0.817 1.000

Belli [60] 19.8 1.49 SQ20B† 0.698 0.698 (0.401, 0.994) 0.015 0.015 (0.000, 0.276) 0.072 0.072 (0.000, 0.173) 0.677 0.987 0.987 0.835 1.230

Belli [60] 30 0.88 SQ20B† 0.593 0.593 (0.358, 0.828) 0.061 0.061 (0.000, 0.792) 0.313 0.313 (0.000, 0.828) 0.993 0.986 0.997 1.236 2.463

Belli [60] 7.7 5.04 HF19† 0.970 0.997 (0.547, 1.000) 0.51 0.525 (0.000, 1.191) 0.012 0.01 (0.000, 0.299) 0.728 0.974 2.384 0.883 0.890

Belli [60] 19.5 1.49 HF19† 0.726 0.724 (0.652, 0.801) 0.000 0.000 (0.000, 0.000) 0.335 0.335 (0.231, 0.439) 0.816 0.990 0.782 0.837 0.809

Belli [60] 29 0.88 HF19† 0.926 0.953 (0.845, 1.000) 0.649 0.671 (0.453, 0.845) 0.000 0.000 (0.000, 0.000) 2.567 0.962 1.398 0.843 1.050

Belli [26] 7.7 5.01 V79 0.958 0.980 (0.729, 1.188) 0.271 0.291 (0.082, 0.461) 0.035 0.029 (0.000, 0.116) 0.484 0.994 0.765 1.089 1.353
Belli [26] 11 3.2 V79 0.997 0.990 (0.990, 0.999) 0.361 0.313 (0.351, 0.370) 0.041 0.049 (0.039, 0.042) 0.295 0.997 0.670 1.360 1.660
Belli [26] 20 1.41 V79 0.909 0.909 (0.779, 1.039) 0.316 0.316 (0.000, 0.670) 0.145 0.145 (0.000, 0.358) 0.315 0.998 0.561 1.661 2.067
Belli [26] 30.5 0.76 V79 0.972 0.992 (0.691, 1.253) 0.691 0.665 (0.000, 1.404) 0.031 0.021 (0.000, 0.462) 0.078 0.990 1.569 1.930 2.400
Belli [26] 36.4 0.64 V79 0.755 0.755 (0.669, 0.841) 0.112 0.112 (0.000, 0.493) 0.474 0.474 (0.138, 0.810) 0.305 0.998 0.552 1.800 2.590
Belli [26] 37.8 0.57 V79 0.751 0.751 (0.714, 0.787) 0.000 0.000 (0.000, 0.000) 0.451 0.451 (0.372, 0.530) 0.678 0.996 0.821 1.766 2.229

Bettega [61] 11 3.18 C3H10T12† 0.969 0.969 (0.221, 1.000) 0.474 0.474 (0.000, 1.499) 0.034 0.034 (0.000, 0.585) 0.086 0.979 1.258 1.451 2.100

Bettega [61] 19.7 1.46 C3H10T12† 0.967 0.967 (0.776, 1.000) 0.375 0.375 (0.000, 0.905) 0.066 0.066 (0.000, 0.285) 0.758 0.991 0.871 1.900 1.600

Bettega [61] 28.8 0.87 C3H10T12† 0.974 0.974 (0.791, 1.000) 0.521 0.521 (0.000, 1.109) 0.082 0.082 (0.000, 0.382) 0.288 0.995 0.536 2.380 2.060

Bettega [61] 31.6 0.77 C3H10T12† 0.955 0.955 (0.000, 1.000) 0.709 0.709 (0.000, 3.579) 0.004 0.004 (0.000, 2.236) 0.765 0.988 0.875 2.106 2.250

Bettega [61] 32.5 0.74 C3H10T12† 0.837 0.837 (0.350, 1.000) 0.488 0.487 (0.000, 1.851) 0.266 0.266 (0.000, 1.562) 0.287 0.994 0.536 2.519 2.490

Bettega [61] 33.2 0.72 C3H10T12† 0.805 0.805 (0.684, 0.926) 0.360 0.360 (0.000, 0.876) 0.740 0.740 (0.047, 1.434) 0.040 0.999 0.199 3.416 3.227

Guan [27] 10.8 79.7 H460† 0.956 0.956 (0.896, 1.016) 0.179 0.179 (0.000, 0.460) 0.243 0.243 (0.084, 0.403) 1.193 0.999 1.092 1.325 1.420

Guan [27] 15.2 79.7 H460† 0.963 0.963 (0.746, 1.180) 0.272 0.272 (0.000, 1.490) 0.498 0.498 (0.000, 1.547) 1.309 0.999 1.144 1.927 2.050

Guan [27] 17.7 79.7 H460† 0.965 0.995 (0.889, 1.040) 0.343 0.575 (0.000, 0.950) 0.972 0.644 (0.230, 1.713) 0.035 0.998 1.685 2.549 2.760

Guan [27] 19 79.7 H460† 0.983 0.983 (0.955, 1.011) 0.759 0.758 (0.000, 1.586) 1.179 1.180 (0.324, 2.034) 4.798 0.993 2.190 3.370 3.540
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Study
LET Energy Cell

γLSQ γSch
γ 95% Conf.

aLSQ aSch
a 95% Conf.

bLSQ bSch
b 95% Conf.

χ2 R2 RMSE RBE10 RBE37(keV/µm) (MeV) Line Interval Interval Interval

Howard [123] 1.78 71 A549† 0.995 0.995 (0.978, 1.013) 0.287 0.287 (0.244, 0.331) 0.034 0.034 (0.030, 0.037) 0.019 0.999 0.139 1.391 1.471

Howard [123] 3.36 71 A549† 0.987 0.987 (0.968, 1.006) 0.211 0.211 (0.000, 0.441) 0.061 0.061 (0.005, 0.116) 0.337 0.995 0.581 1.334 1.410

Howard [123] 4.35 71 A549† 0.969 0.988 (0.739, 1.199) 0.351 0.420 (0.000, 0.922) 0.071 0.046 (0.000, 0.326) 0.492 0.991 0.795 1.624 2.040

Howard [123] 7.29 71 A549† 0.967 0.967 (0.776, 1.159) 0.395 0.395 (0.000, 0.991) 0.071 0.071 (0.000, 0.333) 0.653 0.985 0.808 1.677 2.070

Howard [123] 0.99 160 A549† 0.980 0.980 (0.947, 1.000) 0.214 0.214 (0.154, 0.275) 0.036 0.036 (0.019, 0.054) 0.019 0.999 0.005 1.107 1.280

Howard [123] 2.26 160 A549† 0.984 0.984 (0.982, 0.987) 0.161 0.161 (0.147, 0.174) 0.037 0.037 (0.035, 0.040) < 0.001 0.999 < 0.001 1.034 1.170

Howard [123] 4.19 160 A549† 0.965 0.965 (0.929, 1.001) 0.074 0.074 (0.000, 0.180) 0.067 0.067 (0.038, 0.096) 0.029 0.998 0.013 1.129 1.160

Howard [123] 7.29 160 A549† 0.978 0.978 (0.915, 1.040) 0.233 0.233 (0.133, 0.333) 0.055 0.055 (0.015, 0.095) 0.037 0.999 0.010 1.298 1.480
Howard [123] 1.78 71 CHO 0.992 0.992 (0.986, 0.998) 0.187 0.187 (0.137, 0.237) 0.043 0.043 (0.03, 0.055) 0.152 0.999 0.389 1.079 1.190
Howard [123] 3.36 71 CHO 0.988 0.988 (0.968, 1.008) 0.180 0.180 (0.089, 0.272) 0.070 0.070 (0.035, 0.105) 0.082 0.999 0.286 1.312 1.370
Howard [123] 4.35 71 CHO 0.983 0.995 (0.859, 1.108) 0.189 0.208 (0.000, 0.546) 0.096 0.082 (0.000, 0.231) 0.174 0.995 0.57 1.604 1.450
Howard [123] 7.34 71 CHO 0.991 0.991 (0.979, 1.002) 0.519 0.519 (0.420, 0.618) 0.042 0.042 (0.005, 0.079) 0.084 0.999 0.29 1.708 2.050
Howard [123] 0.99 160 CHO 0.988 0.989 (0.974, 1.003) 0.164 0.169 (0.071, 0.256) 0.050 0.049 (0.027, 0.072) 0.743 0.998 0.415 1.116 1.190
Howard [123] 2.26 160 CHO 0.98 0.995 (0.918, 1.042) 0.167 0.107 (0.000, 0.405) 0.054 0.050 (0.000, 0.111) 1.816 0.992 0.897 1.123 1.001
Howard [123] 4.19 160 CHO 0.996 1.000 (0.993, 0.999) 0.241 0.261 (0.205, 0.277) 0.060 0.052 (0.053, 0.068) 0.319 0.998 0.355 1.306 1.280
Howard [123] 7.29 160 CHO 0.941 0.941 (0.811, 1.071) 0.121 0.121 (0.000, 0.547) 0.148 0.148 (0.000, 0.346) 0.270 0.995 0.519 1.550 1.661

Wouters [38] 1.10 160 V79 0.995 1.000 (0.993, 0.996) 0.115 0.123 (0.102, 0.128) 0.052 0.047 (0.050, 0.055) < 0.001 0.981 0.675 1.004 1.250
Wouters [38] 2.06 160 V79 0.993 1.000 (0.990, 0.996) 0.134 0.112 (0.106, 0.161) 0.065 0.054 (0.058, 0.072) 0.001 0.959 0.911 1.042 1.280
Wouters [38] 2.41 160 V79 0.993 1.000 (0.991, 0.996) 0.041 0.123 (0.017, 0.064) 0.073 0.053 (0.068, 0.078) < 0.001 0.977 0.772 1.055 1.310
Wouters [38] 3.20 160 V79 0.993 1.000 (0.989, 0.996) 0.114 0.130 (0.078, 0.150) 0.077 0.061 (0.069, 0.086) 0.036 0.966 0.886 1.124 1.390
Wouters [38] 4.74 160 V79 0.993 1.000 (0.992, 0.995) 0.083 0.141 (0.070, 0.096) 0.069 0.054 (0.065, 0.072) < 0.001 0.982 0.608 1.086 1.360
Wouters [38] 1.03 230 V79 0.995 1.000 (0.993, 0.997) 0.099 0.103 (0.087, 0.112) 0.055 0.05 (0.052, 0.057) < 0.001 0.981 0.911 0.998 1.080
Wouters [38] 1.95 230 V79 0.993 1.000 (0.990, 0.996) 0.046 0.101 (0.004, 0.087) 0.072 0.054 (0.062, 0.082) < 0.001 0.968 0.836 1.025 1.100
Wouters [38] 2.28 230 V79 0.992 1.000 (0.988, 0.996) 0.031 0.103 (0.000, 0.078) 0.078 0.057 (0.067, 0.089) < 0.001 0.967 0.927 1.051 1.130
Wouters [38] 2.95 230 V79 0.996 1.000 (0.995, 0.997) 0.121 0.123 (0.116, 0.126) 0.067 0.062 (0.065, 0.068) < 0.001 0.977 0.737 1.121 1.220
Wouters [38] 4.02 230 V79 0.995 1.000 (0.993, 0.997) 0.171 0.122 (0.155, 0.186) 0.057 0.057 (0.054, 0.060) < 0.001 0.963 0.936 1.078 1.170



346 Appendix K. FPp Fits on Experimental Dose-Response Data

K.2 Hypothesis Testing

Table K.3: Hypothesis and “regression assumption” test results for the fPp model
(Eγ[−(aD + bD2)γ]) on selected experimental data. Note: The BP test cannot be
applied to data with non-Normally distributed errors (i.e. they fail the KS or AD
test) and is therefore denoted with a “-”.

Study
LET Energy

Cell Line KS Test AD Test BP Test
White

(keV/µm) (MeV) Test

Belli et al. [60] 9.11 5.04 M10† 3 3 3 3

Belli et al. [60] 33 0.88 M10† 3 3 3 3

Belli et al. [60] 7.7 5.04 SCC25† 3 3 3 3

Belli et al. [60] 19.7 1.49 SCC25† 3 3 3 3

Belli et al. [60] 29.5 1.35 SCC25† 7 7 - 3

Belli et al. [60] 7.7 5.04 SQ20B† 3 3 3 3

Belli et al. [60] 19.8 1.49 SQ20B† 3 3 3 3

Belli et al. [60] 30 0.88 SQ20B† 7 7 - 3

Belli et al. [26] 7.7 5.01 V79 3 3 3 3

Belli et al. [26] 11 3.2 V79 3 3 3 3

Belli et al. [26] 20 1.41 V79 3 3 3 3

Belli et al. [26] 30.5 0.76 V79 3 3 3 3

Belli et al. [26] 34.6 0.64 V79 3 3 3 3

Belli et al. [26] 37.8 0.57 V79 3 3 3 3

Bettega et al. [61] 11 3.18 C3H10T12† 3 7 - 3

Bettega et al. [61] 19.7 1.46 C3H10T12† 7 3 - 3

Bettega et al. [61] 28.8 0.87 C3H10T12† 7 3 - 3

Bettega et al. [61] 31.6 0.77 C3H10T12† 3 3 3 3

Bettega et al. [61] 32.5 0.74 C3H10T12† 3 3 3 3

Bettega et al. [61] 33.2 0.72 C3H10T12† 3 3 3 3

Guan et al. [27] 10.8 79.9 H460† 3 3 3 3

Guan et al. [27] 15.2 79.9 H460† 3 3 3 3

Guan et al. [27] 17.7 79.9 H460† 3 3 3 3

Guan et al. [27] 19 79.9 H460† 3 3 3 3

Howard et al. [123] 1.78 71 A549† 3 3 3 3

Howard et al. [123] 3.36 71 A549† 3 3 7 3

Howard et al. [123] 4.35 71 A549† 3 3 3 3

Howard et al. [123] 7.29 71 A549† 3 3 7 3

Howard et al. [123] 0.99 160 A549† 3 3 3 3

Howard et al. [123] 2.26 160 A549† 7 7 - 3

Howard et al. [123] 4.19 160 A549† 3 3 3 3

Howard et al. [123] 7.29 160 A549† 7 7 - 3

Howard et al. [123] 0.99 160 CHO† 3 3 7 3

Howard et al. [123] 2.26 160 CHO† 7 7 - 3

Howard et al. [123] 4.19 160 CHO† 3 3 3 3

Howard et al. [123] 7.29 160 CHO† 3 3 7 3

Wouters et al. [38] 1.1 230 V79 3 3 3 3

Wouters et al. [38] 2.06 230 V79 7 7 - 7

Wouters et al. [38] 2.41 230 V79 7 7 - 7

Wouters et al. [38] 3.2 230 V79 7 7 - 7

Wouters et al. [38] 4.74 230 V79 7 7 - 7

Wouters et al. [38] 1.03 160 V79 7 7 - 7

Wouters et al. [38] 1.95 160 V79 7 7 - 7

Wouters et al. [38] 2.28 160 V79 3 7 - 7

Wouters et al. [38] 2.95 160 V79 7 7 - 7

Wouters et al. [38] 4.01 160 V79 7 7 - 7



Appendix L

FPp Fits on Simulated

Dose-Response Data

This Appendix summarises the testing of both the fractional and standard poisson

survival functions on simulated data generated using the simulation framework dis-

cussed in Chapters 4 and 7. The specified conditions are the mean Gaussian energy

of the beam (MeV), LET (keV/µm) and repair time (hours). The tables presented

summarise the fit results using :

� FPp fits using Method 3

� Pp fits using Method 3

� FPp using Method 1

� Hypothesis testing results on the fPp and Pp fits using Method 1 after repair

times of 2 and 40 hours

in order.

The hypothesis testing results are defined as follows :

� Kolmogorov-Smirnov (KS) Test: 3= Residual errors distributed normally,

7= Residual errors are not distributed normally.

� Anderson-Darling (AD) Test: 3= Residual errors distributed normally,

7= Residual errors are not distributed normally.

� Breusch-Pagan (BP) Test:

3= residual errors are homoscedastic (have constant variance),

347
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7= residual errors are heteroscedastic (do not have constant variance).

� White Test: 3= residual errors are homoscedastic (have constant variance),

7= residual errors are heteroscedastic (do not have constant variance).

The final section contains additional plots to aid discussion in Chapter 8.

L.1 Energy-varied LET
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Table L.1: The fit parameters and goodness-of-fit metrics for the fPp (Mittag-Leffler) model fits (Eγ,1[−(aD + bD2)γ]) to our
simulated data using Method 3 in Section (8.3.2). Note: Where a = 0, the true parameter is not exactly zero but is < 0.001.

Energy LET Repair
γ

γ 95% Conf.
a

a 95% Conf.
b

b 95% Conf.
χ2 SSE RMSE R2 RBE10 RBE37(MeV) (keV/µm) Time (hrs) Interval Interval Interval

50 1.2 2 0.851 (0.830, 0.872) 0.000 (0.000, 0.009) 0.027 (0.025, 0.029) 0.087 0.003 0.009 0.998 0.921 1.018
20 2.6 2 0.806 (0.776, 0.836) 0.000 (0.000, 0.000) 0.034 (0.033, 0.036) 0.781 0.027 0.028 0.985 0.948 1.128
5 8 2 0.832 (0.825, 0.839) 0.000 (0.000, 0.000) 0.061 (0.060, 0.061) 0.232 0.033 0.015 0.997 1.333 1.504
3.5 11 2 0.829 (0.825, 0.834) 0.000 (0.000, 0.000) 0.073 (0.072, 0.074) 0.133 0.012 0.009 0.999 1.450 1.657
2.5 16 2 0.813 (0.808, 0.818) 0.000 (0.000, 0.000) 0.092 (0.091, 0.093) 0.247 0.016 0.011 0.998 1.572 1.831
2.1 22 2 0.804 (0.797, 0.812) 0.000 (0.000, 0.008) 0.099 (0.096, 0.102) 0.122 0.008 0.007 0.999 1.602 1.915
2 24 2 0.804 (0.801, 0.807) 0.000 (0.000, 0.000) 0.103 (0.102, 0.104) 0.142 0.018 0.009 0.999 1.637 1.960
1.8 29 2 0.794 (0.784, 0.804) 0.000 (0.000, 0.000) 0.109 (0.105, 0.114) 0.255 0.020 0.010 0.998 1.652 2.004
1.7 32 2 0.796 (0.787, 0.805) 0.004 (0.000, 0.014) 0.117 (0.112, 0.122) 0.173 0.017 0.009 0.990 1.712 2.071
1.6 35 2 0.795 (0.787, 0.802) 0.003 (0.000, 0.013) 0.127 (0.122, 0.132) 0.159 0.014 0.008 0.999 1.778 2.146

50 1.2 16 0.842 (0.831, 0.853) 0.000 (0.000, 0.000) 0.041 (0.040, 0.042) 0.092 0.003 0.009 0.999 1.119 1.242
20 2.6 16 0.799 (0.776, 0.822) 0.000 (0.000, 0.000) 0.051 (0.049, 0.053) 0.595 0.017 0.022 0.991 1.143 1.374
5 8 16 0.815 (0.808, 0.822) 0.000 (0.000, 0.000) 0.097 (0.095, 0.098) 0.299 0.033 0.015 0.997 1.623 1.881
3.5 11 16 0.815 (0.811, 0.819) 0.000 (0.000, 0.000) 0.119 (0.118, 0.120) 0.163 0.009 0.008 0.999 1.793 2.097
2.5 16 16 0.803 (0.791, 0.815) 0.000 (0.000, 0.019) 0.161 (0.151, 0.171) 0.263 0.013 0.010 0.998 2.028 2.401
2.1 22 16 0.799 (0.791, 0.807) 0.031 (0.018, 0.043) 0.172 (0.164, 0.179) 0.137 0.006 0.007 0.999 2.118 2.617
2 24 16 0.794 (0.792, 0.797) 0.000 (0.000, 0.000) 0.197 (0.196, 0.199) 0.117 0.012 0.007 0.999 2.223 2.686
1.8 29 16 0.800 (0.792, 0.808) 0.054 (0.038, 0.069) 0.210 (0.200, 0.220) 0.191 0.010 0.007 0.999 2.358 2.895
1.7 32 16 0.813 (0.803, 0.823) 0.086 (0.066, 0.106) 0.215 (0.201, 0.229) 0.123 0.009 0.007 0.999 2.500 3.027
1.6 35 16 0.812 (0.800, 0.825) 0.103 (0.071, 0.135) 0.241 (0.219, 0.263) 0.181 0.012 0.007 0.998 2.683 3.222

50 1.2 40 0.841 (0.831, 0.851) 0.000 (0.000, 0.000) 0.044 (0.043, 0.045) 0.094 0.002 0.008 0.999 1.154 1.297
20 2.6 40 0.801 (0.739, 0.863) 0.000 (0.000, 0.049) 0.055 (0.040, 0.070) 0.541 0.014 0.020 0.992 1.189 1.417
5 8 40 0.812 (0.805, 0.819) 0.000 (0.000, 0.000) 0.106 (0.104, 0.107) 0.292 0.034 0.015 0.997 1.687 1.989
3.5 11 40 0.813 (0.805, 0.821) 0.000 (0.000, 0.009) 0.130 (0.125, 0.135) 0.135 0.007 0.007 0.999 1.876 2.178
2.5 16 40 0.799 (0.786, 0.812) 0.000 (0.000, 0.022) 0.178 (0.166, 0.191) 0.269 0.014 0.010 0.998 2.119 2.564
2.1 22 40 0.793 (0.785, 0.801) 0.030 (0.016, 0.043) 0.193 (0.184, 0.201) 0.119 0.006 0.007 0.999 2.224 2.731
2 24 40 0.794 (0.787, 0.801) 0.000 (0.000, 0.013) 0.219 (0.211, 0.227) 0.137 0.013 0.008 0.999 2.318 2.802
1.8 29 40 0.810 (0.800, 0.820) 0.086 (0.067, 0.106) 0.213 (0.200, 0.226) 0.174 0.011 0.007 0.999 2.473 3.013
1.7 32 40 0.815 (0.804, 0.825) 0.109 (0.087, 0.132) 0.230 (0.214, 0.247) 0.123 0.008 0.007 0.999 2.651 3.184
1.6 35 40 0.812 (0.800, 0.824) 0.121 (0.088, 0.154) 0.265 (0.242, 0.288) 0.157 0.011 0.007 0.998 2.798 3.423
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Table L.2: The fit parameters and goodness-of-fit metrics for the Pp (LQ) model fits (exp(−αD − βD2)) to our simulated data
using Method 3 from Section (8.3.2).

Energy LET Repair
α

α 95% Conf.
β

β 95% Conf.
χ2 SSE RMSE R2 RBE10 RBE37(MeV) (keV/µm) Time (hrs) Interval Interval

50 1.2 2 0.040 (0.032, 0.048) 0.020 (0.018, 0.022) 0.251 0.007 0.015 0.996 1.091 1.021
20 2.6 2 0.085 (0.070, 0.100) 0.016 (0.013, 0.019) 1.167 0.034 0.031 0.981 1.094 1.091
5 8 2 0.108 (0.099, 0.118) 0.029 (0.026, 0.031) 2.043 0.132 0.029 0.988 1.461 1.446
3.5 11 2 0.115 (0.105, 0.125) 0.035 (0.032, 0.037) 1.864 0.106 0.026 0.992 1.596 1.582
2.5 16 2 0.168 (0.156, 0.180) 0.031 (0.028, 0.034) 2.975 0.106 0.028 0.988 1.678 1.736
2.1 22 2 0.184 (0.172, 0.195) 0.030 (0.027, 0.033) 2.784 0.096 0.026 0.990 1.711 1.799
2 24 2 0.186 (0.175, 0.196) 0.032 (0.029, 0.034) 5.344 0.221 0.031 0.987 1.740 1.831
1.8 29 2 0.207 (0.196, 0.218) 0.029 (0.026, 0.032) 4.645 0.157 0.028 0.988 1.756 1.892
1.7 32 2 0.227 (0.217, 0.237) 0.026 (0.024, 0.029) 1.835 0.126 0.026 0.990 1.771 1.954
1.6 35 2 0.241 (0.232, 0.251) 0.027 (0.025, 0.030) 2.437 0.133 0.024 0.989 1.835 2.030

50 1.2 16 0.070 (0.057, 0.084) 0.025 (0.022, 0.028) 0.72 0.014 0.021 0.993 1.272 1.224
20 2.6 16 0.124 (0.107, 0.142) 0.018 (0.014, 0.022) 1.658 0.031 0.030 0.983 1.273 1.319
5 8 16 0.170 (0.157, 0.184) 0.033 (0.030, 0.037) 4.480 0.155 0.032 0.986 1.726 1.787
3.5 11 16 0.181 (0.167, 0.195) 0.042 (0.038, 0.046) 4.418 0.131 0.029 0.989 1.917 1.971
2.5 16 16 0.266 (0.249, 0.283) 0.036 (0.031, 0.041) 7.617 0.109 0.028 0.986 2.065 2.265
2.1 22 16 0.308 (0.291, 0.324) 0.034 (0.028, 0.039) 7.280 0.092 0.026 0.989 2.174 2.448
2 24 16 0.299 (0.283, 0.314) 0.042 (0.037, 0.048) 18.207 0.210 0.030 0.984 2.278 2.519
1.8 29 16 0.372 (0.357, 0.387) 0.033 (0.028, 0.039) 13.279 0.112 0.024 0.988 2.383 2.777
1.7 32 16 0.417 (0.401, 0.432) 0.028 (0.022, 0.033) 6.325 0.102 0.023 0.988 2.455 2.936
1.6 35 16 0.470 (0.456, 0.485) 0.021 (0.017, 0.026) 6.062 0.096 0.021 0.987 2.569 3.152

50 1.2 40 0.076 (0.062, 0.090) 0.026 (0.022, 0.029) 0.775 0.014 0.021 0.993 1.309 1.265
20 2.6 40 0.131 (0.113, 0.148) 0.019 (0.015, 0.023) 1.724 0.028 0.028 0.984 1.313 1.361
5 8 40 0.185 (0.170, 0.199) 0.034 (0.030, 0.038) 5.012 0.161 0.032 0.985 1.781 1.865
3.5 11 40 0.195 (0.180, 0.209) 0.044 (0.040, 0.048) 5.266 0.134 0.03 0.989 1.974 2.047
2.5 16 40 0.290 (0.273, 0.308) 0.035 (0.030, 0.041) 8.476 0.109 0.028 0.985 2.143 2.382
2.1 22 40 0.333 (0.316, 0.351) 0.033 (0.027, 0.039) 8.307 0.093 0.026 0.988 2.256 2.591
2 24 40 0.319 (0.303, 0.336) 0.045 (0.039, 0.051) 23.697 0.210 0.030 0.983 2.374 2.656
1.8 29 40 0.402 (0.387, 0.417) 0.033 (0.028, 0.038) 13.889 0.102 0.023 0.989 2.483 2.917
1.7 32 40 0.453 (0.437, 0.469) 0.026 (0.020, 0.032) 7.279 0.094 0.022 0.988 2.574 3.107
1.6 35 40 0.513 (0.499, 0.528) 0.018 (0.013, 0.023) 6.003 0.084 0.019 0.987 2.695 3.365
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Table L.3: The fit parameters and goodness-of-fit metrics for the fPp and Pp model fits (Eγ,1[−(aD+bD2)] and exp(−αD−βD2),
respectively) to our simulated data using Method 1 of Section (8.3.2) . Note: Where a = 0, the true parameter is not exactly
zero but is < 0.001.

Energy LET Repair
γ

γ 95% Conf.
a

a 95% Conf.
b

b 95% Conf.
χ2 α

α 95% Conf.
β

β 95% Conf.
χ2

(MeV) (keV/µm) Time (hrs) Interval Interval Interval Interval Interval

50 1.2 2 0.855 (0.829, 0.881) 0.000 (0.000, 0.000) 0.027 (0.026, 0.028) 7.637 0.036 (0.021, 0.059) 0.021 (-0.003, 0.024) 20.169
20 2.6 2 0.866 (0.657, 1.000) 0.070 (0.000, 0.192) 0.021 (0.000, 0.052) 83.534 0.118 (0.039, 0.128) 0.011 (-0.014, 0.025) 67.150
5 8 2 0.833 (0.783, 0.880) 0.001 (0.000, 0.036) 0.060 (0.047, 0.072) 4.162 0.112 (0.053, 0.162) 0.026 (-0.016, 0.042) 56.588
3.5 11 2 0.834 (0.815, 0.854) 0.000 (0.000, 0.000) 0.071 (0.068, 0.075) 1.754 0.099 (0.055, 0.174) 0.036 (-0.014, 0.049) 30.519
2.5 16 2 0.814 (0.803, 0.825) 0.000 (0.000, 0.000) 0.091 (0.089, 0.093) 0.751 0.161 (0.102, 0.234) 0.030 (-0.017, 0.047) 26.229
2.1 22 2 0.803 (0.799, 0.807) 0.000 (0.000, 0.000) 0.099 (0.098, 0.100) 0.088 0.196 (0.12, 0.253) 0.024 (-0.022, 0.046) 19.381
2 24 2 0.804 (0.785, 0.824) 0.000 (0.000, 0.000) 0.101 (0.096, 0.107) 5.125 0.197 (0.106, 0.266) 0.025 (-0.028, 0.053) 102.257
1.8 29 2 0.792 (0.788, 0.796) 0.000 (0.000, 0.000) 0.109 (0.108, 0.111) 0.058 0.225 (0.134, 0.28) 0.020 (-0.028, 0.049) 18.057
1.7 32 2 0.814 (0.796, 0.831) 0.021 (0.000, 0.044) 0.107 (0.095, 0.118) 0.283 0.237 (0.161, 0.293) 0.021 (-0.022, 0.044) 22.507
1.6 35 2 0.798 (0.789, 0.808) 0.006 (0.000, 0.022) 0.125 (0.117, 0.133) 0.040 0.269 (0.172, 0.312) 0.017 (-0.028, 0.045) 11.564

50 1.2 16 0.838 (0.818, 0.857) 0.000 (0.000, 0.000) 0.041 (0.039, 0.042) 5.545 0.072 (0.036, 0.104) 0.023 (-0.009, 0.032) 34.898
20 2.6 16 0.863 (0.522, 1.000) 0.078 (0.000, 0.299) 0.032 (0.000, 0.093) 79.102 0.149 (0.067, 0.176) 0.014 (-0.017, 0.032) 62.514
5 8 16 0.818 (0.805, 0.831) 0.000 (0.000, 0.000) 0.095 (0.091, 0.098) 1.857 0.165 (0.093, 0.245) 0.030 (-0.024, 0.054) 52.020
3.5 11 16 0.811 (0.799, 0.823) 0.000 (0.000, 0.000) 0.119 (0.114, 0.124) 0.767 0.194 (0.098, 0.263) 0.034 (-0.032, 0.065) 36.648
2.5 16 16 0.800 (0.793, 0.807) 0.000 (0.000, 0.000) 0.160 (0.157, 0.163) 0.354 0.276 (0.172, 0.359) 0.030 (-0.034, 0.064) 45.706
2.1 22 16 0.793 (0.784, 0.802) 0.024 (0.004, 0.043) 0.176 (0.165, 0.187) 0.072 0.370 (0.215, 0.407) 0.010 (-0.052, 0.062) 19.758
2 24 16 0.792 (0.780, 0.804) 0.000 (0.000, 0.000) 0.196 (0.187, 0.204) 2.251 0.366 (0.181, 0.416) 0.015 (-0.068, 0.083) 115.696
1.8 29 16 0.793 (0.781, 0.803) 0.043 (0.013, 0.069) 0.218 (0.201, 0.236) 0.080 0.459 (0.27, 0.473) 0.002 (-0.066, 0.068) 20.658
1.7 32 16 0.823 (0.811, 0.834) 0.105 (0.073, 0.138) 0.200 (0.179, 0.221) 0.073 0.510 (0.311, 0.522) -0.001 (-0.066, 0.065) 18.555
1.6 35 16 0.805 (0.794, 0.816) 0.085 (0.046, 0.123) 0.254 (0.228, 0.279) 0.034 0.563 (0.368, 0.571) -0.008 (-0.065, 0.056) 9.335

50 1.2 40 0.851 (0.830, 0.872) 0.000 (0.000, 0.000) 0.043 (0.041, 0.045) 3.669 0.051 (0.041, 0.113) 0.030 (-0.004, 0.034) 32.451
20 2.6 40 0.780 (0.695, 0.866) 0.000 (0.000, 0.000) 0.058 (0.051, 0.066) 105.078 0.140 (0.075, 0.181) 0.018 (-0.014, 0.032) 117.449
5 8 40 0.813 (0.799, 0.827) 0.000 (0.000, 0.000) 0.104 (0.100, 0.108) 2.119 0.202 (0.101, 0.264) 0.026 (-0.031, 0.057) 73.400
3.5 11 40 0.809 (0.798, 0.820) 0.000 (0.000, 0.000) 0.129 (0.124, 0.134) 0.938 0.204 (0.107, 0.282) 0.034 (-0.035, 0.069) 46.065
2.5 16 40 0.795 (0.788, 0.802) 0.000 (0.000, 0.000) 0.179 (0.175, 0.182) 0.373 0.351 (0.192, 0.389) 0.017 (-0.050, 0.066) 47.502
2.1 22 40 0.788 (0.778, 0.799) 0.021 (0.000, 0.046) 0.198 (0.183, 0.213) 0.079 0.415 (0.235, 0.439) 0.007 (-0.058, 0.065) 19.302
2 24 40 0.792 (0.780, 0.804) 0.000 (0.000, 0.000) 0.216 (0.206, 0.225) 2.273 0.374 (0.192, 0.446) 0.017 (-0.073, 0.091) 105.222
1.8 29 40 0.797 (0.784, 0.810) 0.060 (0.021, 0.100) 0.231 (0.206, 0.257) 0.113 0.530 (0.299, 0.504) -0.008 (-0.078, 0.069) 19.200
1.7 32 40 0.813 (0.798, 0.829) 0.104 (0.056, 0.151) 0.234 (0.201, 0.268) 0.129 0.552 (0.343, 0.561) -0.005 (-0.071, 0.066) 23.365
1.6 35 40 0.807 (0.793, 0.821) 0.105 (0.048, 0.161) 0.277 (0.240, 0.314) 0.057 0.626 (0.411, 0.616) -0.015 (-0.069, 0.054) 8.245
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L.2 Depth-varied LET
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Table L.4: The fit parameters and goodness-of-fit metrics for the fPp (Mittag-Leffler) model fits (aD + bD2) of the fPp model
fits to our simulated data using Method 3 of Section (8.3.2) for a range of depth in liquid water. Note: Where a = 0, the true
parameter is not exactly zero but is < 0.001.

Depth LET Repair
γ

γ 95% Conf.
a

a 95% Conf.
b

b 95% Conf.
χ2 SSE RMSE R2 RBE10 RBE37(mm) (keV/µm) Time (hrs) Interval Interval Interval

1.2 3 2 0.843 (0.834, 0.853) 0.000 (0.000, 0.000) 0.035 (0.034, 0.035) 0.149 0.002 0.008 0.999 1.030 1.152
2.6 4 2 0.841 (0.833, 0.849) 0.000 (0.000, 0.000) 0.050 (0.049, 0.050) 0.075 0.002 0.007 0.999 1.226 1.374
3.9 8 2 0.826 (0.806, 0.846) 0.000 (0.000, 0.016) 0.080 (0.073, 0.086) 0.191 0.002 0.008 0.999 1.506 1.719
4.08 14 2 0.833 (0.808, 0.858) 0.000 (0.000, 0.026) 0.096 (0.084, 0.107) 0.597 0.003 0.010 0.999 1.676 1.879
4.2 20 2 0.799 (0.782, 0.817) 0.000 (0.000, 0.018) 0.110 (0.102, 0.118) 0.198 0.001 0.007 0.999 1.674 2.011
4.32 25 2 0.801 (0.784, 0.817) 0.000 (0.000, 0.000) 0.108 (0.104, 0.112) 0.452 0.006 0.014 0.998 1.668 1.999
4.4 28 2 0.816 (0.764, 0.868) 0.020 (0.000, 0.071) 0.099 (0.077, 0.121) 1.489 0.011 0.019 0.994 1.673 1.989

1.2 3 16 0.822 (0.804, 0.840) 0.000 (0.000, 0.013) 0.052 (0.048, 0.057) 0.223 0.002 0.008 0.999 1.214 1.398
2.6 4 16 0.824 (0.809, 0.839) 0.000 (0.000, 0.012) 0.078 (0.073, 0.083) 0.143 0.002 0.007 0.999 1.489 1.706
3.9 8 16 0.807 (0.789, 0.824) 0.000 (0.000, 0.022) 0.137 (0.125, 0.148) 0.254 0.001 0.007 0.999 1.902 2.220
4.08 14 16 0.811 (0.796, 0.827) 0.002 (0.000, 0.026) 0.179 (0.166, 0.192) 0.290 0.001 0.006 0.999 2.194 2.598
4.2 20 16 0.789 (0.771, 0.808) 0.026 (0.000, 0.058) 0.219 (0.197, 0.241) 0.070 0.001 0.004 0.999 2.321 2.858
4.32 25 16 0.790 (0.751, 0.829) 0.020 (0.000, 0.076) 0.240 (0.196, 0.284) 0.411 0.005 0.012 0.999 2.421 2.955
4.4 28 16 0.820 (0.740, 0.900) 0.122 (0.000, 0.252) 0.186 (0.096, 0.276) 0.877 0.008 0.016 0.994 2.414 2.975

1.2 3 40 0.817 (0.807, 0.828) 0.000 (0.000, 0.000) 0.057 (0.056, 0.059) 0.242 0.003 0.010 0.999 1.256 1.455
2.6 4 40 0.819 (0.809, 0.829) 0.000 (0.000, 0.000) 0.087 (0.085, 0.089) 0.194 0.002 0.009 0.999 1.545 1.782
3.9 8 40 0.806 (0.788, 0.824) 0.000 (0.000, 0.024) 0.152 (0.139, 0.165) 0.219 0.001 0.007 0.999 1.987 2.334
4.08 14 40 0.820 (0.800, 0.841) 0.026 (0.000, 0.058) 0.185 (0.165, 0.205) 0.368 0.001 0.006 0.999 2.290 2.708
4.2 20 40 0.782 (0.770, 0.795) 0.020 (0.000, 0.045) 0.253 (0.235, 0.271) 0.048 <0.001 0.003 0.999 2.441 3.013
4.32 25 40 0.801 (0.764, 0.839) 0.049 (0.000, 0.108) 0.250 (0.204, 0.296) 0.404 0.004 0.011 0.999 2.584 3.099
4.4 28 40 0.828 (0.745, 0.910) 0.157 (0.011, 0.302) 0.194 (0.089, 0.299) 0.831 0.008 0.016 0.994 2.567 3.137
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Table L.5: The fit parameters and goodness-of-fit metrics for the Pp (LQ) model fits (exp(−αD − βD2)) to our simulated data
using Method 3 of Section (8.3.2) for a range of depth in liquid water.

Depth LET Repair
α

α 95% Conf.
β

β 95% Conf.
χ2 SSE RMSE R2 RBE10 RBE37(mm) (keV/µm) Time (hrs) Interval Interval

1.2 3 2 0.074 (0.057, 0.092) 0.018 (0.015, 0.021) 2.951 0.023 0.028 0.992 1.119 1.095
2.6 4 2 0.092 (0.073, 0.110) 0.025 (0.021, 0.029) 1.891 0.020 0.026 0.993 1.336 1.313
3.9 8 2 0.130 (0.103, 0.156) 0.034 (0.027, 0.041) 6.405 0.029 0.031 0.989 1.625 1.627
4.08 14 2 0.145 (0.111, 0.179) 0.041 (0.032, 0.051) 27.039 0.028 0.031 0.988 1.792 1.799
4.2 20 2 0.172 (0.136, 0.207) 0.041 (0.030, 0.052) 246.741 0.027 0.030 0.989 1.865 1.910
4.32 25 2 0.158 (0.123, 0.192) 0.039 (0.028, 0.049) 50.799 0.022 0.030 0.993 1.803 1.839
4.4 28 2 0.183 (0.156, 0.210) 0.037 (0.029, 0.045) 2.086 0.019 0.025 0.990 1.833 1.906

1.2 3 16 0.114 (0.090, 0.138) 0.020 (0.015, 0.024) 5.716 0.030 0.032 0.990 1.281 1.306
2.6 4 16 0.145 (0.115, 0.176) 0.030 (0.022, 0.037) 5.552 0.032 0.033 0.989 1.582 1.621
3.9 8 16 0.208 (0.170, 0.246) 0.043 (0.031, 0.056) 20.029 0.032 0.033 0.987 2.001 2.094
4.08 14 16 0.258 (0.214, 0.302) 0.051 (0.036, 0.067) 83.064 0.022 0.027 0.988 2.282 2.425
4.2 20 16 0.327 (0.285, 0.367) 0.049 (0.033, 0.065) 1282.917 0.017 0.023 0.991 2.455 2.729
4.32 25 16 0.288 (0.241, 0.335) 0.068 (0.045, 0.092) 1167.958 0.016 0.026 0.994 2.735 2.822
4.4 28 16 0.387 (0.344, 0.429) 0.038 (0.023, 0.053) 3.624 0.018 0.024 0.988 2.504 2.894

1.2 3 40 0.124 (0.098, 0.150) 0.020 (0.015, 0.025) 6.605 0.033 0.033 0.989 1.324 1.356
2.6 4 40 0.159 (0.124, 0.193) 0.031 (0.022, 0.040) 7.248 0.037 0.035 0.987 1.652 1.697
3.9 8 40 0.223 (0.183, 0.263) 0.046 (0.032, 0.060) 24.824 0.032 0.033 0.986 2.095 2.199
4.08 14 40 0.281 (0.235, 0.326) 0.053 (0.037, 0.070) 102.569 0.020 0.026 0.988 2.372 2.572
4.2 20 40 0.359 (0.316, 0.402) 0.049 (0.032, 0.067) 1628.576 0.016 0.023 0.991 2.576 2.877
4.32 25 40 0.313 (0.267, 0.358) 0.074 (0.051, 0.099) 2414.682 0.013 0.023 0.995 2.841 2.970
4.4 28 40 0.422 (0.379, 0.466) 0.037 (0.021, 0.053) 3.713 0.016 0.023 0.988 2.645 3.066
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Table L.6: The fit parameters and goodness-of-fit metrics for the fPp (Mittag-Leffler) and Pp (LQ) model fits (Eγ,1[−(aD+bD2)]
and exp(−αD− βD2), respectively) to our simulated data using Method 1 of Section (8.3.2) for a range of depth in liquid water.

Depth LET Repair
γ

γ 95% Conf.
a

a 95% Conf.
b

b 95% Conf.
χ2 α

α 95% Conf.
β

β 95% Conf.
χ2

(mm) (keV/µm) Time (hrs) Interval Interval Interval Interval Interval

1.2 3 2 0.839 (0.801, 0.877) 0.000 (0.000, 0.000) 0.035 (0.032, 0.038) 125.540 0.087 (0.013, 0.136) 0.016 (-0.012, 0.028) 125.540
2.6 4 2 0.849 (0.814, 0.883) 0.000 (0.000, 0.000) 0.049 (0.044, 0.053) 149.396 0.065 (0.026, 0.157) 0.029 (-0.010, 0.039) 149.396
3.9 8 2 0.816 (0.789, 0.843) 0.000 (0.000, 0.000) 0.081 (0.076, 0.086) 124.323 0.175 (0.034, 0.225) 0.023 (-0.036, 0.060) 124.323
4.08 14 2 0.834 (0.788, 0.880) 0.000 (0.000, 0.000) 0.097 (0.084, 0.110) 113.424 0.155 (0.023, 0.253) 0.037 (-0.039, 0.076) 113.424
4.2 20 2 0.791 (0.770, 0.812) 0.000 (0.000, 0.000) 0.110 (0.103, 0.118) 345.856 0.297 (0.046, 0.297) 0.001 (-0.079, 0.080) 345.856
4.32 25 2 0.810 (0.796, 0.824) 0.004 (0.000, 0.013) 0.103 (0.097, 0.108) 125.326 0.122 (0.051, 0.265) 0.046 (-0.026, 0.072) 125.326
4.4 28 2 0.786 (0.774, 0.799) 0.000 (0.000, 0.000) 0.107 (0.105, 0.110) 6.939 0.232 (0.115, 0.250) 0.024 (-0.033, 0.057) 6.939

1.2 3 16 0.820 (0.788, 0.853) 0.000 (0.000, 0.000) 0.052 (0.048, 0.057) 204.272 0.120 (0.025, 0.215) 0.018 (-0.018, 0.036) 204.272
2.6 4 16 0.829 (0.795, 0.863) 0.000 (0.000, 0.000) 0.078 (0.073, 0.083) 353.093 0.109 (0.037, 0.254) 0.040 (-0.016, 0.057) 353.093
3.9 8 16 0.808 (0.781, 0.834) 0.000 (0.000, 0.000) 0.137 (0.129, 0.144) 220.929 0.182 (0.074, 0.343) 0.056 (-0.032, 0.087) 220.929
4.08 14 16 0.805 (0.784, 0.827) 0.000 (0.000, 0.000) 0.182 (0.168, 0.195) 249.344 0.273 (0.100, 0.395) 0.037 (-0.071, 0.108) 249.344
4.2 20 16 0.781 (0.757, 0.804) 0.008 (0.000, 0.081) 0.228 (0.189, 0.267) 87.192 0.467 (0.181, 0.471) 0.000 (-0.106, 0.106) 170.100
4.32 25 16 0.799 (0.788, 0.810) 0.047 (0.027, 0.066) 0.213 (0.199, 0.228) 292.502 0.369 (0.142, 0.435) 0.025 (-0.116, 0.141) 292.502
4.4 28 16 0.781 (0.768, 0.795) 0.000 (0.000, 0.000) 0.250 (0.241, 0.259) 8.737 0.504 (0.272, 0.502) 0.003 (-0.075, 0.078) 8.737

1.2 3 40 0.826 (0.785, 0.867) 0.000 (0.000, 0.000) 0.056 (0.050, 0.062) 128.705 0.096 (0.032, 0.216) 0.023 (-0.015, 0.038) 128.705
2.6 4 40 0.835 (0.793, 0.877) 0.000 (0.000, 0.000) 0.083 (0.073, 0.092) 219.575 0.095 (0.035, 0.281) 0.043 (-0.020, 0.063) 219.575
3.9 8 40 0.799 (0.776, 0.821) 0.000 (0.000, 0.000) 0.152 (0.144, 0.160) 111.316 0.270 (0.079, 0.366) 0.025 (-0.071, 0.096) 111.316
4.08 14 40 0.804 (0.728, 0.880) 0.001 (0.000, 0.143) 0.202 (0.108, 0.295) 65.606 0.314 (0.120, 0.421) 0.035 (-0.078, 0.114) 65.606
4.2 20 40 0.783 (0.771, 0.796) 0.022 (0.000, 0.054) 0.251 (0.228, 0.274) 188.718 0.450 (0.206, 0.511) 0.000 (-0.111, 0.111) 209.709
4.32 25 40 0.812 (0.798, 0.827) 0.081 (0.053, 0.109) 0.219 (0.194, 0.244) 126.007 0.363 (0.173, 0.454) 0.019 (-0.129, 0.149) 126.007
4.4 28 40 0.793 (0.750, 0.837) 0.046 (0.000, 0.213) 0.256 (0.170, 0.342) 5.355 0.559 (0.309, 0.535) -0.002 (-0.081, 0.079) 5.355
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L.3 Hypothesis Testing Results



Table L.7: Hypothesis testing results of the fPp (Mittag-Leffler) and Pp (LQ) model fits to our simulated data after 2 and 40
hours of repair time for both zero and a range of depths in liquid water.

Energy LET Repair KS Test AD Test BP Test White Test
(MeV) (keV/µm) Time (hrs) FPp Pp FPp Pp FPp Pp FPp Pp

50 1 2 3 3 3 3 3 3 3 3

20 3 2 3 3 3 3 3 3 3 3

5 8 2 3 3 3 3 3 3 3 3

3.5 11 2 3 3 3 3 3 3 3 3

2.5 16 2 3 3 3 3 3 3 3 3

2.1 22 2 3 3 3 3 3 3 3 3

2 24 2 3 3 3 3 7 3 7 3

1.8 29 2 3 3 3 3 3 3 3 3

1.7 32 2 7 3 7 3 3 7 3 3

1.6 35 2 3 3 3 3 3 7 3 3

50 1 40 3 3 3 3 3 3 3 3

20 3 40 3 3 3 3 7 3 3 3

5 8 40 3 3 3 3 3 3 3 3

3.5 11 40 3 3 3 3 3 3 3 3

2.5 16 40 3 3 3 3 3 3 3 3

2.1 22 40 3 7 3 3 3 3 3 3

2 24 40 3 3 3 3 3 7 3 3

1.8 29 40 3 3 7 7 3 3 3 3

1.7 32 40 3 7 3 7 3 3 3 7

1.6 35 40 3 7 3 7 3 3 3 7

Depth LET Repair KS Test AD Test BP Test White Test
(mm) (keV/µm) Time (hrs) fPp cPp fPp cPp fPp cPp fPp cPp

1.2 3 2 3 3 3 3 3 3 3 3

2.6 4 2 3 3 3 3 3 3 3 3

3.9 8 2 3 3 3 3 3 3 3 3

4.1 14 2 3 3 3 3 3 3 3 3

4.2 20 2 7 3 3 3 3 3 3 3

4.3 25 2 3 3 3 3 3 3 3 3

4.4 28 2 3 3 3 7 3 3 3 3

1.2 3 40 3 3 3 3 3 3 3 3

2.6 4 40 3 3 3 3 3 3 3 3

3.9 8 40 3 3 3 3 3 3 3 3

4.1 14 40 3 3 3 3 3 3 3 3

4.2 20 40 3 3 3 3 3 7 3 3

4.3 25 40 3 3 3 7 3 3 3 3

4.4 28 40 7 7 7 7 3 3 3 3

3
5
7
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L.4 Additional Fit Plots
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(a) Method 1

(b) Method 3

Figure L.1: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 1.7MeV (32keV/µm) proton radiation after 40
hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.2: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 1.8MeV (29keV/µm) proton radiation after 40
hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.3: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 2MeV (24keV/µm) proton radiation after 40
hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.4: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 2.1MeV (22keV/µm) proton radiation after 40
hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.5: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 3.5MeV (11keV/µm) proton radiation after 40
hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.6: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 5MeV (8keV/µm) proton radiation after 40
hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.7: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 20MeV (2.6keV/µm) proton radiation after 40
hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.8: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 20MeV (3keV/µm) proton radiation at 1.2mm
depth in liquid water after 40 hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.9: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 20MeV (4keV/µm) proton radiation at 2.6mm
depth in liquid water after 40 hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.10: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 20MeV (8keV/µm) proton radiation at 3.9mm
depth in liquid water after 40 hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.11: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simu-
lated survival data of V79 cells exposed to 20MeV (14keV/µm) proton radiation at
4.08mm depth in liquid water after 40 hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.12: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 20MeV (20keV/µm) proton radiation at 4.2mm
depth in liquid water after 40 hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.13: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simu-
lated survival data of V79 cells exposed to 20MeV (25keV/µm) proton radiation at
4.32mm depth in liquid water after 40 hours of repair time.
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(a) Method 1

(b) Method 3

Figure L.14: Fits of the fPp (Mittag-Leffler) and Pp (LQ) models to our simulated
survival data of V79 cells exposed to 20MeV (28keV/µm) proton radiation at 4.4mm
depth in liquid water after 40 hours of repair time.
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