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Abstract

Group-based trajectory models are used for characteristics that, when followed longi-

tudinally, may show subpopulations with distinct trajectories. This thesis describes

three studies I undertook relating to these models.

Group-based trajectory models generally assume a certain structure in the covari-

ances between measurements, for example conditional independence, homogeneous

variance between groups, or stationary variance over time. Violations of these as-

sumptions may result in poor model performance, but the extent and nature of this

is not well understood. In the first study, I used simulation to investigate the effect

of covariance misspecification on misclassification of trajectories in commonly used

models under a range of scenarios. I found that the more complex models generally

performed better over a range of scenarios. In particular, incorrectly specified co-

variance matrices could significantly bias the results, whereas using models with a

correct but more complicated than necessary covariance matrix incurred little cost.

An underlying assumption of the group-based trajectory model is that it applies

to all trajectories, and this does not allow for the possibility that outliers may be

ix



present. Thus outlying trajectories may distort the estimated groups of these models

and any subsequent analyses that use them. In the second study, I used simulations

to assess the impact of outliers on group-based trajectory models. The presence of

outliers tended to lead to an increased number of groups, and a reduction in the

correct classification rate provided the group means were well separated. Following

the simulations, I developed an algorithm for identifying outlying trajectories, and

evaluated its performance on the simulated trajectory datasets. The application of

my algorithm is recommended as part of sensitivity analyses to determine the effect

that outliers may have.

One approach to modelling the influence of prior covariates in the group-based

setting is to consider models wherein these covariates affect the group member-

ship probabilities. In the third study, I compared six different methods from the

literature for estimating the effect of covariates in this way. I found that when inves-

tigating the effects of covariates, the full likelihood approach minimised the bias in

the estimates of the covariate effects. In this ‘1-step’ approach, the estimation of the

effect of covariates and the trajectory model are carried out simultaneously. Of the

‘3-step’ approaches, where the the effect of the covariates are assessed subsequent to

the estimation of the group-based trajectory model, only Vermunt’s Improved 3-step

resulted in bias estimates similar in size to the full likelihood approach. The remain-

ing methods resulted in considerably higher bias in the covariate effect estimates,

and should not be used.

This thesis provides guidance in the use of group-based trajectory models for



practising statisticians, focusing on the choice of covariance structures, the impact

and identification of outlying trajectories, and the most appropriate methods for

estimating the effects of covariates. Researchers should consider a wide range of

models, and bearing in mind the assumptions they make, carefully choose that

which fits best with the data.
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Chapter 1

Introduction

1.1 Background

When a characteristic is measured longitudinally in a population, sometimes the

paths of measurements, or trajectories, that individuals follow are similar to one

another. An example of this is the growth of individuals through childhood and

adolescence. In this situation, hierarchical modelling or latent curve analysis can be

used. However, when some characteristics, such as childhood behaviour, are followed

longitudinally they show subpopulations following distinct longitudinal trajectories.

One type of childhood behaviour is externalising behaviour, such as aggression,

bullying or delinquency. Figure 1.1.1 shows a plot of externalising behaviour mea-

surements of 10 children from the Generation 1 Study,1,2 a prospective longitudinal

study of South Australian children described in Section 1.1.2. In the plot there

are distinct groups of trajectories visible, shown with different colours here. Some

1
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individuals start with high externalising behaviour levels but their behaviour score

improves as they age, shown in brown. Other individuals move from low levels to

higher levels, before returning to lower levels of externalising behaviour, shown in

black. There are also individuals with relatively stable low or high levels of exter-

nalising behaviour, shown magenta and cyan respectively. Although it is straight-

forward to assign the trajectories in this example into groups, doing so for the whole

sample cannot be achieved by inspection alone.
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Figure 1.1.1: Externalising behaviour of 10 individuals following several distinct
trajectories.

Early longitudinal studies with data believed to contain distinct subpopulations

according to some characteristic were grouped using ad hoc assignment rules (for

example in the child development literature).3,4 For instance, Moffitt et al. assigned

boys to an ‘adolescence-limited’ trajectory if they met certain criteria for extreme

antisocial behaviour as adolescents, but not as children.3 However, these methods
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did not allow for the assumption of the existence of the groups to be tested, nor for

the uncertainty about group membership to be estimated. Group-based trajectory

modelling methods were developed to allow subpopulations to be estimated from

longitudinal data. These methods include latent class growth analysis (LCGA)5,6

and growth mixture modelling (GMM).7–9 A detailed description of these methods

is provided in Section 2.1.

Group-based trajectory modelling methods have been applied to a wide range of

outcomes in criminology, clinical psychology and medicine.5,10 Nagin and Land’s pa-

per first describing the LCGA model was motivated by questions about the concept

of criminal careers.5 Muthén’s early papers describing GMM involved trajectories

of heavy drinking, and the prediction of alcohol dependence.7,8 More recent ap-

plications have included trajectories of childhood body mass index,11 neurological

improvement after stroke,12 and marital conflict.13 This thesis was motivated by

analysis of data concerning childhood behaviour, which is another example of an

area in which these models have been applied. The study drawn on for the data is

outlined in Section 1.1.2.

1.1.1 Group-based trajectories of childhood behaviour

Childhood behaviour is an example of a characteristic for which individuals can plau-

sibly be grouped into subpopulations following distinct mean trajectories. Using this

setting for motivation, in this thesis I examine key aspects of the performance of such

models. In this section, I describe previous research into group-based trajectories of
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childhood behaviour, to illustrate some of the limitations in earlier applications.

Many childhood behaviours can be generally described as either externalising or

internalising behaviours. Externalising behaviours are actions directed towards oth-

ers, whereas internalising behaviours are actions directed towards the self, such as

depression or anxiety. Typically, externalising behaviour tends to decrease through-

out childhood, whereas internalising behaviour tends to increase with age, particu-

larly for girls.14 It has been widely observed that early internalising and externalis-

ing issues are a risk factor for academic and behavioural problems in later life.15–17

Group-based trajectory modelling has been used to understand the different types

of behavioural trajectories and to ascertain if it is possible to discriminate between

those children who are on improving behavioural trajectories through childhood and

those who are on chronically poor trajectories, thereby providing opportunities for

targeted interventions.

In the previous research on childhood behaviour to date, the choice of models

has been given little consideration. The only study in the applied literature to have

modelled group-based trajectories of only internalising behaviours is Toumbourou

et al.’s investigation of Victorian children.18 A Gaussian, cubic, LCGA model was

used and, although the covariance structure of the model was not described, it can

be inferred to have been homogeneous and stationary through the software used for

estimation. Consideration of other covariance structures was not described. The first

study to model group-based trajectories of externalising behaviours was Nagin and

Tremblay’s 1999 investigation of physical aggression, opposition and hyperactivity
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in boys.19 A Gaussian, quadratic, LCGA model with homogeneous and stationary

covariance structure was used, and again consideration of other covariance structures

was not described. There are two studies that have investigated both internalising

and externalising behaviours,20,21 with Fanti and Henrich also examining the joint

trajectories of the two types of behaviours.21 Both studies used LCGA with a zero-

inflated Poisson model to account for the skewed nature of the data, and polynomials

up to quadratic order for the mean trajectories. The choice of model type in both

studies was not justified by comparison with other possibilities. As seen in these

examples, the assumptions made in fitting group-based trajectory models are not

typically examined in detail, and the rationale for choosing a particular model is

not generally provided.

1.1.2 The Generation 1 Study

Cohort formation

The Generation 1 Study is a prospective longitudinal cohort study of women and

their children living in Adelaide, South Australia. The women were recruited in

their first 16 weeks of pregnancy between 1998 and 2000 through the antenatal clinic

at a public hospital or through three privately practising obstetricians. Details of

the establishment of the cohort are described by Moore et al.1 To be eligible to

participate in the study the women had to be Caucasian, aged at least 18 years old,

and free from certain conditions known to affect fetal growth. A total of 557 women
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completed the pregnancy phase of the study and had a live singleton infant.

Longitudinal follow-up

Mothers and children have been followed-up using a structured protocol throughout

the child’s infancy and childhood. To date, data have been collected in early (<16

weeks gestation) and late (30-34 weeks gestation) pregnancy; when the children

were born; at ages 3, 6, 9, and 12 months; and at ages 2, 31/2, 5, 91/2 and 12 years.

All time points where measurements have been taken are shown below in Figure

1.1.2. Data pertaining to both the children and their wider family circumstances

have been collected at each study wave. The study was reviewed and approved

by the University of Adelaide Human Research Ethics Committee. The research

study procedures conformed to the principles of the Declaration of Helsinki and all

mothers in the study gave written informed consent.

● ●
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Figure 1.1.2: Timeline of measurements in the Generation 1 Study.

Childhood behaviour measurement

Childhood behaviour has been measured in the Generation 1 Study using the Achen-

bach Child Behavior Checklist (CBCL).22 The CBCL records the parent’s views on

specific behavioural, emotional and social problems. Each item is reported to be

not true (0), somewhat true (1), or very true (2). Total scores are derived as the
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sum of the items. Internalising and externalising behaviour subscales have also been

derived using factor analyses of the CBCL items.22 The CBCL has good inter-rater

(intraclass correlation coefficient (ICC) 0.96) and test-retest reliability (ICC 0.95)

along with well supported content, criterion-related and construct validity.22 In the

Generation 1 Study, the CBCL has been completed by the child’s main carer (usu-

ally mother) at ages 2, 31/2, 5, 91/2 and 12 years. In this thesis, only measurements

up to 91/2 years have been used as examples for the use of group-based trajectory

models, as at the time of commencing analyses the 12 year data were not available.

1.2 Thesis aims

The overarching aim of this thesis is to understand the impact of violations of

the assumptions underlying group-based trajectory models, and to provide a better

understanding of their effectiveness for analysts and applied researchers who wish to

use them. As this is a broad goal, I determined the following four specific aims that

were motivated by consideration of the application of these models to the Generation

1 externalising data. I aimed to:

1. Investigate the effect of covariance misspecification on misclassification of tra-

jectories in group-based trajectory models, including data with non-stationary

covariance structure;

2. Explore the impact of outliers on group-based trajectory models, in terms of

the number of groups estimated and the correct classification rate.
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3. Develop an algorithm to identify outliers in the group-based trajectory mod-

elling context, and to determine its effectiveness; and

4. Compare the performance of methods that estimate the effect of covariates on

the group membership probabilities in group-based trajectory models.

1.3 Thesis outline

The remainder of this thesis is structured as follows. Chapter 2 details the for-

mulation of group-based trajectory models and how the number of groups may be

selected. The literature relevant to each of the four aims is then reviewed, providing

motivation for each area of research. Chapter 3 addresses Aim 1 through a simula-

tion study, and contains the first two publications arising from this thesis. Chapter 4

concerns outliers and group-based trajectory modelling, and addresses Aims 2 and 3.

Chapter 5 contains the final publication arising from this thesis, and addresses Aim

4. Finally, Chapter 6 summarises the key results of this thesis, discusses limitations

and potential future research, and presents some concluding remarks.



Chapter 2

Literature review and aims

In this literature review I will first provide an overview of three methods for mod-

elling group-based trajectories. Second, I will describe methods that have been used

to choose the number of groups in a group-based trajectory model. Finally, I will

describe the relevant research and motivation for each of the aims of this thesis, as

detailed in Section 1.2.

2.1 Group-based trajectory models

The two most commonly used methods for modelling group-based trajectories are

latent class growth analysis (LCGA) and growth mixture modelling (GMM).23 Ad-

ditionally, multivariate Gaussian mixture modelling (MGMM) can be applied to

model group-based trajectories as such an approach is a more general framework

than either LCGA or GMM. All three methods are based on finite mixture mod-

9
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elling, so that for K groups the marginal probability distribution of a randomly

chosen trajectory is modelled by

P (y) =
K∑
k=1

πkP
k(y),

where P k(y) is the conditional distribution of the trajectory, y, given the individual

is in group k (which I denote as G = k), and πk is the group membership probability

(πk = P (G = k)) such that πk > 0 for k = 1, . . . , K and
∑K

k=1 πk = 1.

Finite mixture modelling requires K to be specified. In practice, the number of

groups is rarely clear from the data. Methods to select the number of groups are

described in Section 2.3.

Each of the probability distributions P k(y) are assumed to be multivariate Gaus-

sian, as is common in these models for continuous outcomes. In what follows, I take

the set of time points of observation to be the same for all subjects, so that for

subject i in group k

yi ∼MVN(µki ,Σ
k) (2.1.1)

where the yi are the T responses for subject i, where i = 1, . . . , n, and µki and

Σk are the mean vector of length T and T × T covariance matrix for group k.

In this framework, all of the models can be seen to be special cases of MGMM,

and constraints placed on µki and Σk determine whether the method is LCGA or

GMM, and whether the assumptions of conditional independence, homogeneity and

stationarity apply.
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Linear LCGA and GMM models are described below, but both can easily be

extended to higher order polynomials if necessary. The inclusion of polynomial

terms allows for non-linearity in the expected trajectories.

2.1.1 LCGA

The LCGA models5 are all defined by taking:

µki = αk + βkt, and

Σk to be diagonal,

where αk and βk are the group k intercept and slope respectively and t is the vector

of time points of observation. The restriction that Σk is diagonal implies that

conditional independence is assumed for all LCGA models.

LCGA models can be considered to have four different specifications of further

constraints on Σk, depending on whether the variances are assumed to be equal

across times or between groups. I will describe these as follows, with L1 to L4 used

to identify the four models in subsequent text:

L1: Σ1 = . . . = ΣK = σ2I, i.e. assuming equal residual variances between groups

and across times;

L2: Σ1 = . . . = ΣK = Σ, with Σ diagonal, i.e. assuming equal residual variances

between groups;
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L3: Σ1 = σ2
1I, . . . ,Σ

K = σ2
KI, i.e. assuming equal residual variances across times;

and

L4: Σ1, . . . ,ΣK with unconstrained diagonal elements, i.e. unconstrained residual

variances.

Models L1 and L3 are stationary, while L1 and L2 have homogeneous variances

between groups.

The LCGA model can be expanded in various ways to model more complicated

relationships among longitudinal variables. Baseline covariates can be allowed to

impact the group membership probabilities by relating the πk to the predictors

through polytomous regression, as described in Section 2.6. The effect of interven-

tions occurring during the course of the trajectories can be estimated by adding

time-varying covariates to the polynomial mean equation. The joint probabilities of

membership in trajectories of two or more related outcomes can also be modelled in

joint trajectory analysis.24

2.1.2 GMM

GMM has the same mean trajectories as LCGA but allows for correlation between

the observations of individuals through the inclusion of random effects.8,9 A GMM

model can be specified by taking:

yki = αk + aki + βkti + bki ti + εki ,
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where εki ∼ MVN(0,Rk) with Rk diagonal, and (aki , b
k
i )
′ ∼ MVN(0,Dk). Equiva-

lently:

µki = αk + βkt, and

Σk = Rk +ZDkZ ′,

where Z = [1 t] and Z ′ is the transpose of Z.

Unlike the LCGA model which is conditionally independent, non-zero covariances

between measurements in the same group are implied by the GMM model. Although

Rk is restricted to be diagonal, the random effects allow for dependence over time for

individuals within the same group. Therefore this more complex model overcomes

the conceptual difficulty with LCGA that measurements on individuals in the same

group are exchangeable. As with more complex models in general, the GMM model

is less biased, but has greater variance than the LCGA model. Through the added

complexity of the group structures, a GMM model can possibly require a smaller

number of groups than an LCGA model.

Estimation for these models involve iterative methods. The added complexity of

the GMM model makes it more computationally intensive and more likely to suffer

from problems with convergence than the LCGA model. Although the focus of this

thesis is not on the computational aspects, but rather the statistical aspects of these

models, analysts must be aware of potential issues with model fit for GMMs.

As for Σk in LCGA models, Rk can be considered to have four different specifi-

cations of further constraints, depending on assumptions concerning the equality of
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variances across times or between groups. Additionally the covariance matrix of the

random effects, Dk, can be restricted to be equal between groups. The four models

with the restriction D1 = . . . = DK = D (denoted here by GA1-GA4) have the

following constraints on Rk:

GA1: R1 = . . . = RK = r2I, i.e. assuming equal residual variances between groups

and across times;

GA2: R1 = . . . = RK = R, with R diagonal, i.e. assuming equal residual variances

between groups;

GA3: R1 = r21I, . . . ,R
K = r2KI, i.e. assuming equal residual variances across times;

and

GA4: R1, . . . ,RK with unconstrained diagonal elements, i.e. unconstrained residual

variances.

The four GMM models with Dk free to vary between groups (GB1-GB4) have

the following constraints on Rk:

GB1: R1 = . . . = RK = r2I, i.e. assuming equal residual variances between groups

and across times;

GB2: R1 = . . . = RK = R, with R diagonal, i.e. assuming equal residual variances

between groups;

GB3: R1 = r21I, . . . ,R
K = r2KI, i.e. assuming equal residual variances across times;

and
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GB4: R1, . . . ,RK with unconstrained diagonal elements, i.e. unconstrained residual

variances.

2.1.3 MGMM

MGMM is the most general approach I consider, and as mentioned LCGA and

GMM are both special cases of MGMM. MGMM has been applied in wide variety

of fields, including astronomy, biology, economics, engineering, genetics, marketing,

medicine and psychiatry.25 In this case I take µki to be unrestricted and consider ten

restrictions for Σk (denoted here by M1-M10). The first six covariance restrictions

are based directly on the Σk matrices:

M1: Σ1 = . . . = ΣK = σ2I, i.e. assuming equal variances between groups and

across times, with no covariance;

M2: Σ1 = . . . = ΣK diagonal, i.e. assuming equal variances between groups, with

no covariance;

M3: Σ1 = σ2
1I, . . . ,Σ

K = σ2
KI, i.e. assuming equal variances across times, with no

covariance;

M4: Σ1, . . . ,ΣK all diagonal, i.e. unconstrained variances, with no covariance;

M5: Σ1 = . . . = ΣK unstructured, i.e. assuming equal variance and covariances

between groups;

M6: Σ1, . . . ,ΣK unstructured, i.e. unconstrained variances and covariances.
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The final four covariance restrictions are based on the following eigenvalue de-

composition of Σk:

Σk = λkQkAkQ
′
k,

with Qk an orthogonal matrix of eigenvectors, Ak a diagonal matrix such that

|Ak| = 1, whose elements are the normalised eigenvalues of Σk, and λk = |Σk|1/T . T

is the number of time points. WhereAk,Qk and λk are used without a subscript (i.e.

A, Q and λ), this implies they are constrained to be equal between groups. This

eigenvalue decomposition allows the volume, shape and orientation of the groups to

be controlled independently of each other. Figure 2.1.1 shows an example set of 95%

probability ellipses for each of models M7-M10 to illustrate the concepts of volume,

shape and orientation. The final four covariance restrictions are:

M7: Σ1 = λ1A, . . . ,Σ
K = λKA, i.e. assuming equal shape between groups, with

variable volume and no covariance;

M8: Σ1 = λA1, . . . ,Σ
K = λAK , i.e. assuming equal volume between groups, with

variable shape and no covariance;

M9: Σ1 = λQ1AQ
′
1, . . . ,Σ

K = λQKAQ
′
K , i.e. assuming equal shape and volume

between groups, but variable orientation; and

M10: Σ1 = λ1Q1AQ
′
1, . . . ,Σ

K = λKQKAQ
′
K , i.e. assuming equal shape between

groups, but variable volume and orientation,
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Figure 2.1.1: Examples of 95% probability ellipses for models M7-M10.

2.1.4 Summary of models

Table 2.1.1 summarises the characteristics of the different models, according to

whether they exhibit conditional independence, homogeneous Σk between groups

or stationary Σk over time. For the GMM models, Table 2.1.1 also shows whether

the variance components Rk and Dk are homogeneous between groups.

2.2 Estimation of group-based trajectory models

Estimation of the parameters in a group-based trajectory model is typically per-

formed using maximum-likelihood, as is the case for all finite mixture models.5,8,25

As the maximum-likelihood estimates of the group-membership probabilities and

group means and variances cannot be written in closed form, they need to be com-
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Table 2.1.1: Characteristics of models, according to different properties of their
covariance matrix or variance components.

All models GMM variance components

Model
Conditional

Indepen-
dence

Homogeneous
Σk

Stationary
Σk

Homogeneous
Rk

Homogeneous
Dk

L1 X X X - -
L2 X X × - -
L3 X × X - -
L4 X × × - -

GA1 × X X X X
GA2 × X × X X
GA3 × × X × X
GA4 × × × × X
GB1 × × X X ×
GB2 × × × X ×
GB3 × × X × ×
GB4 × × × × ×
M1 X X X - -
M2 X X × - -
M3 X × X - -
M4 X × × - -
M5 × X × - -
M6 × × × - -
M7 X × × - -
M8 X × × - -
M9 × × × - -
M10 × × × - -
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puted iteratively.25 Advances in the estimation of finite mixture models were made

possible by the development of the Expectation-Maximisation (EM) algorithm by

Dempster, Laird and Rubin in 1977.26 The EM algorithm is used to compute the

maximum-likelihood estimates in almost all applications of finite mixture modelling,

although Bayesian estimation is also possible.25

In this thesis the mclust package in R27,28 and Mplus9 were both used to esti-

mate the parameters of group-based trajectory models. Mclust uses the EM algo-

rithm for maximum-likelihood estimation27. In Mplus, the estimator used for the

group-based trajectory modelling was a maximum-likelihood estimator with robust

standard errors, with an accelerated EM algorithm that utilises Quasi-Newton and

Fisher Scoring optimisation steps when needed.9

Estimation of finite mixture models can be sensitive to starting points as the

mixture likelihood functions often have local maxima. Therefore multiple random

starts are needed to reduce the likelihood of finding a local optimum as the solution.

2.3 Selection of the number of groups

As described in the previous section, LCGA, GMM and MGMM rely on a given

number of groups K. This is rarely obvious from the data, and the methods de-

scribed in this section can be used to guide the selection of the value of K.

There has been considerable discussion in the literature around methods to es-

timate the appropriate number of groups K.29 In other modelling contexts, more
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complex models can be tested against simpler models through the likelihood ra-

tio test (LRT). The LRT statistic is defined as twice the difference between the

maximised log likelihood of the two models under consideration. For many appli-

cations, the LRT statistic has an asymptotic chi-squared distribution, however for

mixed models the necessary regularity conditions do not hold.25 This is because the

null hypothesis involves the membership probability being on the boundary of the

parameter space.

An alternative approach is to assess how a measure of model fit changes for

different values of K. The chosen K is that which results in the optimum value of

the measure of model fit. For mixture modelling, the Bayesian information criterion

(BIC)30 is commonly used to compare between models, as it trades complexity

against model fit. The BIC is defined as

BIC = −2log(L) +K log(n), (2.3.1)

where L is the value of the maximised likelihood. The derivation of equation (2.3.1)

uses the Bayesian framework with equal prior probability on each model and vague

priors on the parameters, given the model.31 The difference between two BIC values

is then an estimate of the ratio of the posterior probabilities of the two models. In

this situation a BIC difference of 6 corresponds to a posterior probability of about

0.95 for the model with the higher BIC, relative to the model with the lower BIC.

For this reason, Raftery suggests considering only the models with a BIC within 6
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of the best fitting model, and also for parsimony to remove any models that have

more likely sub-models nested within them.31

An alternative method to using the BIC is to use bootstrap samples to estimate

the distribution of the LRT statistic, as described by McLachlan and Peel.25 This

avoids the assumption of the chi-squared distribution, as the distribution is esti-

mated empirically. An advantage of this bootstrap method over the BIC is that it

provides p-values for comparisons between models. Whereas a disadvantage is that

the bootstrap method is more computationally intensive. A recent simulation study

showed that the bootstrap LRT performed better than the BIC and other criteria

for selecting the true number of groups.32

In addition to assessing the criteria described above, it has been suggested by

Jung and Wickrama that when choosing the number of groups, it is important to

consider the interpretability of the groups.23 When there are two candidate numbers

of groups with similar model fit, these authors advise analysts to consider whether

the additional groups reveal any new important features in the data.

2.4 Covariance assumptions in group-based tra-

jectory models

In group-based trajectory models, simplifying assumptions such as conditional inde-

pendence, homogeneous variance between groups, or stationary variance over time

are often made.
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However, little research into the sensitivity to misspecification of these assump-

tions has been undertaken. Heggeseth and Jewell investigated the effect of covari-

ance misspecification for models with an assumption of stationarity.33 They showed

that bias in estimates of model parameters occurs due to misspecification unless the

component distributions are well separated. The bias in parameter estimates result-

ing from misspecifying heterogeneous variances as homogeneous has previously been

found in univariate mixture models,34,35 and in growth mixture models.36 Gilthorpe

et al. and Diallo et al. both recently investigated the effect of misspecifying the co-

variance structure in growth mixture models on the choice of the number of groups,

and identified that models with more groups were favoured in misspecified situa-

tions.37,38

2.4.1 Aim 1

In previous literature, the effect of violations of assumptions of stationarity have

not been investigated, and the extent of the impact of such violations has not been

compared with that of violations of homogeneity. The first aim of this thesis is

to investigate the effect of covariance misspecification on misclassification of trajec-

tories in group-based trajectory models, including for data with a non-stationary

covariance structure. This aim is addressed in Chapter 3.
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2.5 Outlier impact and identification for group-

based trajectory models

2.5.1 Outliers and their impact

Outliers are data points that are far from the rest of the distribution. In a uni-

variate or bivariate setting, such observations are often easily identified as points

separated from the majority of other observations. In a multivariate setting, such

as with repeated observations for a group of individuals, outliers may also occur as

more complex patterns of observations. A trajectory may be considered an outlier

because a single observation is an outlier with respect to its univariate distribution.

Alternatively, an outlier can also occur when the combination of its components are

unusual rather than any single component.

Outliers may arise through normal variation, experimental error or contamina-

tion.39 Often statistical distributions allow for observations to appear far from the

rest of the observations with low probability. Therefore an outlier may arise through

the natural variability in responses that are part of a particular distribution. For

example, in a Normal distribution an observation of three or more standard devia-

tions from the mean can be expected with probability 0.0027 (or once in every 371

observations). In a small sample, an outlier far from the rest of the distribution

could arise by chance alone. If a large sample is observed, one can expect the sam-

ple to include more observations far from the mean, but these extreme observations
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are unlikely to be separated from the majority of other observations. Outliers can

also arise through experimental errors or other mistakes in data collection. Finally,

outliers can be observed when there is contamination in the dataset from a differ-

ent process. Errors and contamination do not necessarily lead to outliers, as these

observations may happen to lie within the normal range of observations.

Outlying observations can distort the results of analyses undertaken when they

are present. In 1953 Dixon described the impact that outlying observations can have

on summary statistics such as the mean and standard deviation.40 These results have

been extended to multivariate settings where outliers can have a large impact on

parameter estimates.41 Therefore outliers can lead to different conclusions to those

made if such observations are excluded.

2.5.2 Aim 2

The effects of outliers on group-based trajectory models have not been studied. The

second aim of this thesis is to explore the impact of outliers on these models, in

terms of the number of groups estimated and the correct classification rate. This

aim is addressed in Section 4.2.

2.5.3 Outlier identification

As outliers can have an impact on the results of analyses, it is important that they

are identified for further investigation. Once identified, an outlier can be removed

if there is a substantive reason for doing so, such as additional information that
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indicates a likely error. Alternatively, where outliers are plausibly true observations,

their impact should be investigated through a sensitivity analysis. This involves

comparing the results with and without the outliers included, or comparing the

results with that of a robust method, when available. In the mixture modelling

setting, an additional complexity is that besides outlying observations potentially

being errors or arising from natural variation, they can also be thought of as arising

from a sub-population that corresponds to a new group.

The topic of outlier identification has been extensively discussed in the extant

literature for many decades and in a variety of statistical contexts and subject do-

mains. There are now a large range of methods that exist for the detection of

outliers in the statistical and computer science literature including, for example, sta-

tistical methods (both parametric and nonparametric), clustering based methods,

and classification based methods. Recent comprehensive reviews of this subject are

available.39,42 A general review of these methods is beyond the scope of this thesis.

As this thesis relates to group-based trajectory models, I will consider only outlier

methods applicable to mixture models.

In the context of mixture models, there have been relatively few methods pro-

posed for dealing with outliers. One approach has been to provide a single con-

tamination component of the mixture specifically for outliers, with a different dis-

tribution to the rest of the components.43,44 Alternatively, Zhuang et al. proposed

separating the data into a normal distribution and ‘outliers’ repeatedly until all nor-

mal distributions have been found.45 Another approach is to use mixture modelling
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procedures that are robust to outliers, so as to limit the impact of the outliers on

resulting estimates. One robust procedure is to use mixtures of distributions with

heavy tails, such as multivariate t or skew t distributions.46–50 Other procedures that

have been proposed are to either trim outliers from the mixture components, or to

‘grow’ the mixture components in size until they reach a point where only outliers

are excluded.51,52

One possible approach to identify outliers is to use a model selection criterion.

The method proposed by Kitagawa, for example, uses the Akaike information cri-

terion (AIC).53 Kitagawa’s method applies to univariate data, and uses the AIC

to compare models where the highest and/or lowest values arise from distributions

with a different mean or variance. This is achieved through a distribution function

defined as three sub-functions, one for each of the lowest observations, the major-

ity of the observations and the highest observations. The AIC is calculated for

various combinations of numbers of high and low outliers, and the minimum AIC

combination indicates which observations should be considered as outliers. Kadota

extended Kitagawa’s method to apply to two-dimensional data,54 however these sin-

gle distribution methods are not suited to the mixture modelling setting as there

are too many possible alternate distributions from which outliers may have arisen to

make them feasible. Outliers may be considered to come from any of the estimated

mixture components, or from a new component with an increase in the number of

groups. As methods to date do not recognise the possibility of the number of groups

changing, this led to the development of the following aim.
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2.5.4 Aim 3

Methods proposed for outlier identification in mixture models do not account for the

number of groups changing with the identification of outliers. The third aim of this

thesis is to develop an algorithm to identify outliers in the group-based trajectory

modelling context, and to determine its effectiveness. This aim is addressed in

Section 4.3.

2.6 Predictors of group-based trajectory models

2.6.1 Modelling the effect of covariates on group-based tra-

jectory models

Longitudinal studies can provide an understanding of how characteristics at earlier

points in time are related to subsequent outcomes. One approach to modelling the

influence of covariates measured at earlier time points in the group-based setting is

to consider models wherein these covariates affect the group membership probabili-

ties.55 Models in which prior covariates impact the shape of the expected trajectories

directly are also possible, but are not considered in this thesis.

In a group-based model without covariates, πk is modelled as:

P (G = k) = πk =
eθk∑K
k=1 e

θk
.
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This ensures 0 < πk < 1 and
∑K

k=1 πk = 1, while the θk are free to vary without

restriction. As a result of the summation constraint, only K − 1 estimates of θk are

required, and by convention θ1 = 0.

The effect of a covariate vector x = (x1, . . . , xp) can be incorporated through the

multinomial logistic regression model:

P (G = k|x) =
eθ0k+x

T θk∑K
l=1 e

θ0l+xT θl
, (2.6.1)

where θk = (θ1k, . . . , θpk). The effect of x1 in group k relative to group 1 is estimated

by θ1k, with eθ1k providing an estimate of the odds ratio.

2.6.2 Methods for estimating the effect of covariates on group

membership probabilities

A number of ways to estimate the multinomial logistic regression on the covariates

have been proposed, with different approaches to account for the uncertainty in the

group membership assignment. Here I outline six different methods that have been

proposed in the wider literature:

1-step (1S)

In the 1S method,56–58 estimation of the effects of covariates and the trajectory

model are carried out simultaneously. That is to say, full maximum-likelihood is

used for all parameters of the group-based model (µk, Σk) and the θs of the multi-
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nomial logistic regression. While this is a reasonable approach from an estimation

perspective, there are various reasons why researchers have preferred other methods

in which the group-based model is estimated first, and the effects of the covariates are

assessed subsequently. As argued by Vermunt,58 the 1S method may be impractical

if there are many covariates to consider, in combination with a complex group-based

trajectory model that would need to be re-estimated for each covariate. Vermunt

also reasons that the 1S method complicates model building decisions, may not fit

with the logic of applied researchers who view introducing covariates as a step that

comes after the classification model has been built, and assumes the group-based

model has not yet been constructed. According to Vermunt ‘in many applications,

it is more natural to use a stepwise approach and, moreover, . . . sometimes it is

the only reasonable way to proceed’.58 The remaining methods considered in this

thesis are such stepwise approaches, where the effect of the covariate is estimated

subsequent to the estimation of the group-based model.

3-step (3S)

In the 3S method,57,58 the trajectory model is first estimated without inclusion of

covariates. In the second step, each individual is allocated to groups according to

the maximum estimated posterior probability:

mi = arg max
k

P̂ (Gi = k|yi).
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In the third step, a multinomial logistic regression model, as in equation 2.6.1, is

estimated using maximum-likelihood, with mi as the response instead of Gi.

Pseudo class 3-step (PC3S)

The PC3S method59,60 is similar to the 3S method, however at the second step,

individuals are allocated randomly to groups J times according to the posterior

probabilities:

P (mij = k) = P̂ (Gi = k|yi),

for j = 1, . . . , J . As in the 3S method, multinomial logistic regressions with mij as

the response are estimated with maximum-likelihood to obtain J estimates of the

covariate effect, with their average providing the PC3S estimate.

Improved 3-step (I3S)

The first two steps of the I3S method57,58 are the same as for the 3S method. The

third step differs, as it takes into account the misclassification error in the second step

when individuals were allocated tomi according to the maximum estimated posterior

probability. This is achieved through a latent class model where the estimated

classification errors are treated as known errors of classification. To estimate the

classification error in M , P̂ (M = k|G = l), the classification uncertainty rate for M

is calculated as:

P̂ (G = l|M = k) =
1

nk

∑
mi=k

P̂ (Gi = l|yi),
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where nk is the number of observations classified in group k by the most likely

class variable M . The classification uncertainty rate is the average of the posterior

probabilities for each of the classes among each of the allocated classes. Bayes’

Theorem is then used to calculate the classification error in M :

P̂ (M = k|G = l) =
P̂ (G = l|M = k)nk∑K
s=1 P̂ (G = l|M = s)ns

.

These classification errors allow M to be treated as an imperfect measurement of G

in a latent class model, with a regression of G on x, and in this way the measure-

ment error in M is taken into account. This involves maximising the log-likelihood

function:
n∑
i=1

K∑
k=1

log
K∑
l=1

P (Gi = l|xi)P (M = k|G = l).

This approach was first described by Vermunt,58 and expanded on improvements

made to the 3S method by Bolck, Croon and Hagenaars.57 More details are provided

in Vermunt’s paper.58

Probability regression (PR)

In the PR method,59 the posterior probabilities from step one of the 3S method are

transformed using the logit function, and the transformed probabilities are subse-

quently used in a linear regression on the covariate x. That is, the following linear
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regression is performed:

log
P̂ (Gi = k|yi)

1− P̂ (Gi = k|yi)
= γ0k + γkxi.

For two groups, the effect of x in group k relative to group 1 is estimated by γk,

with eγk providing an estimate of the odds ratio.

Probability weighted 3-step (PW3S)

The PW3S method59 is based on the 3S method, however the posterior probabilities

of membership of the chosen class, P̂ (mi = k|yi), are used as weights in the multi-

nomial logistic regression of step three, thereby accounting for the differing certainty

in the assignments.

2.6.3 Previous studies comparing methods for estimating

the effect of covariates

Bolck et al. compared the performance of the 1S, 3S and the I3S methods in

their study introducing the I3S method,57 and demonstrated both analytically and

through simulation that the classification error in the second step of the 3S method

leads to attenuation of parameter estimates. This was confirmed by Vermunt in a

study extending the I3S method,58 in which the extension was also compared with

the other methods presented by Bolck et al.. In a simulation study, Clark and

Muthén compared all methods considered here except for I3S, and found that the
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1S method performed best.59 The studies by Bolck et al. and Clark and Muthén

considered only a single continuous covariate,57,59 while Vermunt used three discrete

numeric covariates but did not compare with results for a single covariate.58 Thus it

remains unclear which is the best method for estimating the effect of one or multiple

covariates on the group membership probabilities.

2.6.4 Aim 4

No study has considered all six of these methods, nor compared how the inclusion

of additional covariates affects resulting bias. The nature of the covariates, in terms

of whether they are continuous or categorical, has also yet to be considered. The

fourth aim of this thesis is to compare the performance of methods that estimate the

effect of covariates on the group membership probabilities in group-based trajectory

models. This aim is addressed in Chapter 5.

2.7 Conclusion

There are a number of areas where questions remain to be addressed in the group-

based trajectory modelling literature, as described above. These identified gaps led

to the development of four aims for this thesis. In order to better our understanding

of these models, I will address these aims in the following three chapters.
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Chapter 3

The impact of covariance

misspecification in group-based

trajectory models for longitudinal

data with non-stationary

covariance structure

3.1 Preface

This chapter contains the first of two articles contributing to this thesis which have

been published in peer reviewed journals:

35
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• Davies CE, Glonek GFV and Giles LC. The impact of covariance misspec-

ification in group-based trajectory models for longitudinal data with non-

stationary covariance structure. Statistical Methods in Medical Research 2017;

26: 1982-1991. First published date: August 17, 2015.

It addresses the first aim of this thesis by examining the impact of covariance

misspecification on misclassification of trajectories in group-based trajectory models,

including models for longitudinal data with non-stationary covariance structure.

In the range of group-based trajectory models described in Section 2.1, and sum-

marised in Table 2.1.1, many models make the common assumptions of conditional

independence, homogeneous variance between groups and stationary variance over

time. However, there has been limited investigation into the sensitivity to misspec-

ification of these assumptions. The importance of understanding the impact that

misspecification of these assumptions can have on one’s ability to correctly classify

individuals into groups is shown in this chapter.

Of the covariance structures described in Section 2.1, models M7-M10 were not

considered in this chapter as they did not correspond to the range of LCGA and

GMM models also considered.

Supplementary Figure 1 referred to in the article is reproduced in Section 3.4.

Section 3.6 contains a letter to the editor published subsequently in the same

journal relating to the above article:

• Davies CE, Glonek GFV and Giles LC. Letter to the editor. Statistical Methods
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in Medical Research. Prepublished May 24, 2017.

I identified through my ongoing research some potential issues with the cal-

culation of the estimates for the article. The impact of correcting these issues is

elaborated on in the letter.
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Article

The impact of covariance misspecification
in group-based trajectory models for
longitudinal data with non-stationary
covariance structure

Christopher E Davies,1,2 Gary FV Glonek1 and Lynne C Giles2

Abstract

One purpose of a longitudinal study is to gain a better understanding of how an outcome of interest changes among a

given population over time. In what follows, a trajectory will be taken to mean the series of measurements of the

outcome variable for an individual. Group-based trajectory modelling methods seek to identify subgroups of trajectories

within a population, such that trajectories that are grouped together are more similar to each other than to trajectories

in distinct groups. Group-based trajectory models generally assume a certain structure in the covariances between

measurements, for example conditional independence, homogeneous variance between groups or stationary variance

over time. Violations of these assumptions could be expected to result in poor model performance. We used simulation

to investigate the effect of covariance misspecification on misclassification of trajectories in commonly used models

under a range of scenarios. To do this we defined a measure of performance relative to the ideal Bayesian correct

classification rate. We found that the more complex models generally performed better over a range of scenarios. In

particular, incorrectly specified covariance matrices could significantly bias the results but using models with a correct but

more complicated than necessary covariance matrix incurred little cost.

Keywords

Covariance, model misspecification, mixture models, longitudinal data, group-based trajectory modelling

1 Introduction

Longitudinal studies can give insights into how outcomes of interest change over time. Data arising from such
studies can be used to define discrete paths of measurements, or trajectories, for each individual within a given
population. Group-based trajectory modelling methods seek to identify subgroups of individuals within a
population with trajectories that are more similar to each other than to trajectories in distinct groups.

In group-based trajectory models, assumptions of conditional independence, homogeneous variance between
groups and stationary variance over time are commonly made. However, there has been limited investigation into
the sensitivity to misspecification of these assumptions. Heggeseth and Jewell assessed the effect of covariance
misspecification for models with an assumption of stationarity.1 They found that bias in estimates of model
parameters occurs due to misspecification unless the component distributions are well separated. The bias in
parameter estimates resulting from misspecifying heterogeneous variances as homogeneous has previously been
identified in univariate mixture models2,3 and in growth mixture models.4 Gilthorpe et al. recently investigated the
effect of misspecifying the random structure in growth mixture models on the choice of the number of groups, and
showed that models with more groups were favoured in misspecified situations.5 However, the effect of violations of
assumptions of stationarity has not been investigated, and the extent of the impact has not been comparedwith that of
violations of homogeneity.
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Here we investigate, through a simulation study, the impact of covariance misspecification on misclassification of
trajectories in commonly usedmodels under a range of scenarios.We define ameasure of performance relative to the
ideal Bayesian correct classification rate (BCCR). This article is structured as follows. Section 2 presents the model
specifications including the different covariance structures considered. Section 3 describes the suite of simulations
that were undertaken, broadly based on serial measurements of behaviour from a cohort of South Australian
children. Section 4 presents the results of the simulations, and the implications of our findings are discussed in
Section 5.

2 Model specification

The two most commonly used methods for modelling group-based trajectories are latent class growth analysis
(LCGA) and growth mixture modelling (GMM).6 Additionally, multivariate Gaussian mixture modelling
(MGMM) can be applied to model group-based trajectories as it is a more general framework than either
LCGA or GMM. All three methods are based on finite mixture modelling, so that for K groups the marginal
probability distribution of a randomly chosen trajectory is modelled by

PðyÞ ¼
XK

k¼1

�kP
kðyÞ

where PkðyÞ is the conditional distribution of the trajectory, y, given the individual is in group k, and �k is the
group membership probability such that �k 4 0 for k ¼ 1, . . . ,K and

PK
k¼1 �k ¼ 1.

Finite mixture modelling requires K to be specified. In practice, the number of groups is rarely clear from the
data. There has been considerable discussion in the literature around methods to estimate the appropriate number
of groups.7 We assume, as in similar studies,1–3 that the correct number of groups is known.

Each of the probability distributions PkðyÞ is assumed to be multivariate Gaussian, as is common in these
models for continuous outcomes. In what follows, we take the set of time points of observation to be the same for
all subjects, so that for subject i in group k

yi �MVNðlk,DkÞ ð1Þ

where yi are the responses for subject i, i ¼ 1, . . . , n, and lk and D
k are the mean vector and covariance matrix for

group k. Constraints placed on lk and D
k determine whether the method is LCGA, GMM or MGMM, and

whether the assumptions of conditional independence, homogeneity and stationarity apply.
Linear LCGA and GMM models are described below, but both can easily be extended to higher order

polynomials if necessary.

2.1 Latent class growth analysis

The LCGA model8 can be defined by taking lk ¼ �k þ �kt and D
k as diagonal, where t is the vector of time points

of observation. The assumption that Dk is diagonal implies conditional independence for all LCGA models.
LCGA models can be considered to have four different specifications of further constraints on D

k, depending on
whether the variances are assumed to be equal across times or between groups. We will describe these as: L1
(D1 ¼ . . . ¼ D

K ¼ �2I, i.e. assuming equal residual variances between groups and across times), L2
(D1 ¼ . . . ¼ D

K ¼ D, i.e. assuming equal residual variances between groups), L3 (D1 ¼ �21I, . . . ,DK ¼ �2KI, i.e.
assuming equal residual variances across times) and L4 (D1, . . . ,DK with unconstrained diagonal elements, i.e.
unconstrained residual variances). Models L1 and L3 are stationary, while L1 and L2 have homogeneous
variances between groups.

2.2 Growth mixture modelling

GMM extends the mean trajectories of LCGA to allow for the variation of trajectories of individuals through the
inclusion of random effects.9,10 A GMM model is often specified by taking

yki ¼ �
k þ aki þ �

kti þ bki ti þ �
k
i

Davies et al. 1983
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where �ki �MVNð0,RkÞ with Rk diagonal, and ðaki , b
k
i Þ
0
�MVNð0,DkÞ. In our notation, the GMM model is

expressed as

lk ¼ �k þ �kt, and

D
k ¼ Rk þ ZDkZ0

where Z ¼ ½1 x�.
Unlike the LCGA model which is conditionally independent, non-zero covariances between measurements in

the same group are implied by the GMM model. Although Rk is assumed to be diagonal, the random effects allow
for dependence over time for individuals within the same group.

As for Dk in LCGA models, Rk can be considered to have four different specifications of further constraints,
depending on assumptions concerning the equality of variances across times or between groups. Additionally the
covariance matrix of the random effects, Dk, can be assumed to be equal between groups. The four models with the
assumption D1 ¼ . . . ¼ DK ¼ D have the following constraints on Rk: GA1 (R1 ¼ . . . ¼ RK ¼ r2I, i.e. assuming
equal residual variances between groups and across times), GA2 (R1 ¼ . . . ¼ RK ¼ R, i.e. assuming equal residual
variances between groups), GA3 (R1 ¼ r21I, . . . ,RK ¼ r2KI, i.e. assuming equal residual variances across times) and
GA4 (R1, . . . ,RK with unconstrained diagonal elements, i.e. unconstrained residual variances).

The four GMM models with Dk free to vary between groups have the following constraints on Rk: GB1
(R1 ¼ . . . ¼ RK ¼ r2I, i.e. assuming equal residual variances between groups and across times), GB2
(R1 ¼ . . . ¼ RK ¼ R, i.e. assuming equal residual variances between groups), GB3 (R1 ¼ r21I, . . . ,RK ¼ r2KI, i.e.
assuming equal residual variances across times) and GB4 (R1, . . . ,RK with unconstrained diagonal elements, i.e.
unconstrained residual variances).

2.3 Multivariate Gaussian mixture modelling

MGMM is the most general approach that we consider. In this case, we take lk to be unrestricted and consider the
following six assumptions for D

k: M1 (D1 ¼ . . . ¼ D
K ¼ �2I), M2 (D1 ¼ . . . ¼ D

K with unconstrained diagonal
elements), M3 (D1 ¼ �21I, . . . ,DK ¼ �2KI), M4 (D1, . . . ,DK with unconstrained diagonal elements), M5
(D1 ¼ . . . ¼ D

K unstructured) and M6 (D1, . . . ,DK unstructured).

2.4 Summary of models

Table 1 summarises the characteristics of the different models, according to whether they exhibit conditional
independence, homogeneous D

k between groups or stationary D
k over time. For the GMM models, Table 1

also shows whether the variance components Rk and Dk are homogeneous between groups.

2.5 BIC model selection strategy

The Bayesian information criterion (BIC)11 is a measure of model fit that can be used to guide the selection of
mixture models. The BIC provides a trade-off between model fit and model complexity. A commonly used model
selection strategy is to select the model, from amongst those under consideration, which has the maximum BIC. To
investigate how well this strategy performed in comparison to any single model, the model with the maximum BIC
of the 18 considered was tested in each scenario, referred to here as model B.

3 Simulations

3.1 Specification of simulations

We used simulation to evaluate the performance of the 18 models described in Section 2 and the maximum BIC
model, with respect to correct classification rate (CCR) as defined in Section 3.2, under a range of scenarios. The
impact on bias of the model parameters, in terms of the difference of the estimates from the true values, can also be
considered. However, we focus on a classification-based performance measure, as misclassification of trajectories
leads to bias in the estimation of the model parameters. Although misclassification is not the only possible source
of bias, in the scenarios we considered the level of bias was consistent with the level of misclassification. This is
elaborated on in Section 4.

1984 Statistical Methods in Medical Research 26(4)
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The simulated scenarios are motivated by the childhood behaviour data from the Generation 1 Study, a
prospective longitudinal cohort study of women and their children living in Adelaide, South Australia. The
women were recruited in pregnancy between 1998 and 2000.12 Data were collected from a total of 536 children
at ages 2, 3.5, 5 and 9.5 years; 354 contributed data at all four time points. Childhood behaviour was measured in
the Generation 1 Study using the Achenbach Child Behavior Checklist,13 which records the parent’s views on
specific behavioural, emotional and social problems. Total and sub-scale scores can be derived as the sum of the
ordinal items, with higher scores suggesting worse behaviour. We focus here on the externalising sub-scale derived
from the subset of questions relating to behaviours such as aggression and bullying. The externalising sub-scale
calculated from the Generation 1 Study has been observed to exhibit non-stationary covariance, and therefore
motivated our investigation into the effect this had on the appropriate choice of group-based trajectory model.
Figure 1(a) presents the externalising data from these four time points of the Generation 1 Study, with Figure 1(b)
and (c) showing the groups identified from a two-group GA4 model fit to these data. Each of the plots has a
random 25 trajectories from each group joined. As can be seen in part (a) of Figure 1, the variance decreases over
time, with the variance at 9.5 years much lower than at the earlier time points. This non-stationarity is only
accounted for in some of the models described in Section 2, and our simulations allow the effect of accommodating
this to be determined.

In the present study, datasets of 500 observations were simulated to have properties approximating those for the
externalising behaviour data from the Generation 1 Study, with four time points aligned with the standardised
time points derived from child ages 2, 3.5, 5 and 9.5. Standardised time points were used to aid the convergence of
the group-based models, and the same four time points were used for each subject to allow the MGMM models to
be compared with the LCGA and GMM models, i.e. for i ¼ 1, . . . , nk ti ¼ ð�1, � 0:5, 0:1, 1:3Þ0. To investigate the
effect of more time points on conclusions about misclassification we also repeated the simulations with eight time
points. In a general review of the literature, studies using group-based trajectory models were found to have a
number of time points between 3 and 16, and sample sizes ranged from hundreds to several thousands, for
example.14–16 Our simulations have been designed to be of relevance to applied researchers, in keeping with
typical studies.

For comparison with previous research,1 the simulation design had two groups. The mean and covariance
structure varied between scenarios in the ‘high’ group (group 1) while the mean and covariance structure for the
‘low’ group (group 2) remained fixed. The three dimensions of variation for group 1 were: the separation between
the mean trajectories of the groups (i.e. the vertical position of the group 1 mean trajectory), the dependence across
the time points and the stationarity of the covariance matrix. We altered these three aspects in scenarios
assessing classification performance for various combinations of separation, dependence and stationarity.

Table 1. Characteristics of models.

All models GMM variance components

Model Conditional independence Homogeneous D
k Stationary D

k Homogeneous Rk Homogeneous Dk

L1 X X X - -

L2 X X � - -

L3 X � X - -

L4 X � � - -

M1 X X X - -

M2 X X � - -

M3 X � X - -

M4 X � � - -

GA1 � X X X X

GA2 � X � X X

GA3 � � X � X

GA4 � � � � X

GB1 � � X X �

GB2 � � � X �

GB3 � � X � �

GB4 � � � � �

M5 � X � - -

M6 � � � - -

Davies et al. 1985
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For each scenario, with k¼ 1, 2 and i ¼ 1, . . . , nk, a linear model was used to simulate 200 datasets

yi ¼ �k1þ �kti þ �
k
i

where 1 ¼ ð1, 1, 1, 1Þ0 and �ki � Nð0,DkÞ.
In the first scenario, with a stationary covariance structure without dependence, the following parameters were

used: �1 ¼ 14, �2 ¼ 7, �1 ¼ �5, �2 ¼ �5; D
k ¼ �2kI with �

2
1 ¼ 35 and �22 ¼ 25; and n1 ¼ n2 ¼ 250. As well as the

number of time points and their relative positions being based on the Generation 1 Study, the shape of the mean
trajectories and the coefficient of variation were based on the parameters estimated in the GA4 model fit to the
Generation 1 Study data (shown in Figure 1).

Altering �1 varies the vertical separation between the mean trajectories of the groups. The dependence and
stationarity of group 1 are each varied using D

1. To implement this, D1 was parameterised by

D
1 ¼ �21VðIþ �ðJ� IÞÞV

where J is the 4� 4 matrix of ones and V is the diagonal matrix with the diagonal elements equal to 1,ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ v�1

3

q
,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2v�2

3

q
and

ffiffiffi
v
p

, respectively. The parameter � (referred to hereafter as dependence) defines an

exchangeable correlation structure for group 1. The parameter v (referred to hereafter as taper) controls the

ratio of D1
11 to D

1
44. The other diagonal elements of D1 are scaled proportionally as 1/3 and 2/3 of the difference

between 1 and v. When v 6¼ 1 and � 6¼ 0, the off diagonal elements of D1 are jointly scaled by � and v.

A total of 180 scenarios were considered by varying the parameters �1, � and v across 6, 6 and 5 levels,
respectively. �1 was varied in increments of 2 from a baseline of �1,�,v to �1,�,v þ 10. �1,�,1 took the value 14 for
all values of �. For v 6¼ 1, �1,�,v depended on � and v in order to avoid certain unrealistic scenarios as discussed in
Section 3.3. � took values 0, 0.25, 0.5, 0.75, 0.9 and 0.99, and v took values 10, 2, 1, 0.5 and 0.1.

3.2 Measuring classification performance

The CCR is defined as the proportion of observations correctly assigned into their group. As mixed models are
‘unsupervised’, the result is a grouping of trajectories rather than assignment to predefined classes. This results in the
known issue of ‘label switching’ in mixture models.17 To obtain a CCR, we considered both labellings of the groups,
and chose the labelling that resulted in the higher CCR value. For each scenario and model combination, we
calculated the mean CCR over the 200 simulations.

Even with a correctly specified model with known parameters, changes in the separation, dependence and
stationarity affect the classification performance. This is because the difficulty of the classification task is
altered. In order to remove this variation from our comparisons between models, we evaluated the CCR
relative to the BCCR

relative CCR ¼
CCR

BCCR
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Figure 1. (a) Externalising scores versus standardised age in the Generation 1 Study. (b) The ‘high’ group (group 1) from a GA4

model fitted to these data. (c) The ‘low’ group (group 2) from a GA4 model fitted to these data.
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where the BCCR is the optimal classification proportion that can be expected with the knowledge of the
underlying distribution function, as calculated using the Bayes minimum error classifier.18 A relative CCR of 1
is achieved when the CCR meets the optimum level of the BCCR, whereas the lowest possible relative CCR is 0.5,
with a CCR of 0.5 and BCCR of 1. The Bayes minimum error classifier is based on the log of the posterior odds

gðxÞ ¼ log
pðxjc1Þ

pðxjc2Þ
þ log

Pðc1Þ

Pðc2Þ

where pðxjckÞ is the probability density function for group k, and PðckÞ is the prior probability of group k. The
observation is classified as group 1 (c1) if g(x)> 0, and group 2 (c2) otherwise. As we have groups of equal size in all
scenarios, Pðc1Þ ¼ Pðc2Þ ¼ 1=2 here. We estimated the BCCR values for each of the scenarios by calculating the
average of the classification rates according to the decision rule from 100 simulations. In the scenarios considered,
the BCCR values ranged from 0.83294 to 0.99993, with the lowest values observed for the minimum separation,
moderate dependence and little taper. Although the theoretical maximum of the relative CCR is 1, it is possible for
the estimates obtained here to be greater than 1 by chance as both the numerator and denominator were estimated
from simulations. We observed this only occurred in a small number of cases (3.0%), and the maximum relative
CCR value obtained was 1.00114.

3.3 Adjusting for BCCR differences across scenarios

In addition to the introduction of the relative CCR, a further adjustment was applied to reduce the differences in
BCCR values between the scenarios with different levels of taper. This was because the range of BCCR values was
reduced in scenarios with taper values of 10, 0.5 and 0.1. For example, the minimum BCCR value for scenarios with
v¼ 0.1 was 0.93304. This meant all scenarios with this taper level were dramatically easier to classify, reducing our
ability to compare differences between models.

To control the BCCR values across scenarios with different taper levels (v 6¼ 1), we adjusted the separation
through �1. In particular, for each scenario with v 6¼ 1, we chose the separation baseline for group 1 (�1,�,v) so that
the average BCCR for each level of � was as close as possible to the average BCCR for that level of � in scenarios
with v¼ 1.

3.4 Analysis software

R19 was used for the data simulations and Mplus10 was used via R with the MplusAutomation20 package for
estimation of the LCGA (L1–L4) and GMM models (GA1–GA4 and GB1–GB4). The Mclust package in R was
used to estimate the MGMM models (M1–M6).21,22 The model with the maximum BIC for each scenario (B) was
identified using R. Estimation of mixture models can be sensitive to starting points.10 Therefore, 200 random starts
were used for each model estimation in Mplus, with the maximum log-likelihood solution being chosen to reduce
the likelihood of finding local optima.

4 Results

Figure 2 summarises the distribution of the relative CCR values from all 180 scenarios, for each of the 18 different
models considered and the maximum BIC model. The variation in the relative CCR values was dependent on the
type of scenario used for the simulation, with low dependence and large separation typically resulting in higher
relative CCR values due to lower classification difficulty.

As can be seen from Figure 2, the four LCGA models and those MGMM models that assumed conditional
independence (M1–M4) had relative CCR values much lower than many of those for models that allowed for
dependence between observations within each group.

The GMM models that assumed equal random effects covariance matrices between groups (GA) had higher
relative CCR values than the LCGA models, when the residual variances were free to vary between groups (i.e.
models GA3 and GA4 compared with L3 and L4). However, these models were more negatively affected by the
assumption of equal residual variances between groups (i.e. models GA1 and GA2 compared with L1 and L2).

The GMM models that allowed for different random effects covariance matrices between groups (GB) resulted
in the highest relative CCR values. The median relative CCR values of the GB1–GB4 models were 0.9845, 0.9888,
0.9967 and 0.9981, respectively, due to the generality of the model reducing the bias associated with the more

Davies et al. 1987
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restrictive models. The highest relative CCR values across all scenarios were observed for the GB4 model with
residual variances free to vary between groups and across times.

Considering the residual variances of theGMMandLCGAmodels, it can be seen fromFigure 2 that assuming they
are equal between groups (models L2, GA2 and GB2) resulted in lower relative CCR values than the models without
this assumption (models L4, GA4 andGB4), and this effect was greater than that observed when they were assumed to
be equal across times (models L3, GA3 and GB3).

Of the MGMM models, the fully unrestricted model (M6) performed best (median relative CCR 0.9947). The
poorest performing model in terms of relative CCR was M5, as although it allowed for dependence between the
observations, the homogeneity assumption resulted in poor classification.

Choosing the model according to the maximum BIC among all 18 different models for each scenario (model B)
resulted in a median relative CCR of 0.9984. Using the maximum BIC typically chose an LCGA model when the
dependence was low (0 or 0.25), an M1 model when there was any non-stationarity and very high dependence
(0.99) and also when taper was 10 and dependence was 0.75 or greater. In all other cases, one of the GB models
was chosen most frequently, with the GB3 model being chosen most often in 49 of 180 scenarios.

As a result of being able to select less complex models for scenarios without complicated dependence, model B
performed slightly better than the best performing model otherwise, GB4. This difference was most apparent in the
scenarios with the lowest separation, as the classification was the most difficult. For these scenarios (i.e. with
dependence of 0, lowest separation), model B classified six more trajectories correctly than GB4, on average.
Furthermore, the standard deviation of CCR values was lower for model B in these scenarios by an average of
0.021, compared with GB4. This increased precision of CCR estimation is a result of the models with maximum
BIC being appropriately complex for these scenarios without dependence. This bias-variance trade-off is typical in
such situations of increasing model complexity.23

In the simulations with eight time points rather than four, the GB models were chosen even more frequently,
with these models typically chosen unless the dependence was 0 or if the dependence was 0.99 and the taper was
either 0.1 or 10. This meant the GB models were chosen in 138 or 180 scenarios. Supplementary Figure 1 shows the
distribution of the relative CCR values in the scenarios with eight time points. The results for these simulations are
broadly similar to those from four time points, with details given in the supplementary material (available at:
http://smm.sagepub.com/). As the number of time points increases, it could be expected that performance would

Figure 2. Boxplots of relative CCR values from simulations with four time points.
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decline for models with more complex variance structures. However, only a modest effect was observed for the
models considered in going from four to eight time points.

As mentioned in Section 3.1, the level of misclassification according to the relative CCR was consistent with the
level of bias in the estimation of the model parameters. Figure 3 shows lowess fits to the absolute standardised bias of
the intercept and slope parameters against the relative CCR inmodels L1–4 andGA1–4. The four different Lmodels
have been combined as the distributions of bias against relative CCR were very similar. The same aggregation was
done for the four GA models. As can be seen in Figure 3, the level of bias generally increases as the relative CCR
increases. When the bias is seen to reduce for very small CCR values, this is due to a small number of scenarios at the
tail of the relative CCR distribution. The curves for the GB models are not shown, due to the fact that they showed
effectively zero bias, regardless of the relative CCR. This is not surprising, as can be seen in Figure 2, the GBmodels
have the vast majority of their relative CCR value over 0.95. The MGMM models are not included as they do not
estimate an intercept and slope parameter.

As an example of how the model parameter estimates can change under the different methods, Figure 4 shows the
mean trajectories of two group models estimated according to the 18 methods in Section 2, when fitted to the
externalising scores in the Generation 1 Study. The trajectories for the low and high groups are observed to be
generally similar, but in four cases the high group shows a markedly different path. These four cases are for the
GMMmodelswith residual variancematrix the samebetween groups (i.e.GA1,GA2,GB1 andGB2). This difference
of the GA1 and GA2 models is consistent with their poor performance in our simulations. Furthermore, the most
inferiormodel in our simulations,M5, assigned all observations into one group.As such, it only has amean trajectory
appear in the low plot, because the overall mean is closest to the low group means.

5 Discussion

The results of this study demonstrate that the use of group-based trajectory models with only limited examination
of how well underlying assumptions are met should be avoided. In particular, the assumptions regarding the
random effects covariance matrix should be considered, contrary to the fact that they are sometimes neglected as
these parameters are not of substantive interest.4

The findings show that the best single method to handle data with non-stationary covariance or non-
homogenous variances was GB4. Although this is the most general GMM, it does not theoretically provide a
perfect fit to the covariance structure of the simulated data. The GB4 model is best able to accommodate for the
scenarios with different variances across the time points, the different variances between the groups and also high
levels of dependence across the time points. This complex model was however susceptible to slight over-fitting in
scenarios without complex covariance structure. In the situations without dependence, the performance of the
GB4 model’s CCR estimates was worse, and their variability was greater, compared to models chosen according to
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Figure 3. Lowess fits to the absolute standardised bias of the intercept and slope parameters against the relative CCR aggregated

over models L1–4 and GA1–4. (a) Group 1, (b) group 2.
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the BIC to have appropriate complexity. Therefore, in situations with few time points, where the covariance
structure of a dataset is to be determined, use of the BIC to determine the best model to fit provides a good
way to assess which covariance assumptions may be appropriate. With eight time points, the GB models became
more favourable, and in these situations GB4 should be considered first, and model diagnostics assessed as simpler
models are subsequently considered.

More assumptions than necessary may be applied by analysts if the default group-based trajectory models are fit in
statistical packages. For example, the default in Mplus for the covariance assumptions is equal covariance between
groups, but different covariance over time.10 The results of this study demonstrate that poor classification can result
from using an assumption of equal covariance between groups, when it does not apply, and care should be taken by
researchers to ensure they are not making this assumption erroneously. The bias in parameter estimates resulting from
misspecifying heterogeneous variances as homogeneous has previously been identified in univariate mixture models2,3

and in GMMs.1,4 However, no previous study has investigated the effect of misspecifying the variance as stationary.
We have shown that although the misclassification resulting from inappropriate homogeneity assumptions is much
greater than from inappropriate stationarity assumptions, neither type can be ignored. Our simulation showed that the
use of models that do not account for the dependence between observations, such as the LCGA and conditionally
independent MGMM models, also give rise to poor classification in a wide variety of scenarios.

In this study we have only considered data simulated from two groups, with only one group subject to dependence
and non-stationary covariance. Although we expect the results of our study could generalise more broadly, future
research is needed to investigate results with three or more groups, where all groups involve some dependence and
non-stationarity. In addition, we have only considered models which do not include covariates impacting on either
the mixing proportions or the trajectories. Further research is needed to extend the results of this paper to such cases.

When using group-based mixture models, one must ensure that the covariance matrix assumptions are
appropriate for the situation. If a more restrictive model is used, the CCR will be much below the optimal
value under the correct covariance structure. We therefore recommend carefully selecting a model for use in
group-based trajectory applications that is appropriate for the research questions and dataset of interest. The
models considered should have the flexibility to account for different covariance structures across time points and
especially between groups. However, after investigating between these models and simpler candidates, the model
with the best fit to the particular dataset should be chosen. Further research is also warranted to determine which
method is best for assessment of model fit.
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As shown in Supplementary Figure 1, the relative CCR distributions for the simulations with

eight time points are broadly similar to those with four time points. The main difference between

these results is the improvement in relative CCR of the GMM models with residual variances free

to vary between groups, relative to the others. This is particularly the case for the GB3 and GB4

models. The M5 model is inferior to the other models, to a greater extent than observed for four

time points.
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Supplementary Figure 1: Boxplots of relative CCR values from simulations with eight time

points.
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Letter to the Editor

Letter to the Editor

Christopher E Davies,1,2 Gary FV Glonek1 and Lynne C Giles2

Dear Professor Everitt,
Davies et al.1 presented the impact of covariance misspecification in group-based trajectory models for

longitudinal data with non-stationary covariance structure. Our ongoing research has brought to light some
potential difficulties in the calculation of the estimates used in that article.

The estimates concerned arose from growth mixture models estimated with non positive-definite random effect
covariance matrices or residual covariance matrices. The estimation software Mplus2 produced at least one
warning of these types in 66% of the growth mixture models estimated with the random effect covariance
matrices equal between groups. In growth mixture models with the random effect covariance matrices free to
vary between groups, 97% of the models estimated had at least one of these warnings produced by Mplus. Strictly
speaking, the theory used to justify inference requires those covariance matrices to be positive definite.
Notwithstanding this, we believe our conclusions to be sound for two reasons.

First, the simulation studies showed, independently of the statistical theory, that the estimates for the
recommended models GB3 and GB4 (with random effect covariance matrices and residual covariance matrices
free to vary between groups) had desirable statistical properties in terms of the relative correct classification rate
(CCR).

Second, we have conducted a supplementary series of simulation experiments by slightly modifying the models
to avoid the above difficulties observed in the original study. The conclusions of those simulations are, in practical
terms, the same as for the original study.

Specifically, we constrained the covariance of the random intercepts and slopes for the growth mixture models
to be zero and constrained their variances to be positive. The residual variances were also constrained to be
positive. Following the use of these constraints, the frequency of warnings reduced to 0.18% for the
homogeneous random effect covariance matrix models, and 0.45% for the heterogeneous random effect
covariance models. These warnings related to the maximum likelihood solution having a unique likelihood
value among those resulting from the random starts and therefore being at risk of a local maximum.

Table 1 shows the median relative CCR values in the growth mixture models with these constraints applied and
the simulations that generated warnings excluded. The differences in the median relative CCRs are all �0.0183,
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Table 1. Median relative CCR values of the growth mixture models with and

without constraints.

Model

Supplementary simulations

with constraints

Original study

without constraints

GA1 0.9021 0.8964

GA2 0.9025 0.8908

GA3 0.9621 0.9765

GA4 0.9687 0.9863

GB1 0.9662 0.9845

GB2 0.9771 0.9888

GB3 0.9902 0.9967

GB4 0.9940 0.9981
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Figure 2. Relative CCR values for the growth mixture models with the constraints.
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Figure 1. Relative CCR values for the growth mixture models without constraints.
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and the rank order of the models is maintained, with the exception of the GA1 and GA2 models, which have very
similar median relative CCR values in either case.

Figure 1 shows the distributions of the relative CCR values for the growth mixture models under their original
parameterisation, whereas Figure 2 shows the relative CCR values for the re-estimated models with constraints.

The greatest effect of application of the constraints is for the GB1 and GB2 models. This is to be expected, as in
the revised models the random effect covariance matrices were constrained to diagonal, but unconstrained in our
original presentation.

Comparison of Figures 1 and 2 demonstrates that the relative CCR values are largely similar in the two sets of
simulations. Most importantly, our original conclusion still holds that GB3 and GB4 perform best.
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Chapter 4

Outliers in group-based trajectory

models

4.1 Introduction

As described in Section 2.5, outliers are data points that are far from rest of the

distribution. Such observations may be easily identified in a univariate or bivariate

setting as points that appear away from the majority of other observations. However

in a multivariate setting, such as with repeated observations for a group of individu-

als, outliers may also occur as more complex patterns of observations. A trajectory

may be considered an outlier because a single observation is an outlier with respect

to its univariate distribution. Alternatively, the observations in a trajectory could

be consistent with the distribution of values at each time point but, when considered

in the context of the multivariate distribution of all time points, be a multivariate

55
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outlier.

Outliers may arise through random variation, experimental error or contami-

nation.39 There are a variety of methods that exist for the detection of outliers

in the statistical and computer science literature, covered in recent comprehensive

reviews.39,42 Those used in the context of mixture models are described in the liter-

ature review of Section 2.5. These methods fall into three categories: those robust

to outliers, those with trimming or exclusion of outliers, and those with a separate

mixture component for the outliers.

An underlying assumption of the group-based trajectory model is that it applies

to all trajectories, and this does not allow for the possibility that outliers may be

present. Thus outlying trajectories may distort the estimated groups of these models

and any subsequent analyses that use them.

In the mixture modelling setting, an additional complexity is that besides outly-

ing observations potentially being errors or arising from natural variation as part of

an existing group, they can also be thought of as arising from a sub-population that

corresponds to a new group. Choosing between these options is often subjective

and, at present, researchers have limited tools to assist them.

This chapter describes simulation studies undertaken to explore both the impact

of outliers in group-based trajectory models, and the development and effectiveness

of an algorithm I designed to identify outliers.
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4.2 Outlier impact

This section explores, through simulation studies, the impact of outliers on the

conclusions reached when using group-based trajectory models. I demonstrate that

the impacts of outliers in group-based trajectory models can vary in severity and in

some situations can have unexpected consequences.

4.2.1 Examples of outlier impact

As the impact of outliers can be more complicated in the group-based trajectory

setting than in other contexts, this section presents three examples from my simula-

tion results to illustrate the range of effects that outliers can have. As a consequence

of the introduction of outliers, the first shows an increase in the number of groups,

the second shows an unexpected improvement in classification performance, and the

third shows a change in the parameter estimates with the number of groups remain-

ing unchanged. The first and second examples use the same simulated dataset, with

the different effect of outliers the result of a different covariance assumption in the

fitted mixture model.

For context, the design of the simulations is briefly described here, with the full

description following in Sections 4.2.3 and 4.2.4. All simulations had two substantive

groups of 140 trajectories, across four evenly spaced time points. I considered two

sets of simulations: one where the mean trajectories of the two groups diverged and

another where the mean trajectories crossed. After simulating the substantive group
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trajectories, 20 contaminating trajectories were added to the datasets to provide

potential outliers. At each time point, observations of the contaminating trajectories

were sampled from a uniform distribution between 4 less than the lowest group mean

at that time point to 4 more than the highest mean at that time point.

Example 1

The first example demonstrates that the introduction of outliers can lead to a large

increase in the number of estimated groups. This is a common outcome when

outliers are introduced in a model with covariances constrained to be equal between

groups. To accomodate the outliers in the mixture model, additional groups are

included in the best fitting model. The BIC, as described in Section 2.3, was used

to select the best fitting number of groups. Figure 4.2.1 shows the simulated data

comprising two substantive groups and 20 contaminating trajectories. The two

groups are close together at the first time point (difference of 1 in the true group

means), but relatively distant at the fourth time point, as the ‘high’ group has a

mean trajectory with a positive slope of 0.5. In Figure 4.2.1, twenty-five randomly

selected trajectories from each group are connected as joining all of the points makes

it difficult to see individual trajectories. The mean trajectory from each group is

shown as a thicker line of the same colour in each plot. This approach will be applied

to all plots of group-based trajectories in this chapter.

Figure 4.2.2 presents the estimated model fit to the simulated data with the

contaminating trajectories omitted. The colours of the points and individual tra-
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Figure 4.2.1: Simulated data for example 1.
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jectories reflect their substantive group membership, while the colour of the mean

trajectory and group sizes for each fitted group are chosen based on the largest

simulated group represented. Trajectories assigned to an incorrect group are high-

lighted by being automatically selected to have their points connected in the plot.

The model used was an MGMM with an unstructured covariance constrained to

be equal between groups (model M5 as described in Section 2.1.3). The choice of

two groups had the best fit according to the BIC. Under this model the simulated

groups were identified with high accuracy, with 95.7% of trajectories assigned to

their correct group.

Figure 4.2.3 shows the chosen M5 model fit to the simulated data with the

contamination included. The number of groups in the best fitting model increased

by three to account for the outliers. This is not a problematic outcome as the

observations in the original groups were still as accurately classified, with 95.7% of

the substantive group trajectories correctly allocated. Moreover, the contaminating

trajectories were largely allocated to the three additional groups and thus were

readily identified.
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Figure 4.2.2: Estimated groups for example 1, with contamination omitted.
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Figure 4.2.3: Estimated groups for example 1, with contamination included.
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Example 2

The second example uses the same simulated dataset as the first example, but with

the covariance matrices of the MGMM free to vary between groups (model M6 as

described in Section 2.1.3). This example demonstrates that the introduction of

outliers can surprisingly lead to an improved classification rate. When this model

was fit to the data without contamination, the BIC identified that a single group had

the most appropriate fit. Thus the classification of the true simulation groups was

poor (50.0% accurately classified). However, when the contamination was included

in the dataset, the best fitting model separated the two substantive groups and

identified an extra group for the outliers. This model is shown in Figure 4.2.4.

After the introduction of contamination, the substantive groups are now classified

accurately, with 95.7% correctly classified. This is unexpected as the introduction of

contamination would be expected to make classification more difficult, rather than

easier. However, this is not a phenomenon that can be relied upon to always improve

classification, as it could similarly lead to two groups being identified, when only a

single group is required.
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Figure 4.2.4: Estimated groups for example 2, with contamination included.
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Example 3

The third example shows how the introduction of outliers can change the parameter

estimates but not change the estimated number of groups. The dataset is shown in

Figure 4.2.5 and is different from the previous two examples. In particular the two

substantive groups are more separated than in examples 1 and 2, with the vertical

separation at the first time point being 2 and the slope remaining at 0.5.
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Figure 4.2.5: Simulated data for example 3.

When the M6 model was fit to this data, two groups provided the best fit both
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when contamination was omitted and included. These fitted models are shown in

Figures 4.2.6 and 4.2.7, respectively. The classification accuracy remained similar af-

ter the outliers were introduced, changing from 99.3% to 98.9% of substantive group

trajectories allocated correctly, but the estimated parameters for the groups have

changed considerably. In particular the estimated variance of each group increased

at all time points. For the ‘low’ group the variance increased slightly from 0.97 to

1.02 on average, whereas for the ‘high’ group, the variance increased from 0.99 to

1.86 on average, because most of the contaminating trajectories were assigned to

the ‘high’ group.

The above examples have demonstrated that outliers in the context of group-

based trajectory models can have a range of effects. These include an increase in

the number of groups, a surprising improvement in classification performance, and a

change in the parameter estimates with the number of groups remaining unchanged.

I will now describe how I assessed through simulation studies the impact of outliers

when using group-based trajectory models.
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Figure 4.2.6: Estimated groups for example 3, with contamination omitted.
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Figure 4.2.7: Estimated groups for example 3, with contamination included.
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4.2.2 Quantifying outlier impact

In what follows the relative correct classification rate (CCR) of the substantive

groups only will be considered as the primary measure of performance. The impact

on the relative CCR will be used to quantify the effects of outliers on group-based

trajectory models. The classification rate of the contaminating trajectories has not

been included in the relative CCR as these trajectories may plausibly be assigned to

the substantive groups, or to additional groups depending on their path. To define

the relative CCR there are two technical issues that must be addressed.

First, as mixed models are ‘unsupervised’, the result is a grouping of trajectories

rather than assignment to predefined classes. This results in the phenomenon of

‘label switching’ in mixture models.66 To obtain a CCR for my simulations with two

substantive groups, the resultant groups were relabelled with group 1 as the group

with the most trajectories from substantive group 1, group 2 as the group with the

most trajectories from substantive group 2, and the remaining trajectories (if any)

labelled as belonging to outlier groups. In the case of the most trajectories from

both substantive groups being allocated to the same group, this was relabelled as

group 1 and the remaining trajectories (if any) were labelled as belonging to outlier

groups.

Second, even with a correctly specified model with known parameters and no

outliers, changes in the distance between mean trajectories affect the classification

difficulty. Therefore, in order to compare the observed CCR with what would be
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ideally possible, the CCR was evaluated relative to the Bayesian correct classification

rate (BCCR):

relative CCR =
CCR

BCCR
,

where the BCCR is the optimal classification proportion that can be expected with

the knowledge of the underlying distributions, including the fact that there are two

groups, as calculated using the Bayes minimum error classifier.67

The Bayes minimum error classifier is based on the log of the posterior odds:

g(x) = log
f 1(x)

f 2(x)
+ log

P (c1)

P (c2)
,

where fk(x) is the probability density function for group k, with x being a trajectory,

and P (ck) is the prior probability of group k. The trajectory is classified as group

1 (c1) if g(x) > 0, and group 2 (c2) otherwise. As I have groups of equal size in all

scenarios, P (c1) = P (c2) = 1/2 here. The BCCR can be calculated exactly in this

case using Linear Discriminant Analysis:

BCCR = 1− Φ(−d/2),

where Φ is the distribution function of the standard normal distribution and d is

the Mahalanobis distance between the group means.71

In this case, a relative CCR of 1 is achieved when the CCR meets the optimum

level of the BCCR, whereas when one or two groups are estimated the lowest possible
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relative CCR is 0.5, with a CCR of 0.5 and BCCR of 1. When there are three or

more groups estimated a relative CCR below 0.5 is possible.

Alternative performance measures that could be considered to assess the impact

of outliers are the estimated number of groups or bias in the parameter estimates. As

seen in the examples, the number of groups estimated is not directly informative as

additional groups can be appropriately formed for the contaminating trajectories.

However, I will consider results on the estimated number of groups to assist in

the understanding of the impact of outliers, particularly when the two substantive

groups are not always able identified as distinct. The bias in parameter estimates

is unlikely to add meaningful information to the conclusions one would make from

the correct classification rate in a large number of circumstances. The bias would

only provide additional information in situations such as in example 3 where the

substantive classification is accurate, but the contamination has been assigned into

the substantive groups. Furthermore, bias is difficult to define in circumstances

where one substantive group has been divided into two groups. For this reason I do

not present results on the bias of the estimates.

4.2.3 Outlier impact on divergent trajectories

Design of the divergent trajectories simulations

Here I describe the design of the first series of simulations to determine the effects of

outliers on group-based trajectory models. In this series of simulations we consider



CHAPTER 4. OUTLIERS IN GROUP-BASED TRAJECTORY MODELS 71

two groups. One group has a mean trajectory always equal to zero, with the other

group having a variable linear mean trajectory. The mean trajectory of the variable

group is altered through two parameters, the separation and the slope. Separation

refers to the vertical separation of the group mean trajectories at the first time point.

Slope refers to the slope of the variable group’s mean trajectory. To allow a broader

range of contexts for assessing the impact of outliers, both the separation and the

slope were varied to alter the classification difficulty. When either the separation or

the slope are large, the classification into two groups is easier. In what follows we

will refer to these as the divergent trajectories simulations.

The simulation study consisted of 1000 simulated datasets of the two groups, each

with 140 subjects across four evenly spaced time points, for 12 different scenarios.

The 12 scenarios were all combinations in which the separation of the groups took

possible values 1, 2 and 3 and the slope of the ‘high’ group took possible values

0, 0.25, 0.5 and 0.75. The slope of the ‘low’ group was constant at zero. The

variance at each time point was 1 in both groups, and the off-diagonal elements

of the covariance matrices were 0.25 in each group. The use of an exchangeable

covariance structure was chosen so the impact of outliers could be investigated in a

situation more complicated than conditional independence. Figure 4.2.8 shows the

mean trajectories of the two groups across the various scenarios. Table 4.2.1 shows

the Mahalanobis distances between the group mean trajectories, with the distance

between the mean trajectories increasing with the separation and the slope.

To provide potential outliers, 20 contaminating trajectories (6.67%) were simu-
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Figure 4.2.8: The mean trajectories of the 12 scenarios used in the divergent trajec-
tories simulations.

Table 4.2.1: Mahalanobis distance between group means in the divergent trajectories
simulations.

Slope
Separation 0 0.25 0.5 0.75

3 4.54 5.14 5.81 6.53
2 3.02 3.65 4.35 5.11
1 1.51 2.18 2.94 3.75
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lated separately for each of the 1000 datasets. At each time point, observations of

the contaminating trajectories were sampled from a uniform distribution between

4 less than the lowest group mean at that time point to 4 more than the highest

mean at that time point. Models were fit to the datasets with the contamination

omitted, and also with the contamination included, to determine the impact on the

group-based trajectory model estimation.

Four different modelling approaches were used for each dataset. MGMMs were

estimated with version 4 of the mclust package in R.27,28

1. Unstructured covariance matrix, fixed between the groups (model M5 from

Section 2.1.3).

2. Unstructured covariance matrix, free to vary between the groups (model M6

from Section 2.1.3).

3. Using the BIC to choose between models 1 and 2.

4. Using the BIC to choose between all models available in mclust, including

those with simpler covariance structures such as diagonal (models M1-M10

from Section 2.1.3).

These modelling approaches were chosen to provide a range of model assumptions,

from restricted to flexible, for the assessment of outlier impact. For each model the

number of groups was free to vary from 1 to 9 according to the minimum BIC. A

larger number of groups was only chosen if the BIC improved by more than 6 over

the BIC for the smaller number of groups, as described in Section 2.3.
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For each scenario and model combination I calculated the mean CCR over the

set of simulations, and divided it by the BCCR to derive the relative CCR.

The impact of the presence of outliers was compared using the number of groups

estimated and the relative CCR of the substantive group trajectories, from the

models fit to the datasets with the contamination omitted and included.

Computational difficulties

For 9 of the simulations there were computational issues, for at least one of the

models. These computational issues led to 11 failures of mclust where it was un-

able to compute estimates. This either occurred with the initial dataset, or during

outlier identification as will be described in Section 4.3. The 9 simulations were

among 12,000, from 12 scenarios over 1000 simulations, and the 11 failures were

among 48,000 combinations of the twelve scenarios, over 1000 simulations with 4

model fits. In these cases where computational difficulties occurred a fresh simula-

tion was performed. In all instances it was not possible to determine the cause of

these estimation failures. However, due to their low frequency, re-simulating those

particular simulations could be expected to be of negligible impact.

Results for divergent trajectories simulations

In this section the impact of outliers on the number of groups estimated and the

relative CCR are described.

The average number of groups estimated for the scenarios with the contaminating
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trajectories omitted and included are shown in Table 4.2.2. Considering first the

number of groups estimated when contamination was omitted, the correct number

of groups was identified for models 1, 2 and 3 when the groups were well separated.

This occurred when the separation was 3, and also when the separation was 2 and

the slope was sufficiently large. It will be seen through the CCR and BCCR that

high classification performance is also present in these well separated cases where

two groups are identified. However, when the groups were not well separated, the

‘best’ model was often identified as having a single group. This suggests that for

these scenarios with low separation and slope, the performance measure based on

correct classification of the two substantive groups will provide limited information.

Table 4.2.2: Average number of groups estimated for various scenarios with and
without contaminating trajectories.

Slope
Without Contamination With Contamination

Model Separation 0 0.25 0.5 0.75 0 0.25 0.5 0.75
3 2.000 2.000 2.000 2.000 5.183 5.478 5.527 5.633

1 2 1.744 2.000 2.000 2.000 4.765 4.921 5.081 5.281
1 1.000 1.007 1.608 1.999 2.666 3.186 4.188 4.421
3 2.000 2.000 2.000 2.000 3.195 3.213 3.242 3.218

2 2 1.003 1.427 1.999 2.000 2.301 2.946 3.185 3.208
1 1.000 1.000 1.003 1.539 1.981 1.982 2.250 2.979
3 2.000 2.000 2.000 2.000 3.497 3.546 3.503 3.443

3 2 1.744 2.000 2.000 2.000 2.504 3.278 3.505 3.555
1 1.000 1.007 1.608 1.999 2.021 2.014 2.505 3.447
3 2.042 2.036 2.045 2.027 3.900 3.815 3.781 3.733

4 2 2.109 2.147 2.078 2.037 3.793 3.880 3.913 3.949
1 1.164 1.329 2.004 2.100 3.037 3.300 3.593 3.748

With the inclusion of the contaminating trajectories, the average number of
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groups estimated was higher for all scenarios, ranging from an increase of 0.76 to

3.6 groups. This increase could be due to:

• The substantive groups being divided into smaller groups by the presence of

the contamination, which would lead to reduced classification performance.

As will be seen in the relative CCR results, when classification performance

decreased it did not do so to a large extent. This indicates that while some

of the substantive group trajectories may often be incorrectly classified in the

presence of contamination, it is unlikely that a substantive group will be close

to evenly divided into multiple groups.

• A new group, or multiple groups, being estimated to contain the contami-

nating trajectories, as was seen in example 1 of Section 4.2.1. This would

not impact on the classification performance as the CCR definition excludes

contaminating trajectories. This outcome resulted in the most new groups

for model 1, where the average number of groups estimated was higher than

for the other models in almost all scenarios when contamination was present.

This is because the constraint of equal covariance matrices between groups

prevented a single group from being formed for the contaminating trajecto-

ries, as often occurred for the other models. This single group requires a large

variance at each time point, which is inconsistent with the variances of the

substantive groups. Thus, for model 1, many groups were estimated with a

few contaminating trajectories in each.
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• The substantive groups being identified as distinct, when the best fitting model

had a single group in the absence of the contamination. This would lead to

the classification performance improving, as was the case in example 2 of

Section 4.2.1. Despite this phenomenon improving classification performance,

it is likely to be an artifact of these scenarios and not to generalise to wider

applications. My explanation for the cause of this phenomenon is returned to

in Section 4.2.5.

The average relative CCR for the scenarios with the contaminating trajectories

omitted and included are shown in Table 4.2.3. The underlying BCCR values are

shown in Table 4.2.4.

Table 4.2.3: Average relative CCR for the 12 scenarios with and without contami-
nating trajectories.

Slope
Without Contamination With Contamination

Model Separation 0 0.25 0.5 0.75 0 0.25 0.5 0.75
3 0.999 1.000 1.000 1.000 0.934 0.932 0.935 0.934

1 2 0.879 0.997 0.999 1.000 0.907 0.929 0.940 0.934
1 0.645 0.583 0.818 0.997 0.705 0.748 0.879 0.944
3 0.998 0.999 1.000 1.000 0.987 0.989 0.991 0.994

2 2 0.536 0.723 0.997 0.999 0.655 0.908 0.985 0.986
1 0.645 0.580 0.539 0.776 0.641 0.584 0.654 0.944
3 0.999 1.000 1.000 1.000 0.986 0.986 0.989 0.992

3 2 0.879 0.997 0.999 1.000 0.673 0.913 0.981 0.984
1 0.645 0.583 0.818 0.997 0.643 0.588 0.685 0.954
3 0.992 0.994 0.992 0.995 0.841 0.852 0.856 0.870

4 2 0.843 0.969 0.986 0.992 0.808 0.829 0.831 0.824
1 0.692 0.645 0.810 0.978 0.869 0.808 0.833 0.845

When contamination was not present and the separation between the groups was
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Table 4.2.4: BCCR without contaminating trajectories.

Slope
Separation 0 0.25 0.5 0.75

3 0.988 0.995 0.998 0.999
2 0.935 0.966 0.985 0.995
1 0.775 0.862 0.929 0.970

large, the relative CCR was high. This occurred in the same scenarios as which the

correct number of groups was identified. As would be expected, the relative CCR

decreased in the low separation scenarios described above where the two groups

tended to be combined into a single group. When this occurred the CCR was defined

to be 0.5, as half of the substantive trajectories were incorrectly grouped with the

rest. For example, with a separation of 1, and a slope of 0, model 1 identified the

best fitting model as having one group for all simulations. Therefore the average

CCR was calculated to be 0.5, despite the BCCR being 0.775, for a relative CCR

of 0.645. However with a slope of 0.5, and still a separation of 1, model 1 identified

the best fitting model as having two groups for 60.8% of the simulations and one

group for the remaining 39.2%. In the simulations where two groups provided the

best fit, the average CCR was 0.928, close to the BCCR of 0.929. However across

all simulations the average CCR was 0.760 for a relative CCR of 0.818.

In the presence of contamination, and when the groups were well separated, the

relative CCR was lower than in the same scenarios without contamination. In the

cases where the group means were close together and contamination allowed the

two substantive groups to be identified as distinct, the relative CCR improved with
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the introduction of the contamination. In the most extreme case, the relative CCR

improved by 0.185 for model 2 when the separation was 2 and the slope was 0.25.

However, as mentioned earlier, this occurred in the scenarios where the best fitting

model in the absence of contamination had one group, so use of a classification based

performance measure provides limited information.
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4.2.4 Outlier impact on crossed trajectories

To investigate whether the unexpected results for close divergent trajectories gener-

alised to other situations, I assessed whether similar results occurred for trajectories

with crossed paths.

Design of the crossed trajectories simulations

The crossed trajectories simulation study consisted of 1000 simulated datasets of

two groups of 140 subjects across four time points and with four scenarios. In these

scenarios the mean trajectory of each group was zero half way between the second

and third time points. The slope of one group (group 1) varied between 0.25, 0.5,

0.75 and 1, while the slope of the other group (group 2) was the negative of the slope

in group 1. This formed a range of scenarios with crossed trajectories that become

easier to classify as the slope increases. The covariance matrices were the same as

for the divergent trajectories simulations. Figure 4.2.9 shows the mean trajectories

of the two groups across the four scenarios. The Mahalanobis distances between the

group means in the crossed trajectories simulations were 1.29, 2.58, 3.87 and 5.16

for the respective increasing slope values.

The same four model types and contamination simulation method were used for

the crossed trajectories simulations as for the divergent trajectories simulations.
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Figure 4.2.9: The mean trajectories of the four scenarios used in the crossed trajec-
tories simulations.

Computational difficulties

As for the divergent trajectories simulations, estimation problems occurred in a small

number of cases. For 17 of the simulations there were computational issues, for at

least one of the models. These computational issues led to 24 failures of mclust

where it was unable to compute estimates. This either occurred with the initial

dataset, or during outlier identification as will be described in Section 4.3. The 17

simulations were among 4,000, from 4 scenarios over 1000 simulations, and the 24

failures were among 16,000 combinations of the 4 scenarios, over 1000 simulations

with 4 model fits. In these cases where computational difficulties occurred a fresh

simulation was performed. In all instances it was not possible to determine the cause

of these estimation failures. However, due to their low frequency, re-simulating those

particular simulations could be expected to be of negligible impact.
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Results for crossed trajectories simulations

The average number of groups estimated for the crossed trajectories simulations,

with the contaminating trajectories omitted and included are shown in Table 4.2.5.

As with the divergent trajectories simulations, when the groups were well separated

and contamination was not present, the correct number of groups was identified in

all cases for models 1, 2 and 3. This occurred for models 1 and 3 when the slope was

0.75 or greater, and for model 2 when the slope was 1. However, when the slopes

were low, and thus the classification problem was more difficult, the best fitting

model was often identified as having a single group. In the presence of outliers, the

average number of groups estimated was again higher than without outliers, as was

the case for the divergent trajectories simulations.

Table 4.2.5: Average number of groups estimated for crossed trajectories simulations
with and without contaminating trajectories.

Slope
Without Contamination With Contamination

Model 0.25 0.5 0.75 1 0.25 0.5 0.75 1
1 1.000 1.111 2.000 2.000 1.678 1.805 3.403 3.818
2 1.000 1.000 1.786 2.000 1.805 1.665 2.502 2.902
3 1.000 1.111 2.000 2.000 1.845 1.774 3.176 3.475
4 1.326 1.182 2.030 2.032 2.772 2.879 3.798 3.883

The average relative CCR for the crossed trajectories simulations with the con-

taminating trajectories omitted and included are shown in Table 4.2.6. The under-

lying BCCR values are also shown in that table. For models 1, 2 and 3, unlike the

previous scenarios, the relative CCR was roughly similar regardless of whether con-
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tamination was present. In the scenarios where the number of groups was correctly

identified with the contamination omitted, the relative CCR reduced slightly with

the inclusion of outliers. The largest relative CCR reduction of 0.023 was for model

1 with a slope of 1. The relative CCR did again show unexpected improvements

with the contamination included, although in this case for a slope of 0.5 only. The

largest improvement in relative CCR after the contamination was included, among

models 1 to 3, was 0.025 for model 1 with a slope of 0.5. Interpretation of this

phenomenon is further discussed in Section 4.2.5. For model 4, the relative CCR

was higher by 0.081 for a slope of 0.5 when contamination was present, whereas it

was reduced by at least 0.166 when the slope was 0.75 or 1.

Table 4.2.6: BCCR without contamination and average relative CCR with and
without contamination for crossed trajectories simulations.

Slope
Without Contamination With Contamination

0.25 0.5 0.75 1 0.25 0.5 0.75 1
Model BCCR 0.741 0.902 0.974 0.995

1 relative CCR 0.675 0.604 0.998 1.000 0.666 0.629 0.977 0.977
2 relative CCR 0.675 0.555 0.893 0.999 0.670 0.557 0.889 0.987
3 relative CCR 0.675 0.604 0.998 1.000 0.670 0.571 0.976 0.984
4 relative CCR 0.619 0.615 0.992 0.994 0.536 0.696 0.826 0.821

4.2.5 Discussion of outlier impact

From my simulation studies I have found that introducing outliers into group-based

trajectory datasets tends to increase the number of groups estimated. This is often
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due to extra groups being created for the outliers, that do not necessarily impact

on the true group trajectories. For model 1, the constraint of equal covariance

matrices between groups resulted in the outliers being assigned to several small

groups. In contrast, for models 2, 3 and 4 the possibility of different covariance

matrices between groups often allowed one group to be estimated to contain the

outlying trajectories. These results were common between the divergent and crossed

trajectories simulations.

If it happened that the contaminating trajectories were always confined to a new

group or groups, it could be argued that they are less problematic here than in other

statistical contexts. In particular the assignments of the substantive trajectories

would be robustly preserved and the analyst would be readily able to identify the

outlier group(s). However, this was not observed to be the case, as the introduction

of outliers reduced the relative CCR when the group means were well separated and

the number of groups was estimated correctly in the absence of outliers. This is

because the new groups created for the outlying observations now also contained

some of the substantive group observations that coincidentally had paths similar to

those of the outliers.

In certain divergent trajectories simulations, where the group means were close

together, the introduction of outliers could lead to the CCR actually improving,

as described in Section 4.2.3. The same phenomenon was found to occur for the

crossed trajectories when the slope was 0.5. This was due to the fact that in these

circumstances the two substantive groups could have an appropriate model fit to
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them with just one group. This group would have a covariance structure with high

correlation over time, to account for the between group variation. For instance, in

example 2 of Section 4.2.1, a single group was identified as having the best fit to the

data without contamination. The covariance matrix and BIC for that single group

model are shown in Table 4.2.7, as well as the covariance matrices and BIC for a two

group model. Note the relatively high covariances in the off diagonal elements for

the single group model. In contrast, the two group model had lower correlation over

time within each group, as can be seen by the smaller covariances in the off diagonal

elements. In these cases, the model selection using the BIC sees the penalty for

the new parameters involved in an extra group being greater than the gain in the

likelihood improvement. For the example 2 data, the BIC of the one group model

was 21.9 below that for the two group model. The penalty included in the BIC

for the 15 additional parameters required was greater than the improvement in the

log-likelihood.

When contamination is included, with its uniform distribution that has an un-

correlated covariance structure, a model with a lower correlation between points

over time is more likely. For the example 2 data with contamination included, the

best fitting model identified the two substantive groups as distinct and also an extra

group for the outliers, as shown in Figure 4.2.4. The covariance matrices and BIC

for that three group model are shown in Table 4.2.8. In the three group model, the

covariance matrix for the group fitted to the outliers had large variances and strong

negative covariances in the off-diagonal elements.
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Table 4.2.7: Covariance matrices and BIC of models with 1 and 2 groups fit to the
data for example 2 without contamination.

Number of groups Covariance Matrices BIC

1

1.16 0.67 0.76 1.00
0.67 1.61 0.97 1.38
0.76 0.97 1.97 1.65
1.00 1.38 1.65 2.81

 3436.9

2

0.82 0.22 0.34 0.30
0.22 0.95 0.14 0.28
0.34 0.14 1.12 0.34
0.30 0.28 0.34 1.06


1.06 0.33 0.17 0.38
0.33 0.85 0.08 0.20
0.17 0.08 0.70 0.18
0.38 0.20 0.18 0.84

 3458.8

Although it is not the preferred model it is interesting to consider what happens

when we fit the two group model. One might expect the substantive groups would

be identified together as they were in the absence of contamination, and the second

group would consist of the contamination. Instead, the substantive trajectories were

largely assigned to distinct groups reflecting how they were simulated, as shown in

Figure 4.2.10. The covariance matrices and BIC for the two group model are shown

in Table 4.2.8. The BIC of the two group model was 102.2 higher than that for the

three group model. Thus, the improvement in the log-likelihood was now greater

for the three group model than the penalty due to the 15 additional parameters.

In general the identification of the substantive groups as distinct occurs in sit-

uations where, in terms of the BIC, the likelihood improvement from fitting more

groups is now greater than the penalty involved with the additional parameters.

These unexpected results should act as a warning to researchers unfamiliar with
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Table 4.2.8: Covariance matrices and BIC of models with 2 and 3 groups fit to the
data for example 2 with contamination included.

Number of groups Covariance Matrices BIC

2

 1.45 0.16 0.06 −0.09
0.16 1.81 0.35 0.62
0.06 0.35 2.29 0.63
−0.09 0.62 0.63 2.09


0.90 0.36 0.26 0.31
0.36 0.92 0.21 0.31
0.26 0.21 0.73 0.29
0.31 0.31 0.29 0.84

 4152.9

3

 6.73 −0.23 −2.00 −3.23
−0.23 7.95 0.24 1.56
−2.00 0.24 7.96 −0.58
−3.23 1.56 −0.58 6.67


4050.70.80 0.24 0.33 0.28

0.24 0.92 0.13 0.26
0.33 0.13 1.15 0.27
0.28 0.26 0.27 0.96


1.18 0.43 0.29 0.45
0.43 0.97 0.20 0.29
0.29 0.20 0.80 0.27
0.45 0.29 0.27 0.93
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Figure 4.2.10: Two group model fit to the example 2 data with contamination
included.
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these models, and for researchers to be wary of situations when outlying trajectories

may be present in their dataset.

4.3 Outlier identification

The previous section demonstrated that outliers in the data can lead to substantive

groups being split, and thus can decrease the rate at which trajectories are cor-

rectly classified. To assess the impact of outliers, one can attempt to identify these

trajectories and then investigate their impact. I have developed a method for the

identification of outlying trajectories, based on the maximum change in the BIC due

to the removal of a single trajectory.

This section describes the motivation for the algorithm as well as the algorithm

itself, applies the algorithm to a real data set as an example, and demonstrates

its performance in application to the simulated divergent and crossed trajectories

datasets from the previous section.

4.3.1 Motivation for the outlier identification method

Group based trajectory modelling is a difficult setting for outlier identification. This

is because the presence of a single outlying trajectory may not only influence the

estimates for a particular group, but may also change the number of groups chosen

or the allocation of trajectories to groups. Therefore an outlier cannot necessarily

be determined just on the basis of fit of the current model. The BIC is the model
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selection criterion commonly used for mixture modelling and it is natural to consider

it as the basis for an outlier detection method in this setting. As described in Section

2.3, this is because the BIC accounts for the model fit but also penalises the number

of parameters used in the model.

In this setting, a data set could be considered to not contain outliers if there are

no outlying observations identified, as defined by low log-likelihood contributions of

trajectories within each group. We say there are no outliers when the best fitting

model is chosen according to the BIC. As an individual’s log-likelihood contribu-

tion is the log of the probability of observing their particular combination of data

characteristics, a low log-likelihood contribution implies a trajectory of low proba-

bility. Under the assumption of normality, the log-likelihood contribution of each

trajectory is directly related to the Mahalanobis distance of that trajectory from

the estimated group mean. The goal of outlier detection is then to find the maximal

subset of the data for which this condition of no outlying observations holds.

It is computationally prohibitive to consider all combinations of subjects as po-

tential outliers. For this reason a sequential approach is considered wherein one

outlier is identified in each iteration of the algorithm. The algorithm identifies

outlying trajectories based on the maximum change in BIC due to the removal of

a single trajectory, with the number of groups in the model free to change from

iteration to iteration.

Given that our definition of outlying observations relative to a given model is

based on log-likelihood contributions of individual trajectories, a low log-likelihood
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contribution within each group was used to select potential outlier candidates for

comparison of the BIC after their removal. The algorithm considers o candidate out-

liers from each group for removal at each iteration. Since the smallest log-likelihood

does not always correspond to the largest change in BIC, values of o > 1 are consid-

ered. For example if removing a certain trajectory results in a model with a lower

number of groups having the best fit, this may provide additional gain in the BIC

improvement due to the reduction in the number of parameters required. The choice

of the number of outlier candidates is a trade-off between the additional time the

algorithm will require and the desire to remove only the points which will improve

the BIC by the largest extent. Typically we set o to be 2 or 3. Despite the use of

multiple outlier candidates, it is still possible for a small number of outlying tra-

jectories to mask each other from being identified as outliers as the algorithm only

removes one trajectory per iteration.

When choosing between models with different numbers of groups, covariance

structures or removed outlier candidates, the BIC is used as described in Section 2.3.

As per the findings of the article in Chapter 3, the best fitting covariance structure

for the full dataset is chosen at the start of the algorithm.61 This covariance structure

is then maintained throughout the algorithm.

Although the algorithm is explained in terms of the sequential removal of indi-

vidual outlying trajectories it is not our recommendation that these trajectories by

discarded. Rather, it is intended as a tool to help the analyst identify trajectories

for further scrutiny.
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4.3.2 Method of outlier identification using the BIC

Overview of the outlier identification method

The following is an overview of the process used in the outlier identification algo-

rithm. The steps of the algorithm are described subsequently in more detail.

Testing for the presence of outliers Before identifying particular trajectories as

outliers, the algorithm establishes whether outlying trajectories are present. In par-

ticular, the algorithm determines whether all trajectories could plausibly have come

from the fitted group-based trajectory model. This is based on the log-likelihood

contributions of the individual trajectories.

A small number of trajectories with the lowest log-likelihood contributions from

each group are identified and hereafter referred to as the outlier candidates. To

assess the significance of these individuals a simulation approach is used, with sam-

ples simulated from the fitted model. The log-likelihood contributions of the can-

didates are compared to the distribution of the corresponding order statistics of

the simulated trajectories from each group. For example, the lowest log-likelihood

contribution in the first group is compared to the lowest log-likelihood contribu-

tions from the samples simulated for that group. A P-value is calculated for each

candidate, as the proportion of relevant likelihood contributions greater than the

observed likelihood contribution. A Bonferroni adjusted P-value cut-off is used, and

if all P-values exceed this threshold, and all groups have more than one trajectory,

it is concluded no outliers are present and the algorithm terminates. Otherwise
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the algorithm continues to identify a single ‘outlying’ trajectory. The Bonferroni

adjustment is appropriate in this situation, as there will be a fairly small number of

multiple comparisons, and only a single P-value over the threshold is required for

the algorithm to continue.

Process of identifying an outlying trajectory The outlying trajectory is iden-

tified as the single trajectory, from among the outlier candidates, that causes the

BIC to reduce by the largest amount when that trajectory is removed. To calculate

the BIC, the model is re-fitted, and in this process the number of groups can also

change.

Once this single trajectory is identified, it is removed from the dataset and

the algorithm is repeated iteratively until a point is reached where no outliers are

identified in the first step. The output of the algorithm is the subset of trajectories

removed from the dataset, which forms the list of identified outliers. These outliers

can then be considered by the analyst for evidence of errors or used in a sensitivity

analysis to determine their impact on the results.

The outlier identification algorithm

Inputs The algorithm requires the following inputs:

• The T different covariance structures of the group-based trajectory models to

be used.

• X, the data set of interest.
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• Kmax, the maximum number of groups to be considered.

• α, the significance level.

• o, the number of trajectories to be considered as outlier candidates from each

group.

• M , the number of simulated samples generated at each step.

The steps of the algorithm are now described in detail.

Initialisation

1. For K ∈ {1, . . . , Kmax} and t ∈ {1, . . . , T}, fit group-based trajectory models

to X with t as the covariance structure and K as the number of groups. Define

atK to be the BIC obtained when the model has covariance structure t and K

groups. Let a = min
t,K

atK .

2. Set j ← 0. Kj = arg min
K
{atK : atK < a + 6, t ∈ {1, . . . , T}} is the initial

number of groups. tinit = arg min
t

(atKj
) is the initial covariance structure. This

covariance structure is used until the termination criterion is met.

Iterative steps

3. Consider the o trajectories in each of the Kj groups that have the smallest log-

likelihood contribution. These o ×Kj trajectories are the outlier candidates.

There may be fewer than o ×Kj outlier candidates if there are fewer than o

trajectories in some groups.
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4. Simulate M samples from each group of the model and estimate the distribu-

tions of the first o order statistics of the log-likelihood contributions in each

group.

5. For each of the outlier candidates, calculate the proportion {Pik : i ∈ {1, . . . , o}

and k ∈ {1, . . . , Kj}} of the M simulated samples for which the corresponding

order statistic for that group is less than or equal to the observed log-likelihood

contribution.

6. If every Pik ≥ α
oKj

and all groups have more than one trajectory the algorithm

terminates. Otherwise continue.

7. Denote the outlier candidates {Xik : i ∈ {1, . . . , o} and k ∈ {1, . . . , Kj}}.

For K ∈ {1, . . . , Kmax}, i ∈ {1, . . . , o} and k ∈ {1, . . . , Kj}, fit a model with

covariance structure tinit to X \Xik with K as the number of groups. Define

bKik to be the BIC when the model with K groups is fit to X \ Xik and let

b = min
K,i,k

bKik.

8. Set j ← j+1. Kj = arg min
K
{bKik : bKik < b+6, i ∈ {1, . . . , o}, k ∈ {1, . . . , Kj−1}}

is the updated number of groups. Therefore, at this step the number of groups

is free to change, whereas the covariance structure was fixed in the previous

step according to that chosen in step 2.

9. Remove Xik from X and return to step 3, where (i, k) = arg min
i,k
{bKjik}.
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When the algorithm terminates the trajectories identified as outliers are those

trajectories that have been removed.

Post iteration model fit for sensitivity analysis

To assess the impact of the identified outliers, a sensitivity analysis can be used

in which the model fit with all data is compared to the model fit with the outliers

removed. When conducting this sensitivity analysis, the following check of all model

covariance structures and numbers of groups can be conducted to ensure the best

model is fit to the remaining data after outlier removal.

After the algorithm terminates, for K ∈ {1, . . . , Kmax} and t ∈ {1, . . . , T}, fit

models to the resulting dataset with t as the covariance structure and K as the

number of groups. Define ctK to be the BIC obtained when the model has covariance

structure t and K groups. Let c = min
t,K

ctK . Kend = arg min
K
{ctK : ctK < c + 6, t ∈

{1, . . . , T}} is the final number of groups. tend = arg min
t

(ctKj
) is the final covariance

structure.

4.3.3 Application of the outlier identification method to

Generation 1 Study data

This section provides an example of the application of the outlier identification

algorithm to the externalising data from the Generation 1 Study, as described in

Section 1.1.2. Figure 4.3.1 shows the CBCL scores of externalising behaviour for

all 557 children in the study, with a random 10% of the trajectories joined. This
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was done as connecting all of the points would make it difficult to identify any

individual trajectories. The general trend is for behaviour to improve from age

2 to age 9 (i.e. scores decrease). In this application of the outlier identification

algorithm, I restricted the externalising data to complete cases only (n=354) for

simplicity when using the mclust package.27 Standardised time points were used to

aid the convergence of the group-based models.
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Figure 4.3.1: Externalising behaviour measurements from the Generation 1 Study,
with a random 10% of the trajectories joined.

The following inputs were provided to the outlier identification algorithm for this

example. All available covariance structures in version 4 of mclust were considered

(models M1-M10 of Section 2.1.3). This was appropriate as the use of a variety
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of possible covariance structures is recommended when investigating a dataset for

group-based trajectories.61 The numerical inputs had the following values: Kmax =

9, α = 0.05, o = 2 and M = 200.

In the initialisation steps, the minimum BIC (8711.06) was achieved for a model

with four groups (Kc = 4) and a covariance structure with Σk = λkA, meaning the

covariance matrices are constrained to be diagonal, and proportional between groups

(corresponding to model M7 of Section 2.1.3). No other combination of number of

groups and covariance structure had a BIC within six of this minimum value. The

fit of this model to the externalising data is shown in Figure 4.3.2. There is a ‘very

low’ group with 57 observations, a ‘low’ group with 171 observations, a ‘medium’

group with 95 observations, and a ‘high’ group with 31 observations.

In the first of the iterative steps, the two candidate outlier trajectories with the

smallest log-likelihood contributions in each group were identified. These trajecto-

ries, highlighted in red in Figure 4.3.3, are the trajectories with lowest probability

in each group.

Steps 4, 5 and 6 use simulated samples from the model distribution to estimate

the probability Pik of obtaining the observed log-likelihood contributions, and com-

pare them to the threshold α
oKc

. The estimated Pik are shown in Table 4.3.1. In

this instance, α
oKc

= 0.00625 and as at least one of the probabilities is less than that

threshold the algorithm continues.

In steps 7, 8 and 9, the algorithm finds the single trajectory among the candidates

whose removal results in a model with the smallest K such that the new model’s BIC
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Figure 4.3.2: Four group M7 model fit to the externalising data.

Table 4.3.1: Estimated Pik based on 200 simulations.

Group Smallest Second Smallest
Very Low 0.425 0.120

Low 0.795 0.530
Medium 0.500 0.550

High 0.005 <0.005
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Figure 4.3.3: Four group M7 model fit to the externalising data with the two can-
didate outliers from each group highlighted (first step of the algorithm).
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is within six of the lowest BIC, among possible new models with K ∈ {1, . . . , Kmax}.

This requires estimating the 72 models with between one and nine groups with each

of the eight trajectories individually removed, to determine which model has the

lowest resulting BIC. In this example, only the M7 covariance structure is used in

the iteration steps as it was selected in the initialisation steps. In this case the BIC

was reduced most by removal of the candidate trajectory from the ‘high’ group with

the lower externalising score at the first time point. With that trajectory removed,

the best fitting model according to the BIC also changed to have five groups instead

of four. The algorithm then returns to step 3 with the data set that now has the

single outlying trajectory removed.

The algorithm iterates until it finds no trajectory with a probability below the

threshold at step six. For this example, it takes the removal of three trajectories

and they are those identified as outliers, as shown in Figure 4.3.4.

To assess the impact of the identified outliers, a sensitivity analysis was con-

ducted to compare the model fit with all data to that with the identified outliers

removed. The final model chosen in the post iteration fit was a five group M7 model,

as shown in Figure 4.3.5. No other covariance structure was found to achieve a BIC

within six of the minimum achieved for the five group M7 model (8570.50). The

four group M7 model was the second lowest with a BIC of 8578.12. In this case

the best fitting model has changed from four groups to five groups by removing the

outlying trajectories. The group memberships of the two models are cross-tabulated

in Table 4.3.2. Although all three trajectories identified as outliers were from the
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Figure 4.3.4: Externalising data with the three trajectories identified as outliers
highlighted.
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‘High’ group, the remaining ‘High’ group was maintained as a distinct group in the

model fit with the outliers removed. However, the other three groups were split

into four groups despite none of their group members being identified as outliers

and removed. The use of my outlier identification algorithm has shown that the ini-

tial estimation of a four group model was quite unstable and dependent on a small

number of influential outlying trajectories.

Table 4.3.2: Cross-tabulation of group memberships from models with all data and
with outliers removed.

Group with outliers removed
Group with all data Very Low Low Low-Medium Medium High Outliers

Very Low 23 34 0 0 0 0
Low 0 42 129 0 0 0

Medium 0 0 14 81 0 0
High 0 0 0 0 28 3

4.3.4 Application of the outlier identification method to

simulated data

To assess the effectiveness of the outlier identification algorithm, I applied it to

the same simulated datasets as used for the simulations concerning the impact of

outliers. The descriptions of the simulated datasets are provided in Sections 4.2.3

and 4.2.4.

The divergent trajectories simulation study consisted of 1000 simulated datasets

of two groups of 140 subjects across four evenly spaced time points for each of 12
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Figure 4.3.5: Five group M7 model identified as the best fit to the externalising data
in the post iteration sensitivity analysis.
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scenarios. The ‘low’ group has a mean trajectory always equal to zero, and thus

a slope of zero, with the ‘high’ group having a variable linear mean trajectory.

The mean trajectory of the ‘high’ group is altered through two parameters, the

separation and the slope. Separation refers to the vertical separation of the group

mean trajectories at the first time point. Slope refers to the slope of the ‘high’ group’s

mean trajectory. The 12 scenarios were all combinations in which the separation of

the groups varied between 1, 2 and 3 and the slope of the ‘high’ group varied between

0, 0.25, 0.5 and 0.75. The variance at each time point was 1 in both groups, and

the off-diagonal elements of the covariance matrices were 0.25 in each group.

To introduce outliers, 20 contaminating trajectories were added to the simulated

data (6.67%). The contamination was sampled from a uniform distribution at each

time point, between 4 less than the lowest group mean at that time point to 4 more

than the highest mean at that time point.

The crossed trajectories simulation study also had 1000 simulated datasets of two

groups of 140 subjects across four time points, but for only four scenarios. In these

scenarios the mean trajectory of each group was zero half way between the second

and third time points. The slope of one group (group 1) varied between 0.25, 0.5,

0.75 and 1, while the slope of the other group (group 2) was the negative of the slope

in group 1. This formed a range of scenarios with crossed trajectories that become

easier to classify as the slope increases. The covariance matrices were the same

as for the divergent trajectories simulations. Twenty contaminating trajectories

were added to the crossed trajectories data in the same way as for the divergent
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trajectories simulations.

The MGMMs were estimated with version 4 of the mclust package in R.27,28

The same four modelling approaches were used for this application of the outlier

identification method as were used in the impact of outlier simulations. These were:

1. Unstructured covariance matrix, fixed between the groups (model M5 from

Section 2.1.3).

2. Unstructured covariance matrix, free to vary between the groups (model M6

from Section 2.1.3).

3. Using the BIC to choose between models 1 and 2.

4. Using the BIC to choose between all models available in mclust, including

those with simpler covariance structures such as diagonal (models M1-M10

from Section 2.1.3).

Outlier identification was applied with α = 0.05, M = 200, o = 2 and Kmax = 9

for these simulations.

Performance measures To quantify the performance of the outlier identification

method, various measures were used.

The average number of trajectories identified, according to whether they were

substantive or contamination trajectories, was used to initially assess the extent to

which the algorithm identified outliers among each type of trajectories.
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An additional measure was used to determine the quality of the trajectory iden-

tification, which was the proportion of trajectories identified as outliers that had

been introduced as contamination, referred to as the contamination predictive value

(CPV). The CPV was calculated as the average of the numerator divided by the av-

erage of the denominator, to avoid the issue of many small denominators, including

zero values as denominators. Ideally all identified trajectories would be contamina-

tion trajectories, and the CPV would be 1.

The impact of the outliers identified using the algorithm was assessed in the

following performance measures by comparing the results for the model fit to the

full dataset to the post iteration model fit to the dataset with trajectories identi-

fied as outliers removed. The impact of those identified as outliers reflects on the

performance of the algorithm itself.

The average number of groups before and after outlier removal was used as

a measure of performance, to show the extent to which the outlier identification

method removed groups formed as a result of outliers being present.

The relative CCR provided the key measure of performance for how well the

substantive group trajectories were classified, before and after outlier removal. The

denominator of the CCR was the initial number of substantive group trajectories,

even if some of these trajectories were removed.

The number of contamination trajectories assigned to a substantive group, before

and after outlier removal, was used to assess how many contamination trajectories

were incorrectly allocated. These contamination trajectories may impact the pa-
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rameter estimates of the substantive groups, whereas contamination trajectories

assigned to their own groups are not problematic.

Due to the method used to simulate them, contamination trajectories are not

necessarily outliers. Therefore when contamination trajectories are assigned to a

substantive group, this can be due to their trajectory path being close to the tra-

jectories within that group by chance. To determine how frequently contamination

trajectories were simulated close to a substantive group, the number of contami-

nation trajectories less than the 99th percentile of Mahalanobis distance from the

closest substantive group mean was calculated before model fitting and outlier re-

moval. The population mean and covariance matrix were used for each substantive

group when calculating the Mahalanobis distance. The Mahalanobis distances were

converted to percentiles based on the χ2 distribution with four degrees of freedom.

The threshold level of 0.99 for the Mahalanobis distance percentile was chosen so

that the vast majority of the substantive trajectories simulated within that group

would be considered close to the other trajectories of that group by this standard.

To visualise the performance of the outlier identification algorithm, plots of the

Mahalanobis distance percentiles of all trajectories from their assigned group mean,

before and after outlier removal, were used. The estimated means and covariance

matrices were used for each group when calculating the Mahalanobis distance. Tra-

jectories in the following categories were represented distinctly: substantive trajec-

tories, contamination trajectories assigned to an outlier group and contamination

trajectories assigned to a substantive group.
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Results for outlier identification from divergent trajectories simulations

In what follows the results of the outlier identification method for the complete set

of divergent trajectories simulations are presented. To aid understanding of these

results, an example of one particular simulation instance is described first. The

example simulation uses model 1, with a separation of 3 and slope of 0. Figure 4.3.6

shows the simulated data before any model fitting.
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Figure 4.3.6: Simulated data for the results example.

Before outlier removal, the best fitting model had four groups and the CCR



CHAPTER 4. OUTLIERS IN GROUP-BASED TRAJECTORY MODELS 109

was 0.986 as four substantive group trajectories were incorrectly classified. Also,

11 contamination trajectories were classified into the substantive groups, with six

being assigned to the low group and five to the high group. Six of the contamination

trajectories had a Mahalanobis distance percentile of less than 0.99 from the closest

group mean trajectory. Figure 4.3.7 shows the model fit before outlier removal.
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Figure 4.3.7: Model 1 fit to the results example data before outlier removal.

Application of the outlier identification algorithm resulted in the removal of 13

trajectories. This included 12 contamination trajectories and one substantive group

trajectory, for a CPV of 0.923. After outlier removal, the best fitting model had two
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groups, and of the remaining 279 substantive group trajectories, four were incorrectly

assigned, giving a CCR of 0.982 as the denominator of the CCR is the initial number

of substantive group trajectories. As there were no outlier groups estimated, all eight

remaining contamination trajectories were assigned to a substantive group. Figure

4.3.8 shows the model fit after outlier removal.
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Figure 4.3.8: Model 1 fit to the results example data after outlier removal.

Table 4.3.3 shows the average number of trajectories identified by the outlier

algorithm for the different divergent trajectories simulations, according to whether

they were substantive or contamination trajectories. The number of trajectories

identified varied considerably according to which model was used, and in some cases

by separation and slope. For model 1, when the separation and slope were large

enough the average number of contamination trajectories identified was greater than

15, though the number of substantive trajectories identified as outliers also increased

with separation and slope. However, when the separation and slope were at their

lowest less than half of the contamination trajectories were identified as outliers.
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For models 2 and 4, very few trajectories were identified by the algorithm, with

little impact of the separation or slope on the number of trajectories identified.

The average number of trajectories identified in total was 1.15 for model 2 and

0.55 for model 4. As so few trajectories were identified by the algorithm for these

models, the subsequent performance measures will not show any large changes for

models 2 and 4 as a result of outlier removal. For model 3, the highest average

number of contamination trajectories identified was 5.77, for a separation of 1 and

a slope of 0.75. For this slope, the average number of contamination trajectories

identified actually decreased as the separation increased. These results show the

average number of trajectories identified by model 3 to be between those of models

1 and 2, which arises since model 3 is by definition the choice of models 1 and 2

according to the BIC.

Table 4.3.4 shows the CPV for the divergent trajectories simulations. The CPV

varied greatly according to the model used, and also by separation and slope. It was

lowest for model 1 when the separation and slope were at their highest, which was

also when the number of trajectories identified was highest. For both models 1 and

3, the CPV decreased as the separation and slope increased. For both models 2 and

4, the CPV is high regardless of the separation and slope, however as mentioned,

very few trajectories were identified for these models so a high CPV is not important.

Table 4.3.5 shows the average number of groups estimated before and after out-

lier removal for the different divergent trajectories simulations. As seen in Section

4.2.3, in the presence of contamination before outlier removal, the fitted group-based
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Table 4.3.3: Average number of trajectories identified by the algorithm in divergent
trajectories simulations, according to whether they were substantive or contamina-
tion trajectories.

Slope
Substantive Contamination

Model Separation 0 0.25 0.5 0.75 0 0.25 0.5 0.75
3 5.69 6.81 7.85 8.84 16.6 17.1 16.8 16.4

1 2 2.56 3.24 4.19 5.82 15.0 15.3 16.2 16.0
1 0.12 0.48 1.70 2.94 8.50 9.42 13.5 15.0
3 0.12 0.10 0.07 0.10 0.93 0.83 0.77 0.78

2 2 0.19 0.16 0.04 0.10 1.19 0.96 0.82 0.84
1 0.03 0.05 0.07 0.07 1.43 1.29 1.68 1.22
3 1.13 1.04 1.19 1.07 3.65 3.37 3.08 2.46

3 2 0.41 0.64 1.13 1.55 2.49 3.81 3.96 3.93
1 0.05 0.04 0.27 1.23 1.59 1.48 2.82 5.77
3 0.04 0.02 0.04 0.02 0.61 0.44 0.49 0.49

4 2 0.02 0.03 0.02 0.03 0.34 0.70 0.61 0.45
1 0.01 0.02 0.03 0.02 0.52 0.61 0.42 0.62

Table 4.3.4: Contamination predictive value for various scenarios in the divergent
trajectories simulations.

Slope
Model Separation 0 0.25 0.5 0.75

3 0.745 0.715 0.681 0.650
1 2 0.854 0.825 0.795 0.734

1 0.986 0.951 0.888 0.836
3 0.886 0.896 0.920 0.887

2 2 0.864 0.856 0.951 0.890
1 0.977 0.960 0.963 0.943
3 0.764 0.764 0.722 0.697

3 2 0.858 0.857 0.778 0.718
1 0.971 0.977 0.914 0.825
3 0.938 0.965 0.924 0.953

4 2 0.958 0.960 0.970 0.929
1 0.985 0.965 0.927 0.964
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trajectory models have an average number of groups greater than two in almost all

scenarios. After outlier removal the average number of groups reduced in all sce-

narios, but by varying degrees. The average number of groups reduced the most

for model 1, where the number of groups estimated was higher when outliers were

present. After outlier removal for model 1, the average number of groups was close

to the correct number of 2 in the scenarios except with the separation of 1 and slope

≤ 0.25. This corresponds with the results in Table 4.3.3 as these were the scenarios

where at least 15 trajectories were identified on average. As discussed earlier, for

models 2 and 4, the average number of groups did not change greatly. The changes

for model 3 were smaller than those observed for model 1, but greater than those

for models 2 and 4. For model 3, the average number of groups after outlier removal

remained around 3 even in scenarios with large separation of group means.

Table 4.3.6 shows the average relative CCR before and after outlier removal

for the different divergent trajectories simulations. For model 1, where the largest

number of outlying trajectories were identified, the relative CCR increased after

outlier removal when the separation and slope were sufficiently large. This was the

case for all simulations except those with a separation of 2 and a slope of 0 or those

with a separation of 1 and a slope ≤ 0.5. The largest increase in the relative CCR

was 0.05. However when the two group means were close together the relative CCR

decreased by between 0.057 and 0.158. These correspond to the same scenarios

identified in Section 4.2.3 where the relative CCR was higher after the introduction

of outliers. In those scenarios the effect of the outliers was to find two groups, when
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Table 4.3.5: Average number of groups estimated for various scenarios before and
after outlier removal in divergent trajectories simulations.

Slope
Before Outlier Removal After Outlier Removal

Model Separation 0 0.25 0.5 0.75 0 0.25 0.5 0.75
3 5.18 5.48 5.53 5.63 2.15 2.20 2.32 2.46

1 2 4.77 4.92 5.08 5.28 1.81 2.18 2.14 2.27
1 2.67 3.19 4.19 4.42 1.39 1.41 1.72 2.09
3 3.20 3.21 3.24 3.22 3.03 3.04 3.05 3.03

2 2 2.30 2.95 3.19 3.21 2.22 2.81 3.03 3.04
1 1.98 1.98 2.25 2.98 1.93 1.94 2.14 2.87
3 3.50 3.55 3.50 3.44 2.87 2.89 2.94 2.94

3 2 2.50 3.28 3.51 3.56 2.20 2.67 2.86 2.87
1 2.02 2.01 2.51 3.45 1.91 1.93 2.17 2.65
3 3.90 3.82 3.78 3.73 3.89 3.83 3.77 3.71

4 2 3.79 3.88 3.91 3.95 3.77 3.85 3.90 3.93
1 3.04 3.30 3.59 3.75 3.00 3.24 3.57 3.73

in the absence of contamination a single group had been the best fitting. Therefore

it is not surprising that the CCR has decreased after application of the outlier

identification algorithm in these cases, as a single group model becomes more likely

again. For models 2, 3 and 4, the average relative CCR did not change greatly after

outlier removal. The differences ranged from a decrease of 0.016 to an increase of

0.009. This was expected as so few points were identified by the algorithm for these

models.

Table 4.3.7 shows the average number of contamination trajectories assigned to a

substantive group for various scenarios before and after outlier removal in the diver-

gent trajectories simulations. Before outlier removal, the number of contamination

trajectories assigned to a substantive group was high for model 1, particularly for
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Table 4.3.6: Average relative CCR for various scenarios before and after outlier
removal in divergent trajectories simulations.

Slope
Before Outlier Removal After Outlier Removal

Model Separation 0 0.25 0.5 0.75 0 0.25 0.5 0.75
3 0.934 0.932 0.935 0.934 0.976 0.971 0.965 0.959

1 2 0.907 0.929 0.940 0.934 0.850 0.980 0.982 0.973
1 0.705 0.748 0.879 0.946 0.644 0.590 0.787 0.985
3 0.987 0.989 0.991 0.994 0.990 0.991 0.992 0.995

2 2 0.655 0.908 0.985 0.986 0.644 0.899 0.987 0.989
1 0.641 0.584 0.654 0.944 0.641 0.583 0.637 0.938
3 0.986 0.986 0.989 0.992 0.988 0.990 0.988 0.991

3 2 0.673 0.913 0.981 0.984 0.674 0.917 0.986 0.986
1 0.643 0.588 0.685 0.954 0.641 0.584 0.677 0.963
3 0.841 0.852 0.856 0.870 0.839 0.845 0.853 0.865

4 2 0.808 0.829 0.831 0.824 0.806 0.828 0.831 0.822
1 0.869 0.808 0.833 0.845 0.866 0.806 0.832 0.844

low values of separation and slope. Even when the separation and slope were large,

more than a third of contamination points were assigned to a substantive group.

After outlier removal, the number of contamination trajectories assigned to a sub-

stantive group reduced considerably for model 1, particularly when the slope and

separation were large. Reductions were also observed for models 2 and 3, although

these changes were smaller than those observed for model 1. For model 4 the num-

ber of contamination trajectories assigned to a substantive group did not change

greatly after outlier removal, as very few trajectories were removed. These results

should be viewed in light of the number of contamination trajectories less than the

99th percentile of Mahalanobis distance from the closest substantive group mean,

shown in Table 4.3.8. For each scenario this number was less than 3.08 on average,
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and reduced with increasing separation and slope. Although small, the number of

contamination trajectories assigned to a substantive group may not be expected to

be reduced below these numbers even after outlier removal.

Table 4.3.7: Average number of contamination trajectories assigned to a substantive
group for various scenarios before and after outlier removal in divergent trajectories
simulations.

Slope
Before Outlier Removal After Outlier Removal

Model Separation 0 0.25 0.5 0.75 0 0.25 0.5 0.75
3 9.08 8.12 7.90 7.66 3.08 2.52 2.43 2.33

1 2 10.3 9.99 9.42 8.90 4.49 4.19 3.43 3.24
1 14.5 14.0 11.9 11.5 5.94 5.64 5.22 4.79
3 4.43 4.16 4.00 3.63 3.28 2.91 2.83 2.62

2 2 4.57 4.70 4.46 4.44 3.82 3.67 3.29 3.24
1 4.78 5.14 5.31 5.76 4.32 4.54 4.32 4.03
3 4.69 4.15 3.97 3.59 3.27 2.88 2.74 2.58

3 2 4.76 5.23 4.97 4.76 3.98 3.79 3.36 3.24
1 4.76 5.12 5.55 6.97 4.39 4.61 4.37 4.47
3 2.41 2.18 2.09 2.03 2.40 2.16 2.09 2.01

4 2 2.63 2.69 2.43 2.34 2.67 2.70 2.44 2.35
1 3.03 3.07 2.93 2.85 3.16 3.21 2.98 2.91

Table 4.3.8: Average number of contamination trajectories less than the 99th per-
centile of Mahalanobis distance from the closest substantive group mean, before
outlier removal in divergent trajectories simulations.

Slope
Separation 0 0.25 0.5 0.75

3 1.99 1.75 1.58 1.41
2 2.49 2.35 2.10 1.95
1 3.08 2.89 2.67 2.56
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Figures 4.3.9 to 4.3.16 show the Mahalanobis distance percentiles of all trajecto-

ries from their assigned group mean in the divergent trajectories simulations, before

and after outlier removal, for models 1 to 4, and with either separation 3 and slope

0.75, or separation 1 and slope 0. The plots for the remaining values of the separa-

tion and slope are shown in Appendix A. The plots with separation 3 and slope 0.75

are for the scenarios when the substantive groups are furthest apart, whereas those

for separation 1 and slope 0 are when the substantive groups are closest together.

The scenarios with other values of separation and slope appear somewhere between

these two extremes.

For model 1, when the substantive groups were furthest apart, most of the con-

tamination trajectories were identified by the algorithm, regardless of whether they

were assigned to a substantive group or an outlier group initially. However, when

the substantive groups were closest together, a high proportion of the contamination

trajectories with high Mahalanobis distance percentile remained unidentified by the

algorithm. Many of these were allocated to an outlier group, which appeared to

have only high Mahalanobis distance percentile values as the covariance between

groups was constrained to be equal. The distribution of the Mahalanobis distance

percentiles for substantive trajectories also had a peak for the highest values, as the

substantive groups were generally combined together, so appeared more like a single

distribution with a heavy tail.

For models 2, 3 and 4, the Mahalanobis distance percentiles do not change greatly

after outlier removal, with relatively few trajectories being identified in these cases.
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For these models there were also little differences with separation or slope.

In a small number of cases for models 1 and 3, Mahalanobis distances of trajec-

tories could not be included in the plots as the means and covariance matrices could

not be estimated. These were due to small numbers of observations in one or more

of the groups. In each scenario this occurred for at most 1.8% of the trajectories to

be plotted.
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Figure 4.3.9: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 3 and slope 0.75, before and after outlier
removal.
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Figure 4.3.10: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 1 and slope 0, before and after outlier
removal.
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Figure 4.3.11: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 3 and slope 0.75, before and after outlier
removal.
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Figure 4.3.12: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 1 and slope 0, before and after outlier
removal.
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Figure 4.3.13: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 3 and slope 0.75, before and after outlier
removal.
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Figure 4.3.14: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 1 and slope 0, before and after outlier
removal.

Before

Mahalanobis Percentile

F
re

qu
en

cy

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

25
00

0
35

00
0

Substantive group trajectories
Contamination assigned to substantive group
Contamination assigned to outlier group

After

Mahalanobis Percentile

F
re

qu
en

cy

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

25
00

0
35

00
0

Figure 4.3.15: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 3 and slope 0.75, before and after outlier
removal.
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Figure 4.3.16: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 1 and slope 0, before and after outlier
removal.

Results for outlier removal from crossed trajectories simulations

Table 4.3.9 shows the average number of trajectories identified by the outlier iden-

tification algorithm for the crossed trajectories simulations, according to whether

they were substantive or contamination trajectories. The pattern of the number of

trajectories identified was similar to that seen for the divergent trajectories simu-

lations. For models 1 and 3 the number of trajectories identified increased as the

slope increased, with model 1 having the greater number of trajectories identified.

Models 2 and 4 had fewer trajectories identified, with the number of contamination

trajectories identified highest in both cases when the slope was 0.5.

Table 4.3.10 shows the CPV for the various scenarios of the crossed trajectories

simulations. As was the case for the divergent trajectories simulations, for models
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Table 4.3.9: Average number of trajectories identified by the algorithm in crossed
trajectories simulations, according to whether they were substantive or contamina-
tion trajectories.

Slope
Substantive Contamination

Model 0.25 0.5 0.75 1 0.25 0.5 0.75 1
1 0.01 0.14 1.04 1.68 7.13 7.58 12.7 13.7
2 0.00 0.02 0.04 0.06 2.72 3.62 2.92 2.44
3 0.01 0.02 0.66 0.99 2.95 3.81 8.91 8.62
4 0.00 0.00 0.02 0.02 0.71 1.26 0.61 0.53

1 and 3, the CPV decreased as the slope increased. However, unlike the divergent

trajectories simulations, the CPV was generally very high for all models and the

lowest value was 0.891.

Table 4.3.10: Contamination predictive value for various scenarios in the crossed
trajectories simulations.

Slope
Model 0.25 0.5 0.75 1

1 0.999 0.982 0.925 0.891
2 0.999 0.994 0.986 0.975
3 0.997 0.996 0.931 0.897
4 0.994 0.998 0.973 0.967

Table 4.3.11 shows the average number of groups estimated before and after

outlier removal for the crossed trajectories simulations. For model 1, the number

of groups decreased after outlier removal, similar to the divergent trajectories sim-

ulations. When the slope was 0.75 or 1, the average number of groups estimated

after outlier removal was close to 2, the true number of substantive groups. Thus

the additional groups created for the outliers were no longer identified after outlier
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removal. For model 3, the number of trajectories also decreased for the scenarios

with high slope, however the average number of groups was still at least 2.3 after

outlier removal. As previously for models 2 and 4, the average number of groups did

not change greatly. However, the reduction in the number of groups was greatest

for a slope of 0.5, where the number of trajectories identified was highest.

Table 4.3.11: Average number of groups estimated for various scenarios before and
after outlier removal in crossed trajectories simulations.

Slope
Before Outlier Removal After Outlier Removal

Model 0.25 0.5 0.75 1 0.25 0.5 0.75 1
1 1.68 1.81 3.40 3.82 1.32 1.28 2.05 2.06
2 1.81 1.67 2.50 2.90 1.71 1.59 2.52 2.85
3 1.85 1.77 3.18 3.48 1.68 1.59 2.30 2.40
4 2.77 2.88 3.80 3.88 2.66 2.65 3.66 3.73

Table 4.3.12 shows the average relative CCR before and after outlier removal for

the crossed trajectories scenarios. The relative CCR increased or remained the same

for slope values other than 0.5. There were slight increases in the relative CCR for

the scenarios where two groups were always identified without contamination in the

previous section. When the slope was 0.5, the relative CCR decreased by 0.062 for

model 1 after outlier removal. This is surprising as the group means are further

apart than when the slope is 0.25, yet the performance is worse both before and

after outlier removal for a slope of 0.5. In this scenario the relative CCR after

outlier removal of 0.567 was also lower than with no contamination, where it was

0.604 in Section 4.2.4.
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Table 4.3.12: Average relative CCR for various scenarios before and after outlier
removal in crossed trajectories simulations.

Slope
Before Outlier Removal After Outlier Removal

Model 0.25 0.5 0.75 1 0.25 0.5 0.75 1
1 0.666 0.629 0.976 0.976 0.673 0.567 0.988 0.993
2 0.670 0.557 0.889 0.987 0.670 0.556 0.895 0.987
3 0.670 0.571 0.976 0.983 0.671 0.564 0.984 0.991
4 0.536 0.696 0.826 0.821 0.548 0.690 0.844 0.846

Table 4.3.13 shows the number of contamination trajectories assigned to a sub-

stantive group for various scenarios before and after outlier removal in the crossed

trajectories simulations. As for the divergent trajectories simulations the number

of contamination trajectories assigned to a substantive group before outlier removal

was highest for model 1, however in this case the highest value was for a slope of

0.5 rather than for lowest value of slope. As was the case for the divergent trajecto-

ries simulations, the number of contamination trajectories assigned to a substantive

group reduced considerably for model 1 after outlier removal. For models 2 and 3,

smaller reductions were again observed after outlier removal. Similarly for model 4,

the number of contamination trajectories assigned to a substantive group did not

change greatly after outlier removal. The number of contamination trajectories less

than the 99th percentile of Mahalanobis distance from the closest substantive group

mean were 3.70, 3.47, 3.36 and 2.99 for the increasing slope values, respectively.

Figures 4.3.17 to 4.3.24 show the Mahalanobis distance percentiles of all trajec-

tories from their assigned group mean in the crossed trajectories simulations, before
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Table 4.3.13: Number of contamination trajectories assigned to a substantive group
for various scenarios before and after outlier removal in crossed trajectories simula-
tions.

Slope
Before Outlier Removal After Outlier Removal

Model 0.25 0.5 0.75 1 0.25 0.5 0.75 1
1 17.2 17.6 15.1 13.8 8.25 9.02 7.14 6.10
2 7.27 10.0 10.1 8.21 6.23 7.58 6.60 5.08
3 7.32 9.79 12.3 10.4 6.36 7.72 6.90 5.87
4 2.40 4.30 2.97 2.96 2.72 4.72 3.09 3.10

and after outlier removal, for models 1 to 4, and with either slope 1 or slope 0.25.

The plots for the remaining values of the slope are shown in Appendix A. The plots

with slope 1 are for the scenarios when the substantive group means are furthest

apart, whereas those for slope 0.25 are when the substantive group means are closest

together. The scenarios with other values of slope appear somewhere between these

two extremes.

Comparison with Figures 4.3.9 to 4.3.16 shows that the distribution of Maha-

lanobis distance percentiles before and after outlier removal in the crossed trajecto-

ries simulations were very similar to the divergent trajectories simulations.
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Figure 4.3.17: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with slope 1, before and after outlier removal.
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Figure 4.3.18: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with slope 0.25, before and after outlier removal.
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Figure 4.3.19: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with slope 1, before and after outlier removal.
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Figure 4.3.20: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with slope 0.25, before and after outlier removal.
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Figure 4.3.21: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with slope 1, before and after outlier removal.
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Figure 4.3.22: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with slope 0.25, before and after outlier removal.
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Figure 4.3.23: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with slope 1, before and after outlier removal.
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Figure 4.3.24: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with slope 0.25, before and after outlier removal.



CHAPTER 4. OUTLIERS IN GROUP-BASED TRAJECTORY MODELS 131

4.3.5 Discussion of outlier identification

Our study demonstrates the difficulty of correctly identifying outlier trajectories in

the group-based trajectory modelling setting, as changes in the number of groups

and model structure may arise from the inclusion of even a small percentage of

contaminating trajectories.

In these simulation studies it was found that the presence of outliers can have

surprising results. In particular, outliers can improve the classification of substantive

trajectories in certain circumstances. This phenomenon persisted when investigating

the effects of removing the identified outlying trajectories in these situations, as

outlier removal resulted in the relative CCR decreasing. This emphasises that the

use of a performance measure based on correct classification of the two simulated

groups will provide limited information if the groups cannot be identified as distinct

before the introduction of outliers.

From my simulation studies, I found a significant improvement in the CCR

through removing outliers identified by my algorithm, in scenarios mostly involving

model 1. This model has a covariance structure constrained to be equal between

groups, and matches the covariance structure of the two simulated groups. This co-

variance structure also made it less likely that a single group with only outliers would

be estimated. As a result, the algorithm was able to identify the outliers when the

groups were well separated. This occurred for scenarios in which the correct num-

ber of groups could be identified before outliers were introduced. Where the group
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means were not well separated, removal of outliers identified by the algorithm did

not improve the relative CCR. Although the CCR was observed to decrease in some

situations following outlier removal due to the substantive groups being combined

together, this highlights the fragility of the original group structure proposed.

Removal of outliers identified by my algorithm was also observed to reduce the

number of contamination trajectories assigned to a substantive group for models

1, 2 and 3, particularly for model 1 when it was high before outlier removal. This

can be expected to reduce the impact of these contamination trajectories on the

estimated parameters for the substantive groups. Future research could investigate

how the sensitivity of my algorithm changes under different significance levels.

The average number of contamination trajectories less than the 99th percentile of

Mahalanobis distance from the closest substantive group mean was less than 4 in all

scenarios, so would have only contributed minimally to the number of contamination

trajectories assigned to a substantive group. These trajectories do not appear as

outliers, so cannot be expected to be identified as such.

Plots of the Mahalanobis distance percentiles of trajectories from their assigned

group means illustrated the ability of the algorithm to identify contamination tra-

jectories for model 1, particularly when the substantive groups were far apart. In

contrast, these plots showed little changes for models 2, 3 and 4.

As the number of outlying trajectories identified increased, the CPV was ob-

served to decrease. Therefore, in the circumstances where the algorithm identifies

at least three outlying trajectories, it is also more likely to identify substantive group
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trajectories as outliers with a non-negligible frequency.

Under model 2 or 4, the algorithm identified very few outliers as additional

groups could be estimated containing only outlier trajectories. This resulted in the

contamination points not appearing as outliers relative to the groups estimated for

them, similar to the phenomenon of ‘masking’ in regression outlier identification.72

Model 3 had results that were between those of models 1 and 2, as this model is

defined as the choice between those two models according to the BIC. When model

1 was more appropriate initially, this resulted in better performance, as opposed to

when model 2 was chosen initially. These results would likely have been different if

the two simulated groups had different covariance structures, as model 1 would not

have fit well in this case.

A potential consideration in using the outlier removal method is the computa-

tional time required, as the group-based model needs to be run multiple times for

each step of removing a trajectory. However, for small to moderate sized datasets

this is unlikely to be a limiting factor in the analysis.

4.4 Conclusion

In this chapter I assessed the impact of outliers on divergent and crossed group-based

trajectory models. The presence of outliers tended to lead to an increased number

of groups in all situations, and a reduction in the CCR when the group means were

well separated. I developed and described an algorithm for identifying these outlying



4.4. CONCLUSION 134

trajectories, and evaluated its performance on the simulated divergent and crossed

trajectories datasets.

Assessing the effectiveness of outlier removal in group-based trajectory modelling

is complicated by the flexibility of these models, in terms of the covariance structures

available and the potential for new groups to be created. The outlier identification

algorithm performed well under certain model assumptions and where the simulated

groups were well separated, but was less effective when the model was more flexibly

defined or the group means were close together.

Based on these results, I recommend the application of my outlier identification

algorithm in similar settings and a comparison of results with and without outliers

removed as part of sensitivity analyses to determine the effect that the detected out-

liers may have. After potential outliers have been identified, any other information

on these observations can also be inspected for further indication of a systematic

error.



Chapter 5

Performance of methods for

estimating the effect of covariates

on group membership probabilities

in group-based trajectory models

5.1 Preface

This chapter contains the second article contributing to this thesis which has been

published in a peer reviewed journal:

• Davies CE, Giles LC and Glonek GFV. Performance of methods for estimat-

ing the effect of covariates on group membership probabilities in group-based

135
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trajectory models. Statistical Methods in Medical Research. Prepublished Jan-

uary 18, 2017.

It addresses the fourth aim of this thesis by comparing the performance of meth-

ods for estimating the effect of covariates on group membership probabilities in

group-based trajectory models.

The various methods available for estimating the effect of covariates on group

membership probabilities in group-based trajectory models were described in Section

2.6.2. No study has considered all of these of methods, nor compared how the

inclusion of additional covariates affects resulting bias. This article addresses this

important gap in the literature and recommends which of the methods should be

used.

Supplementary tables 1, 2 and 3 referred to in the article have been reproduced

in Appendix B, or are available from:

<http://journals.sagepub.com/doi/suppl/10.1177/0962280216689580>.
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Article

Performance of methods for estimating
the effect of covariates on group
membership probabilities in group-based
trajectory models

Christopher E Davies,1,2,3 Lynne C Giles2 and Gary FV Glonek1

Abstract

One purpose of a longitudinal study is to gain insight of how characteristics at earlier points in time can impact on

subsequent outcomes. Typically, the outcome variable varies over time and the data for each individual can be used to

form a discrete path of measurements, that is a trajectory. Group-based trajectory modelling methods seek to identify

subgroups of individuals within a population with trajectories that are more similar to each other than to trajectories in

distinct groups. An approach to modelling the influence of covariates measured at earlier time points in the group-based

setting is to consider models wherein these covariates affect the group membership probabilities. Models in which prior

covariates impact the trajectories directly are also possible but are not considered here. In the present study, we

compared six different methods for estimating the effect of covariates on the group membership probabilities, which

have different approaches to account for the uncertainty in the group membership assignment. We found that when

investigating the effect of one or several covariates on a group-based trajectory model, the full likelihood approach

minimized the bias in the estimate of the covariate effect. In this ‘1-step’ approach, the estimation of the effect of

covariates and the trajectory model are carried out simultaneously. Of the ‘3-step’ approaches, where the effect of the

covariates is assessed subsequent to the estimation of the group-based trajectory model, only Vermunt’s improved 3 step

resulted in bias estimates similar in size to the full likelihood approach. The remaining methods considered resulted in

considerably higher bias in the covariate effect estimates and should not be used. In addition to the bias empirically

demonstrated for the probability regression approach, we have shown analytically that it is biased in general.

Keywords

covariates, group-based trajectory modelling, mixture models, longitudinal data, simulation

1 Introduction

Longitudinal studies can provide an understanding of how characteristics at earlier points in time can impact on
subsequent outcomes. Typically, the outcome variable varies over time and the data for each individual can be
used to form a discrete path of measurements, that is a trajectory. Group-based trajectory modelling methods seek
to identify subgroups of individuals within a population with trajectories that are more similar to each other than
to trajectories in distinct groups.

One approach to modelling the influence of covariates measured at earlier time points in the group-based setting
is to consider models wherein these covariates affect the group membership probabilities. Models in which prior
covariates impact the trajectories directly are also possible but are not considered here. The effect of the covariates
on the group membership probabilities is modelled using multinomial logistic regression.
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A number of ways to estimate the multinomial logistic regression on the covariates have been proposed, with
different approaches to account for the uncertainty in the group membership assignment. Here we consider six
different methods and compare their bias in estimating the effects of covariates in a simulation study. The six
different methods are 1-step (1S),1–3 3-step (3S),1,3 pseudo class 3-step (PC3S),4,5 improved 3-step (I3S),1,3

probability regression (PR)4 and probability weighted 3-step (PW3S).4

Bolck et al.3 compared the performance of the 1S, 3S and the I3S methods in their study introducing the I3S
method and demonstrated both analytically and through simulation that the classification error in the second step
of the 3S method leads to attenuation of parameter estimates. This was confirmed by Vermunt1 in a study
extending the I3S method, in which the extension was also compared with the other methods presented in
Bolck et al. In a simulation study, Clark and Muthén4 compared all methods considered here except for I3S
and found that the 1S method performed best. The studies by Bolck et al.3 and Clark and Muthén4 considered only
a single continuous covariate, while Vermunt1 used three discrete numeric covariates but did not compare with
results for a single covariate. However, no study has considered all of these methods, nor compared how the
inclusion of additional covariates affects resulting bias.

In the present study, the six estimation methods were compared in scenarios with varying odds ratio of the
covariate relationship, difficulty of the classification problem, and with one or two covariates that were either
continuous or binary. We also demonstrate analytically the bias of the PR method.

The group-based trajectory model specifications and the methods for estimating the effect of covariates
are elaborated on in Section 2. The simulations are described in Section 3, while Section 4 presents the results of
the simulations and the analytical treatment of the PR method. The implications of our findings are discussed in
Section 5.

2 Methods

2.1 Group-based trajectory models with covariates

Latent class growth analysis (LCGA) and growth mixture modelling (GMM) are the most frequently used
methods for modelling group-based trajectories.6 Finite mixture modelling is the basis for both methods, which
means that for K groups the marginal probability distribution of a randomly chosen trajectory is modelled by

PðyÞ ¼
XK

k¼1

�kP
kðyÞ

where PkðyÞ is the conditional distribution of the trajectory, y, given the individual is in group k (which we denote
as G¼ k), and �k is the group membership probability (�k ¼ PðG ¼ kÞ) such that �k 4 0 for k ¼ 1, . . . ,K andPK

k¼1 �k ¼ 1.
Finite mixture modelling requires the specification of the number of groups, K. In practice, K is rarely clear

from the data. There has been considerable discussion in the literature around methods to estimate the appropriate
number of groups, with the results of studies comparing methods inconsistent.7 For simplicity, we assume that the
correct number of groups is known, as has been done in similar studies.1,4,5

In a group-based model without covariates, �k is modelled as

PðG ¼ kÞ ¼ �k ¼
e�kPK
k¼1 e

�k

This ensures 05�k 5 1 and
PK

k¼1 �k ¼ 1, while the �k are free to vary without restriction. As a result of the
summation constraint, only K� 1 estimates of �k are required, and by convention �1 ¼ 0.

The effect of a covariate vector x ¼ ðx1, . . . , xpÞ can be incorporated through the multinomial logistic regression
model

PðG ¼ kjxÞ ¼
e�0kþx

Thk

PK
l¼1 e

�0lþxThl

where hk ¼ ð�1k, . . . , �pkÞ. The effect of x1 in group k relative to group 1 is estimated by �1k, with e�1k providing an
estimate of the odds ratio.
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2.2 Group-based trajectory model specification

A multivariate Gaussian distribution is assumed for each of the PkðyÞ, as is commonplace for group-based models
of continuous outcomes. In what follows, the set of time points of observation is taken to be the same for all
subjects, so that for subject i in group k

yi �MVNðlk,�kÞ ð1Þ

where yi are the responses for subject i, i ¼ 1, . . . , n, and lk and �k are the mean vector and covariance matrix for
group k, respectively. Constraints placed on lk and �k determine whether the method is LCGA or GMM.

For simplicity, we describe linear LCGA andGMMmodels here; however, extension to higher order polynomials
is straightforward. A more detailed description of the different types of these models is provided by Davies et al.8

2.2.1 LCGA

The LCGAmodel9 can be defined by taking lk ¼ �k þ �kt and �k as diagonal, where t is the vector of time points of
observation. Conditional independence is implied for all LCGA models with the assumption that �k is diagonal.

2.2.2 GMM

The mean trajectories of LCGA are extended in GMM by the inclusion of random effects to allow for the variation
of trajectories of individuals.10,11 A GMM model can be specified by taking

yki ¼ �
k þ aki þ �

kti þ bki ti þ �
k
i

where �ki �MVNð0,RkÞ with Rk diagonal, and ðaki , b
k
i Þ
0
�MVNð0,DkÞ. In our notation, this corresponds to

expressing the GMM as

lk ¼ �k þ �kt and

�k ¼ Rk þ ZDkZ0

where Z ¼ ½1 x�.
Non-zero covariances between measurements in the same group are implied by the GMM model and therefore,

unlike LCGA models, conditional independence does not follow. While Rk is assumed to be diagonal, the random
effects allow for dependence over time for individuals within the same group.

2.3 Methods for estimating the effect of covariates on group membership probabilities

2.3.1 1S

In the 1S method,1–3 estimation of the effect of covariates and the trajectory model are carried out simultaneously.
That is to say, full maximum likelihood is used for all parameters of the group-based model (lk, �k) and the �s of
the multinomial logistic regression. While this is a reasonable approach from an estimation perspective, there are
various reasons why researchers have preferred other methods in which the group-based model is estimated first
and the effect of the covariate is assessed subsequently. As argued by Vermunt,1 this method may be impractical if
there is a large number of covariates to consider, in combination with a complex group-based trajectory model
that would need to be re-estimated for each covariate. The 1S method also complicates model building decisions,
may not fit with the logic of researchers wishing to decide on groups first and assumes the group-based model has
not yet been constructed. According to Vermunt ‘in many applications, it is more natural to use a stepwise
approach and, moreover, . . . sometimes it is the only reasonable way to proceed’. The remaining methods
considered in the present study are such stepwise approaches, where the effect of the covariate is estimated
subsequent to the estimation of the group-based model.

2.3.2 3S

In the 3S method,1,3 the LCGA or GMM trajectory model is first estimated without inclusion of covariates. In the
second step, each individual is allocated to groups according to the maximum estimated posterior probability

mi ¼ arg max
k

P̂ðGi ¼ kjyiÞ

Davies et al. 3
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In the third step, a multinomial logistic regression model, as in Section 2.1, is estimated using maximum likelihood,
with mi as the response instead of Gi.

2.3.3 PC3S

The PC3S method4,5 is similar to the 3S method; however at the second step, individuals are allocated randomly to
groups J times according to the posterior probabilities

Pðmij ¼ kÞ ¼ P̂ðGi ¼ kjyiÞ

for j ¼ 1, . . . , J. As in the 3S method, multinomial logistic regressions with mij as the response are estimated with
maximum likelihood to obtain J estimates of the covariate effect, with their average providing the PC3S estimate.

2.3.4 I3S

The first two steps of the I3S method1,3 are the same as for the 3S method. The third step differs as it takes into
account the misclassification error in the second step when individuals were allocated to mi according to the
maximum estimated posterior probability. This is achieved through a latent class model where the estimated
classification errors are treated as known errors of classification. To estimate P̂ðM ¼ kjG ¼ l Þ, the classification
error in M, we first calculate the classification uncertainty rate for M

P̂ðG ¼ l jM ¼ kÞ ¼
1

nk

X
mi¼k

P̂ðGi ¼ l jyiÞ

where nk is the number of observations classified in group k by the most likely class variable M. The classification
uncertainty rate is the average of the posterior probabilities for each of the classes among each of the allocated
classes. Bayes Theorem is then used to calculate the classification error in M

P̂ðM ¼ kjG ¼ l Þ ¼
P̂ðG ¼ l jM ¼ kÞnkPK
s¼1 P̂ðG ¼ l jM ¼ sÞns

These classification errors allow M to be treated as an imperfect measurement of G in a latent class model, with a
regression of G on x, and in this way the measurement error in M is taken into account. This involves maximizing
the log likelihood function

Xn

i¼1

XK

k¼1

log
XK

l¼1

PðGi ¼ l jxiÞPðM ¼ kjG ¼ l Þ

This approach was first described by Vermunt1 and expanded on improvements made to the 3S method by Bolck
et al.3 More details are provided in Vermunt’s paper.1

2.3.5 PR

In the PR method,4 the posterior probabilities from step one of the 3S method are transformed using the logit
function, and the transformed probabilities are subsequently used in a linear regression on the covariate x. That is,
the following linear regression is performed

log
P̂ðGi ¼ kjyiÞ

1� P̂ðGi ¼ kjyiÞ
¼ �0k þ �kxi

For two groups, the effect of x in group k relative to group 1 is estimated by �k, with e�k providing an estimate of
the odds ratio.

2.3.6 PW3S

The PW3S method4 is based on the 3S method; however, the posterior probabilities of membership of the chosen
class, P̂ðmi ¼ kjyiÞ, are used as weights in the multinomial logistic regression of step three, thereby accounting for
the differing certainty in the assignments.
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3 Simulations

The performance of the six methods for estimating the effect of covariates was assessed on a range of simulated
datasets.

3.1 Motivating example

The simulations are motivated by the childhood behaviour data from the Generation 1 Study, a prospective
longitudinal cohort study of women and their children living in Adelaide, South Australia. The women were
recruited in pregnancy between 1998 and 2000.12 Data were collected from a total of 536 children at ages 2, 31:5, 5
and 91:5 years; 354 contributed data at all four time points. Childhood behaviour was measured in the Generation
1 Study using the Achenbach Child Behavior Checklist,13 which records the parent’s views on specific behavioural,
emotional and social issues for their child. Total and sub-scale scores can be derived as the sum of the ordinal
items, with higher scores suggesting worse behaviour.

We focus here on the externalizing sub-scale derived from the subset of questions relating to behaviours such as
aggression and bullying. A number of antenatal covariates are of interest including family socio-economic index at
birth (a continuous covariate), gender (a common binary covariate) and history of family violence (a rare binary
covariate). Figure 1(a) presents the externalizing data from these four time points of the Generation 1 Study, with
(b) and (c) showing the groups identified from a two-group GMM model fit to these data. Each of plots (b) and (c)
has a randomly selected 25 trajectories joined for clarity of individual trajectories, with all of those selected
trajectories shown in (a).

3.2 Specification of simulations

In the present study, datasets of 500 observations were simulated to have properties approximating those for the
externalizing behaviour data from the Generation 1 Study. Datasets were simulated using a two-group linear
GMM, with 350 in the low group and 150 in the high group, similar to the proportions observed in the Generation
1 Study. The simulation model had a common random effects covariance matrix between groups, but residual
variances free to vary between groups and also over time. This data generation model was chosen according to the
minimum BIC fit to the Generation 1 data of the two-group linear LCGA and GMM models described in Section
2.2 (model fit shown in Figure 1). For simplicity, only two groups are considered here. The covariance structure,
including the residual covariance matrix and the random effects covariance matrix, and the group means were
based on the parameter estimates obtained from the fit to the Generation 1 data. In applying the various methods,
the group-based trajectory model was estimated using a GMM with the same constraints as for the data
generation model. The time points were standardized to improve the convergence of the group-based models,
and the same four time points were used for each subject, i.e. for i ¼ 1, . . . , nk ti ¼ ð�1, � 0:5, 0:1, 1:3Þ0.
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Figure 1. (a) Externalizing scores versus standardized age in the Generation 1 Study. (b) The ‘low’ group from a GMM model fitted

to these data. (c) The ‘high’ group from a GMM model fitted to these data. Each of plots (b) and (c) has a randomly selected 25

trajectories joined for clarity of individual trajectories, with all of those selected trajectories shown in (a).

GMM: growth mixture modelling.
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The simulations were produced across a range of scenarios to provide various dimensions on which the methods
could be compared. These dimensions were the separation of the two groups, the number and type of the
covariates, and the odds ratio of the covariate relationship(s). The separation between the mean trajectories of
the groups was initially varied to provide different levels of classification difficulty. This was achieved by altering
the y-intercept of the high group mean trajectory so that the vertical separation between the two groups took
values 6, 8, 10, 12 or 14, similar to the separation level in the Generation 1 data of approximately 10. Two hundred
datasets were simulated for each separation level.

Following simulation of the datasets with varying separation levels, the simulated covariates were appended to
these datasets to maintain consistency of the outcome data between covariate types and odds ratios. As the
covariates were simulated separately from the outcome variables, there are no direct effects of the covariates on
the latent trajectories and the covariates are conditionally independent of the outcomes, given the group.

The single covariate scenarios had either a continuous covariate, a ‘common’ binary covariate with a prevalence
of 50% in the population, or a ‘rare’ binary covariate with a prevalence of 10% in the population. The scenarios
with two covariates had one continuous covariate, while the other covariate was either rare or common binary.

The odds ratio of each covariate relationship in the single covariate scenarios took values 0.25, 0.5, 1, 2 and 4.
All combinations of covariate odds ratios from the single covariate scenarios were considered for the two covariate
scenarios. In order to achieve the different odds ratios of the covariate relationships, the covariate values in the two
groups were sampled retrospectively from different distributions. Normal distributions with different means but
unit standard deviation were used for the continuous covariate, whereas Bernoulli distributions with different
probabilities of success were used for the binary variables. For example, to simulate a continuous predictor with an
odds ratio of 2, 350 observations were sampled from Nðloge 2, 1Þ for the low group and 150 observations were
sampled from N(0, 1) for the high group. This approach takes advantage of the relationship between logistic
regression and discriminant analysis.14

3.3 Assessing estimation performance

For each of the 200 datasets corresponding to a scenario, the effect of the covariate was estimated by each of the
methods in Section 2.3. The estimation methods were then compared using the average standardized bias in the
parameter estimate for the effect of the covariate on the group membership probability. This bias was standardized
according to its standard error so as to enable comparison across scenarios, and the standardization was carried
out for each dataset so as to account for the correlation between estimates and their standard errors. The coverage
probability of the 95% confidence interval for the covariate estimate was also calculated to allow comparison of
the methods.

Hypothesis testing was also considered for each of the single covariate scenarios, with the null hypothesis that
the effect of the covariate was zero, and � ¼ 0:05 the nominal level of significance. P-values were calculated using t-
tests for the PR method and Wald tests for the remaining methods. The power and type I error for each method
was estimated to assess the performance of the methods under hypothesis testing.

3.4 Validity of estimates

When using the methods there were some cases of estimation difficulties. To mirror good practice in using the
methods, the estimates in these cases were not used. First, when applying the first step of the 3S methods, that is
estimation of the group-based trajectory model without covariates, it was found that questionable estimates were
produced in 0.4% (4/1000) of the datasets simulated without covariates. The estimates were invalid due to non-
positive definiteness of the random effect covariance matrix. These datasets were discarded and re-simulated until
the estimates for the group-based trajectory model were found to be valid.

Despite all datasets producing valid estimates for the group-based trajectory model without covariates
(including those re-simulated), questionable or invalid estimates were produced for the 1S method in 0.5%
(306/65000) of the combinations of datasets with covariates included. Some of these estimates were invalid due
to convergence issues that occurred when the rare binary covariate had a large odds ratio or due to model non-
identification, but some were also questionable due to non-positive definiteness of the random effect covariance
matrix. These simulations were well distributed across the scenarios and we excluded these cases from the
estimation of the results.

For the rare binary covariate in scenarios with a large odds ratio, it sometimes occurred that one of the
estimated groups contained zero or few observations with the positive response for the covariate. We decided
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to exclude simulations where one of the groups had fewer than five positive response observations, as in these cases
an analyst should be aware that the estimates were unreliable. As a result of this, a large proportion of the rare
binary simulations with an odds ratio of 4 were excluded (in the worst case, 63.5% of the simulations within a
particular scenario). We therefore decided to only consider results for rare binary covariates with odds ratio up to
2. Once simulations with invalid or questionable estimates and those with fewer than five positive binary response
observations were excluded, at least 83.5% of simulations were used for each of the scenarios. In total 1.3% (762/
59000) of simulations were excluded for the 1S method and 0.6% (349/59000) of simulations were excluded for the
3S methods.

3.5 Analysis software

R15 was used for the data simulations and Mplus11 was used via R with the MplusAutomation16 package for
estimation of the GMM models. Code used for the simulations showing the methods and population parameters
used is available on request. Estimation of mixture models can be sensitive to starting points.11 Therefore, 200
random starts were used for each model estimation in Mplus, with the maximum likelihood solution being chosen
to reduce the chance of finding local optima.

4 Results

4.1 Simulation results

This section presents the results of the simulations for each method, in terms of their average standardized bias,
that is the difference between the covariate effect estimate and the true parameter divided by the standard error of
the estimate. The average standardized biases for all odds ratios of single continuous and common binary
covariates are shown in Tables 1 and 2, respectively. Tables 1 and 2 also contain the average estimates,
standard errors and coverage probability of the 95% confidence interval. The results for a single rare binary
covariate are shown in Supplementary Table 1. Here we discuss the results in terms of the standardized bias only as
the coverage can be observed to be high when the bias is low and vice versa. Under the assumption of normally
distributed estimates, a standardized bias of 1.0 corresponds to a coverage probability of 0.83, whereas a
standardized bias of 2.0 corresponds to a coverage probability of 0.48.

Figure 2 presents the average standardized bias of the covariate effect estimates for the simulations with a single
covariate and an odds ratio of 2. The average standardized biases for an odds ratio of 4 were similar to those for an
odds ratio of 2 except of a greater magnitude. For odds ratios of 0.5 and 0.25, the results were symmetrical with
those obtained for odds ratios 2 and 4, that is roughly the same bias was observed in the opposite direction. The
average standardized biases for an odds ratio of 1 were all very close to zero as all methods were approximately
unbiased when there was no true effect of the covariate.

In Figure 2 the same trends were observed for the two types of binary covariates as for the continuous
covariate; however, lower levels of bias were observed for the binary covariates than the continuous covariate,
and the rare binary covariate was less biased than the common binary covariate. The lower levels of standardized
bias for the binary covariates were due to the increased variability of these estimates. The median standard error of
the continuous estimates was 0.125, whereas it was 0.223 and 0.394 for common and rare binary estimates,
respectively.

The best performing were the 1S and I3S methods, which showed negligible levels of bias for all levels of
separation and sizes of odds ratio. For the 3S, PC3S and PW3S methods, the standardized bias decreased as
separation increased, and for these methods and the PR method the bias increased with greater odds ratio for the
covariate. The use of probability weighting did reduce the bias of PW3S slightly compared to 3S, whereas the
PC3S had greater levels of bias than the 3S. The PR approach displayed the worst levels of bias, with bias
increasing as the separation of the groups increased. This was surprising as high separation could be expected
to reduce uncertainty. Furthermore, the estimate of the covariate was biased positively, so a larger estimate was
obtained than the true value. The reason for the different behaviour of the PR method is explained in Section 4.2.
As the 1S and I3S methods performed the best, code to conduct these methods in Mplus has been provided in
Appendix 1.

The results for multiple logistic regression with one continuous and one binary covariate (the latter either rare
or common) show that the bias for each covariate was very similar to the bias that would be observed if only that
covariate were included. A relationship between the two covariates was seen for the 3S, PC3S and PW3S methods,
where the bias present in the binary covariate increased if there was a strong relationship of the continuous
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covariate in addition to a strong relationship for the binary covariate. Conversely, for the PR approach, the bias
decreased for the binary covariate as the odds ratio of the relationship with the continuous covariate increased.
The results for models with two covariates are given in Supplementary Table 2.

Figure 3 presents the estimated type I error rates for hypothesis tests of single covariate effects. On average the
type I errors for the scenarios conducted under the null hypothesis were close to the � level, with the exception of
the PC3S method which had an average type I error of 0.019. Lines entering the grey areas of Figure 3 have 95%
confidence intervals which do not contain the nominal type I error of 0.05. The correlation that can be observed
between the type I errors, for the different methods, is due to sampling variability as the different methods were
applied to the same simulated samples. This sampling variability is why all methods had an estimated type I error
rate significantly below 0.05 for the rare binary simulation with separation 12.

The estimated power of the single covariate models for the 1S and I3S methods is shown in Supplementary
Table 3. The power is only shown for these two methods as they were free from significant bias. In each of the
continuous scenarios, the power was estimated to be 1.00. Due to the increased variability of the binary estimates
described earlier, the power was lower in these scenarios, and in particular for the rare binary covariates. When it
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Figure 2. Average standardized bias in covariate effect estimates for single covariates with an odds ratio of 2.
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Figure 3. Estimated type I error rates for hypothesis tests of the covariate effect for single covariates. Lines entering the grey areas

have 95% confidence intervals which do not contain the nominal type I error rate of 0.05.
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was estimated to be lower than 1.00, the power tended to increase as the separation increased. The power was
generally similar for the 1S and I3S methods. For the rare binary scenarios with odds ratio of 2, the power was not
symmetrical with those scenarios with odds ratio of 0.5. In these cases the power was lower than expected, possibly
due to the exclusion of simulations with fewer than five positive response observations.

4.2 Analysis of PR

This section details why the PR method was observed to perform poorly, with bias in the opposite direction to the
remainder of the methods that also increased with separation. This is counter-intuitive, as bias should decrease
with the classification difficulty, as separation increases. We demonstrate that the estimator of the effect of
the covariate is unreliable for this method, as it is almost always biased, and that the bias increases as the
separation increases.

Consider a two-group mixture model (G 2 f1, 2g) for a multivariate outcome Y such that
YjG ¼ 1 �MVNðl1,�Þ with probability � and YjG ¼ 2 �MVNðl2,�Þ with probability 1� �. We assume
homogeneous variance matrices here to simplify the calculations. The general case for non-homogeneous
variance matrices is provided in Appendix 1. Consider also a univariate covariate X with XjG ¼ 1 � Nð�, 1Þ
and XjG ¼ 2 � Nð0, 1Þ, independently of Y. Here the outcome in a logistic regression of G on X,
logit PðG ¼ 1jxÞ, can be simplified as follows

logitPðG ¼ 1jxÞ ¼ log
PðG ¼ 1jxÞ

PðG ¼ 2jxÞ

¼ log
�f ðxjG ¼ 1Þ

ð1� �Þ f ðxjG ¼ 2Þ

¼ log
�

1� �
�
1

2
ðx� �Þ2 þ

1

2
x2

¼ log
�

1� �
�
�2

2
þ �x

Thus, the true value for the effect of the covariate, given by the coefficient of x in the logistic regression, is �, or the
mean of X in group 1.

In the PR method, the logit of the posterior probabilities is used as the outcome in a linear regression on the
covariate

logit PðG ¼ 1jyÞ ¼ �0 þ �x

Using the same argument as above

logit PðG ¼ 1jyÞ ¼ log
�

1� �
þ y�

l1 þ l2

2

� �T
��1ðl1 � l2Þ

Thus, in the PR simple linear regression the slope parameter is

� ¼
covðlogitPðG ¼ 1jYÞ,XÞ

varðXÞ
¼

covðYT��1ðl1 � l2Þ,XÞ

varðXÞ
¼

covðY,XÞT��1ðl1 � l2Þ

varðXÞ

where covðY,XÞ ¼ ½covðY1,XÞ, covðY2,XÞ, . . . , covðYp,XÞ�
T and p is the dimension of Y. Now, using the facts that

EðXÞ ¼ ��, EðYÞ ¼ �l1 þ ð1� �Þl2, EðXYÞ ¼ �l1� and EðX2Þ ¼ �2�þ 1, we have

� ¼
ðEðXYÞ � EðXÞEðYÞÞT��1ðl1 � l2Þ

EðX2Þ � EðXÞ2
¼
��ð1� �Þðl1 � l2Þ

T��1ðl1 � l2Þ

�2�ð1� �Þ þ 1

Thus, the estimate for the effect of x will only be unbiased if by coincidence it happens that

�ð1� �Þðl1 � l2Þ
T��1ðl1 � l2Þ ¼ �

2�ð1� �Þ þ 1
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Therefore in general, the PR method provides a biased estimator of the effect of the covariate on the group
membership probabilities. A similar expression for the slope can be obtained in the case of �1 6¼ �2 and details are
provided in Appendix 1.

These calculations provide an explanation why the PR simulation estimates were found to differ so greatly from
the known parameter. In the scenarios with homogeneous variances, the bias for the PR method increases with the
size of the squared Mahalanobis distance between the group means, ðl1 � l2Þ

T��1ðl1 � l2Þ, which increases as the
separation between the groups increases. This is very different behaviour from the situation with the other
methods, where large separation generally implies good performance.

5 Discussion

The results of these simulation studies confirm that, when possible, the 1Smethod should be used to estimate the effect
of a covariate, as it displayed negligible levels of bias. When it is not desired to use the 1S method, the I3S method
should be used as it was the only method to provide inconsequential bias among the methods that allow the group-
based model to be estimated before including covariates. As the 1S and I3S methods are those we recommend, code to
conduct these methods in Mplus has been provided in Appendix 1. The other 3S methods, including the 3S method
and those that attempt to improve on it, should not be used as they had greater levels of bias than the I3S method. In
addition to displaying high levels of bias, PR was demonstrated to result in a biased estimator for the effect of the
covariate on the group membership probability and should also not be used. These results are in keeping with
previous studies1,3,4; however in the case of PR, we have provided an explanation for the bias observed previously.

The 3S estimates appear to be biased downwards due to misclassification of trajectories on the boundary of the
two groups. This misclassification results in attenuation of any effect of the covariate that exists, causing the
estimate of the odds ratio to be biased downwards towards 1. The misclassification decreases as separation
increases, and thus the bias of the method reduces. The bias of the 3S method can be corrected by accounting
for the uncertainty in these misclassified trajectories with the I3S method.

This study considered the bias in estimates for the effect of multiple covariates and found that the presence of
two covariates did not greatly change the results expected with one covariate. The only situation where a difference
was observed was for two very strongly related covariates. As far as we are aware, no previous study has compared
the effect of using multiple covariates with that of using individual covariates.

One of the reasons that has been suggested for why the 1S approach is not desirable when there are a large
number of covariates to consider is that it can be computationally intensive to re-estimate the complex group-
based trajectory model for each covariate or combination of covariates.1 While this is a problem that would have
been intractable for some models in the past, it becomes more feasible with improvements in computing and
technological advances.

In this study, we have only considered data simulated from two groups and with no direct effects of the
covariates on the trajectories. Although we anticipate the results of our study could generalize more broadly,
future research is needed to investigate results with three or more groups. The presence of direct effects has been
explored by Vermunt1 in his paper and is also an avenue worthy of further investigation. Finally, although our
simulations used complete data at all time points, these methods can be used in datasets with incomplete data.
There is no reason to expect our conclusions would be altered in the case of incomplete data.

In summary, when investigating the effect of one or several covariates on a group-based trajectory model, the 1S
or I3S methods should be used to minimize the bias that can result from misclassification error. The other 3S
methods (3S, PC3S, PW3S and PR) resulted in considerably higher bias in the covariate effect estimates and
should not be used. The PR approach especially should be avoided as it has been demonstrated analytically to be
inconsistent.
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Appendix 1

Extension of analysis for PR

Here we extend the argument in Section 4.2 to the general case where the two groups do not have the same
covariance matrix.

Consider a two-group mixture model (G 2 f1, 2g) for a multivariate outcome Y such that
YjG ¼ 1 �MVNðl1,�1Þ with probability � and YjG ¼ 2 �MVNðl2,�2Þ with probability 1� �. Consider
also a univariate covariate X with XjG ¼ 1 � Nð�, 1Þ and XjG ¼ 2 � Nð0, 1Þ, independently of Y, given G. As
detailed in Section 4.2 the true value for the effect of the covariate, given by the coefficient of x in the logistic
regression, is �, or the mean of X in group 1.

Davies et al. 13

5.3. ARTICLE 150



In the PR method the logit of the posterior probabilities is used as the outcome in a linear regression on the
covariate

logitPðG ¼ 1jyÞ ¼ �0 þ �x

Using the same argument as above

logitPðG ¼ 1jyÞ ¼ log
�

1� �
þ
1

2
log
j�2j

j�1j
�
1

2
ðy� l1Þ

T��11 ðy� l1Þ þ
1

2
ðy� l2Þ

T��12 ðy� l2Þ

¼ constantþ
1

2
yTð��12 ���11 Þyþ yTð��11 l1 ���12 l2Þ

Thus, in the PR simple linear regression the theoretical estimate of the slope is given by

�̂ ¼
covðlogitPðG ¼ 1jYÞ,XÞ

varðXÞ

¼

1

2
covðYTð��12 ���11 ÞY,XÞ þ covðYTð��11 l1 ���12 l2Þ,XÞ

varðXÞ

¼

1

2
covðYTSY,XÞ þ covðY,XÞTð��11 l1 ���12 l2Þ

varðXÞ

where S ¼ ��12 ���11 , covðY,XÞ ¼ ½covðY1,XÞ, covðY2,XÞ, . . . , covðYp,XÞ�
T and p is the dimension of Y.

Next we use the facts that EðXÞ ¼ ��, EðYÞ ¼ �l1 þ ð1� �Þl2, EðXYÞ ¼ �l1�, EðX
2Þ ¼ ��2 þ 1,

EðYTSYÞ ¼ �½trðS�1Þ þlT
1Sl1� þ ð1� �Þ½trðS�2Þ þ lT

2Sl2� and EðXYTSYÞ ¼ ��½trðS�1Þ þ lT
1Sl1�. The last two

of these expressions use the known identity for the expected value of a quadratic form in random variables.17

The theoretical estimate of the slope in the PR simple linear regression is

�̂ ¼

1

2
½EðXYTSYÞ � EðXÞEðYTSYÞ� þ ½EðXYÞ � EðXÞEðYÞ�Tð��11 l1 ���12 l2Þ

EðX2Þ � EðXÞ2

¼

��ð1� �Þ

�
1

2
ftrðS�1 � S�2Þ þ lT

1Sl1 � lT
2Sl2g þ ðl1 � l2Þ

T
ð��11 l1 ���12 l2Þ

�

�2�ð1� �Þ þ 1

¼

��ð1� �Þ

�
1

2
trð��12 �1 þ��11 �2Þ � pþ ðl1 � l2Þ

T

�
��11 þ��12

2

�
ðl1 � l2Þ

�

�2�ð1� �Þ þ 1

Thus, the estimate for the effect of x will only be correct if by coincidence it happens that

�ð1� �Þ

�
1

2
trð��12 �1 þ��11 �2Þ � pþ ðl1 � l2Þ

T

�
��11 þ��12

2

�
ðl1 � l2Þ

�
¼ �2�ð1� �Þ þ 1

Therefore in general, the PR method provides an inconsistent estimate of the effect of the covariate on the group
membership probabilities.
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Examples of Mplus code for 1S and I3S methods

TITLE: Example code for a GMM with 1S method
DATA: FILE IS data.csv;
VARIABLE: NAMES ARE y1-y4 x;
CLASSES¼ c (2);
ANALYSIS: TYPE¼MIXTURE;
STARTS¼ 200 20;
MODEL:
%OVERALL%
is j y1@0 y2@1 y3@2 y4@3;
C#1 on x;
SAVEDATA: FILE IS output.csv;
SAVE¼CPROB;

TITLE: Example code for a GMM with I3S method
DATA: FILE IS data.csv;
VARIABLE: NAMES ARE y1-y4 x;
CLASSES¼ c (2);
AUXILIARY¼ x(R3STEP);
ANALYSIS: TYPE¼MIXTURE;
STARTS¼ 200 20;
MODEL:
%OVERALL%
is j y1@0 y2@1 y3@2 y4@3;
SAVEDATA: FILE IS output.csv;
SAVE¼CPROB;
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Chapter 6

Summary and conclusions

In this thesis I have examined the statistical properties of group-based trajectory

models. Specifically, I have addressed four aims relating to covariance assumptions,

outliers and the use of covariates in these models. Externalising behaviour data from

the Generation 1 Study was used to demonstrate fitting of these models and was

the motivating example on which the suite of simulation studies was based. In this

final chapter, major findings are summarised, limitations of this work are described

and future directions for research are discussed.

153
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6.1 Major findings and contributions

6.1.1 Effect of covariance misspecification in group-based

trajectory models

The first aim of this thesis was to investigate the effect of covariance misspecifica-

tion on misclassification of trajectories in group-based trajectory models, including

data with non-stationary covariance structure. In Chapter 3 the simulation study I

undertook to achieve this aim was described. It was found that covariance misspec-

ification can result in large reductions in the CCR. However, if model selection was

made from a broad range of models using the BIC, a high CCR could be achieved

without knowing the true model. Therefore it is recommended that in group-based

trajectory applications, the range of models to be considered should have the flexi-

bility to account for different covariance structures across time points, and especially

between groups. After investigating between these more complex models and sim-

pler candidates, the model with the best fit to the particular data set should be

chosen.

6.1.2 Impact of outliers on group-based trajectory models

The second aim of this thesis was to explore the impact of outliers on group-based

trajectory models. In Chapter 4 this aim was investigated through two simulation

studies. From these studies I found that introducing outliers into group-based tra-
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jectory datasets tended to increase the number of groups estimated and to reduce

the CCR provided the group means were well separated. However, surprisingly, in

particular scenarios when the simulated group means were close together, the pres-

ence of outliers could lead to improvements in CCR. Even more so than in other

statistical areas, the possibility of outliers in the group-based trajectory modelling

setting should not be ignored due to their large and unpredictable impacts.

6.1.3 Outlier detection and removal for group-based trajec-

tory models

The third aim of this thesis was to develop an algorithm to identify outliers in the

group-based trajectory modelling context, and to determine its effectiveness. In

Chapter 4 this aim was addressed through the development of an algorithm based

on changes in the BIC. The effectiveness of the algorithm was tested on the same

datasets that were used to address aim 2. The difficulty of identifying outlying

trajectories in the group-based trajectory modelling setting was observed, as changes

in the number of groups and model structure can appear with the presence of even a

small percentage of noisy trajectories. The algorithm performed well under certain

model assumptions and where the simulated groups were well separated, but was less

effective when the model was more flexible or the group means were close together.

As established through addressing aim 2, outliers can have significant impacts on

group-based trajectory models. Good practice should be to check for outliers and to
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consider sensitivity analysis to understand their impact. The algorithm developed

to address this aim can be used as a method for doing so.

6.1.4 Methods for estimating the effects of covariates on

group membership probabilities

The final aim of this thesis was to compare the performance of methods that esti-

mate the effects of covariates on the group membership probabilities in group-based

trajectory models. In Chapter 5, the performance of six methods from the literature

was compared through a simulation study. I found that when investigating the effect

of one or several covariates on a group-based trajectory model, use of the 1S or I3S

method minimised the bias that can result from misclassification error. The other

3S methods (3S, PC3S, PW3S and PR) resulted in considerably higher bias in the

covariate effect estimates. In the case of the probability regression approach, the

performance was found to be very poor, even in ‘easy problems’. I derived an ex-

pression for the bias to verify these results analytically. Use of the 1S or I3S method

is recommended to estimate the effects of covariates in the group-based trajectory

modelling setting. This conclusion was supported by a recent article, published sub-

sequently to mine, in which the 1S method was also found to perform better than

the I3S method in certain circumstances.75
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6.2 Limitations and future directions

The major conclusions outlined in the previous section are subject to various lim-

itations and these are discussed in the substantive chapters of the thesis. In what

follows, I address some general limitations of this thesis and identify potential future

directions for research.

As a consequence of using simulation, the studies undertaken as part of this

thesis were necessarily restricted to cover only some of the many possible scenarios

that could be of interest. Most importantly, the simulation studies in Chapters 3

and 5 assumed the number of groups was assumed known and fixed at two. Future

research in these areas is needed to consider the impact of three or more groups, and

also situations in which the number of groups is not known. A Bayesian approach

could be used in the case of an unknown number of groups, with the number of

groups as a parameter. The complexity resulting from the number of groups being

free to vary was observed in Chapter 4, and this needs careful consideration in future

studies of group-based trajectory models.

The impact of covariates on the group membership probabilities was considered

in Chapter 5, extending the work of Bolck et al., Vermunt and Clark and Muthn.57–59

However explicit effects of covariates on the mean trajectories themselves were not

considered. This further extension has been examined recently by Kim et al, who

found it was important to at least consider the possibility of these direct effects.76

This thesis was motivated by applying group-based trajectory models to the
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externalising behaviour data from the Generation 1 Study. In Chapter 3, the non-

stationary covariance structure of the externalising behaviour data motivated the

development of Aim 1. In Chapter 4, the outlier identification algorithm was ap-

plied to these data to illustrate the method, but also to investigate the impact of

any outliers identified. With the removal of the three trajectories identified as out-

liers, the best fitting model changed from four groups to five groups. This shows

that in practical settings, outliers can have a marked influence on model selection

and estimation. With these estimated groups, researchers can better understand

the various courses that externalising behaviour can take through childhood. The

estimation of these groups also enables research into relationships with covariates

from early childhood, using the methods recommended in Chapter 5, or prediction

of subsequent outcomes in adolescence or adulthood.

One phenomenon encountered during the research for this thesis was the occur-

rence of invalid estimates from standard software used for fitting group-based trajec-

tory models. In some simulated scenarios, the relevant group-based model could not

be estimated or the estimates that resulted were invalid due to non positive-definite

matrices. This was particularly the case when a rare-binary covariate was used in

Chapter 5 with a large odds ratio. Although this was a rare occurrence and did not

affect the conclusions reached, researchers using these models should be aware of

the possibility that invalid estimates can be generated, and all model output should

be checked closely.

In terms of computational resources, the simulation studies I undertook for Chap-
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ter 4 were found to take impractical lengths of time on a standard desktop computer.

However, access to a high performance computer allowed the simulations to be com-

pleted in a reasonable time. In practice, analysts wanting to conduct simulation

studies may have limited access to such facilities and so algorithms that improve

performance in the estimation of group-based trajectory models will make an im-

portant contribution and warrants future research.

Extensive simulation studies were used in each of Chapters 3, 4 and 5 to investi-

gate the properties of group-based trajectory models. A possible future direction is

to limit the classes of models being considered and to derive analytical results that

demonstrate the simulation results observed.

6.3 Concluding remarks

The findings in this thesis serve to guide statisticians and applied researchers in their

use of group-based trajectory models. When investigating the effect of covariates on

a group-based trajectory model, the 1S or I3S method should be used to minimise the

bias that can result from misclassification error. The use of my outlier identification

algorithm is recommended as part of sensitivity analyses to understand the potential

impact of outliers and to better understand the underlying structures in the data.

In general, the results of fitting a group-based model to any dataset are highly

dependent on the assumptions made regarding the covariance when determining the

specific model to be used. Researchers should consider a wide range of models, and
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bearing in mind the assumptions they make, carefully choose that which fits best

with the data.
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A.1 Mahalanobis distance percentile plots for di-

vergent trajectories simulations
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Figure A.1.1: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 1 and slope 0.25, before and after outlier
removal.
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Figure A.1.2: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 1 and slope 0.5, before and after outlier
removal.
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Figure A.1.3: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 1 and slope 0.75, before and after outlier
removal.



APPENDIX A. 163

Before

Mahalanobis Percentile

F
re

qu
en

cy

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

25
00

0
35

00
0

Substantive group trajectories
Contamination assigned to substantive group
Contamination assigned to outlier group

After

Mahalanobis Percentile
F

re
qu

en
cy

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

25
00

0
35

00
0

Figure A.1.4: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 2 and slope 0, before and after outlier
removal.
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Figure A.1.5: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 2 and slope 0.25, before and after outlier
removal.
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Figure A.1.6: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 2 and slope 0.5, before and after outlier
removal.
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Figure A.1.7: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 2 and slope 0.75, before and after outlier
removal.
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Figure A.1.8: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 3 and slope 0, before and after outlier
removal.
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Figure A.1.9: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 3 and slope 0.25, before and after outlier
removal.
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Figure A.1.10: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with separation 3 and slope 0.5, before and after outlier
removal.
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Figure A.1.11: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 1 and slope 0.25, before and after outlier
removal.
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Figure A.1.12: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 1 and slope 0.5, before and after outlier
removal.
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Figure A.1.13: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 1 and slope 0.75, before and after outlier
removal.
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Figure A.1.14: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 2 and slope 0, before and after outlier
removal.
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Figure A.1.15: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 2 and slope 0.25, before and after outlier
removal.
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Figure A.1.16: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 2 and slope 0.5, before and after outlier
removal.
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Figure A.1.17: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 2 and slope 0.75, before and after outlier
removal.
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Figure A.1.18: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 3 and slope 0, before and after outlier
removal.
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Figure A.1.19: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 3 and slope 0.25, before and after outlier
removal.
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Figure A.1.20: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with separation 3 and slope 0.5, before and after outlier
removal.
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Figure A.1.21: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 1 and slope 0.25, before and after outlier
removal.



A.1. MAHALANOBIS DISTANCE PERCENTILE PLOTS FOR DIVERGENT

TRAJECTORIES SIMULATIONS 172

Before

Mahalanobis Percentile

F
re

qu
en

cy

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

25
00

0
35

00
0

Substantive group trajectories
Contamination assigned to substantive group
Contamination assigned to outlier group

After

Mahalanobis Percentile

F
re

qu
en

cy

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

25
00

0
35

00
0

Figure A.1.22: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 1 and slope 0.5, before and after outlier
removal.
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Figure A.1.23: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 1 and slope 0.75, before and after outlier
removal.
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Figure A.1.24: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 2 and slope 0, before and after outlier
removal.
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Figure A.1.25: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 2 and slope 0.25, before and after outlier
removal.
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Figure A.1.26: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 2 and slope 0.5, before and after outlier
removal.
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Figure A.1.27: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 2 and slope 0.75, before and after outlier
removal.
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Figure A.1.28: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 3 and slope 0, before and after outlier
removal.
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Figure A.1.29: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 3 and slope 0.25, before and after outlier
removal.
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Figure A.1.30: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with separation 3 and slope 0.5, before and after outlier
removal.
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Figure A.1.31: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 1 and slope 0.25, before and after outlier
removal.
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Figure A.1.32: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 1 and slope 0.5, before and after outlier
removal.
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Figure A.1.33: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 1 and slope 0.75, before and after outlier
removal.
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Figure A.1.34: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 2 and slope 0, before and after outlier
removal.
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Figure A.1.35: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 2 and slope 0.25, before and after outlier
removal.



APPENDIX A. 179

Before

Mahalanobis Percentile

F
re

qu
en

cy

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

25
00

0
35

00
0

Substantive group trajectories
Contamination assigned to substantive group
Contamination assigned to outlier group

After

Mahalanobis Percentile
F

re
qu

en
cy

0.0 0.2 0.4 0.6 0.8 1.0

0
50

00
15

00
0

25
00

0
35

00
0

Figure A.1.36: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 2 and slope 0.5, before and after outlier
removal.
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Figure A.1.37: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 2 and slope 0.75, before and after outlier
removal.
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Figure A.1.38: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 3 and slope 0, before and after outlier
removal.
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Figure A.1.39: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 3 and slope 0.25, before and after outlier
removal.
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Figure A.1.40: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with separation 3 and slope 0.5, before and after outlier
removal.
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Figure A.2.1: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with slope 0.5, before and after outlier removal.
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Figure A.2.2: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 1 with slope 0.75, before and after outlier removal.
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Figure A.2.3: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with slope 0.5, before and after outlier removal.
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Figure A.2.4: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 2 with slope 0.75, before and after outlier removal.
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Figure A.2.5: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with slope 0.5, before and after outlier removal.
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Figure A.2.6: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 3 with slope 0.75, before and after outlier removal.
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Figure A.2.7: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with slope 0.5, before and after outlier removal.
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Figure A.2.8: Mahalanobis distance percentiles of trajectories from their assigned
group mean, for model 4 with slope 0.75, before and after outlier removal.
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6 8 10 12 14 6 8 10 12 14 6 8 10 12 14
0.25 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.95 0.97 0.98 0.99 1.00
0.5 1.00 1.00 1.00 1.00 1.00 0.80 0.84 0.95 0.94 0.93 0.46 0.53 0.53 0.62 0.59
2 1.00 1.00 1.00 1.00 1.00 0.78 0.90 0.90 0.90 0.95 0.19 0.18 0.31 0.40 0.47
4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.25 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.92 0.95 0.98 0.99 1.00
0.5 1.00 1.00 1.00 1.00 1.00 0.74 0.79 0.91 0.92 0.91 0.43 0.47 0.53 0.63 0.58
2 1.00 1.00 1.00 1.00 1.00 0.72 0.87 0.88 0.87 0.96 0.17 0.20 0.31 0.40 0.47
4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

1S

I3S

Supplementary Table 3: Power for hypothesis tests of the covariate effect in scenarios with single covariates of different types. 
Results for simulations with a rare binary covariate with OR of 4 are not presented for reasons described in Section 3.4.

Separation
Continuous Common Binary Rare Binary

Method OR
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