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Abstract

Radio Frequency (RF) Power Amplifiers (PAs) are a major contributor to modern com-

munication systems, both in terms of being an enabling technology as well as having

the most impact on overall system availability, linearity and power consumption. In

order to achieve the most optimum system outcome there needs to be an appropriate

method for selecting the most suitable RF PA design approach, as well as being able to

select the most appropriate RF PA output device, based on a range of varying require-

ments, specifications and technologies. The ability to perform these tasks quickly, with

improved accuracy, using existing available device data, with minimal or no further

device testing and from a range of existing and emerging technologies would provide

RF PA designers with significant benefits.

The investigations and research provided in this thesis consider a range of existing and

emerging RF PA technologies and power combining methods and compares them via

a new selection and design methodology developed in this thesis. The new method-

ology builds on modern design and statistical approaches including manufacturing

options that enable an appropriate technology to be selected for Solid State Power Am-

plifier (SSPA) design. In addition to hard design specifications, the current thesis also

considers less tangible specifications, such as graceful degradation, time to market and

ease of use, as well as alternative design approaches, such as fuzzy logic approaches.

With a suitable technology approach determined, a selection of a suitable RF output

device(s) is considered. As the demand for new communication services continues

to increase, requiring tighter specifications and reduced product delivery time scales,

then the ability to accurately and quickly compare available RF PA devices from a

range of device technologies or devices from different manufacturers, at both the sys-

tem and component level, makes such a selection paramount. In this thesis, sim-

ple memoryless (Amplitude Modulation/Amplitude Modulation (AM/AM) only) and

Quasi-Memoryless (QM) Behavioural Models (BMs) (AM/AM combined with Am-

plitude Modulation/Phase Modulation (AM/PM)) are reviewed, extended and im-

proved upon, with up to 20 dB Normalised Mean Squared Error (NMSE) modelling

improvement achieved over a range of technologies, allowing effective RF PA device
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selection using these newly developed simple and fast models. This thesis uses re-

cent existing accurate and powerful semi-physical memoryless BMs, suited to RF PA

devices, and develops and extends their use for QM modelling. The trade-off from

the improvement in the overall accuracy is some further simple processing steps. Fur-

thermore, this thesis also provides a comparison of other models, presented in the

literature. The improved simple RF PA device models and extension techniques pre-

sented in this thesis show, via simulation and measurement, that the new models are

suitable for use over a wide range. Lineariser improvements, linked to the accuracy

improvements of the proposed models of this thesis, are also investigated, showing

further benefits from this research.

Physically based simple QM BMs are also used to model thermal and bias network

memory effects, which are becoming more relevant to modern communication services

that use wider bandwidths, enabling the impacts of RF PA device memory effects to be

determined and compared.

The feasibility of the developed models and improvements are also utilised in the sim-

ulation of a low cost RF PA lineariser. With the trend to smaller localised low cost

and power RF mobile wireless repeater cells being away from larger more expensive

and complex hardware, used to perform linearisation, this thesis presents a trade-off

between complexity and linearisation performance and demonstrates, through mod-

elling and simulation, that 8-10 dB improvement in linearisation performance is achiev-

able with the use of the newly developed models.
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Chapter 1

Introduction

T
HIS chapter provides a brief introductory background to Solid

State Power Amplifier power combining and the need for a design

methodology, enabling selection of the most appropriate power

combining technology solution, considering both well defined and less well

defined outcome requirements. It also discusses the need for simple but

accurate behavioural models that allow for fast RF PA output device selec-

tion. The use of these simple behavioral models associated with simple RF

predistortion linearisersis also discussed. It also explains the objectives and

motivations behind the presented research. Original contributions from this

research as presented in this thesis are highlighted and finally the structure

of the thesis is presented.
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1.1 Introduction

1.1 Introduction

This thesis considers methods for selecting and designing RF and microwave SSPAs,

in order to achieve higher output powers, as well as improved accuracy models and

methods to assist in the selection of suitable devices, from a range of technologies, for

applications over a range of frequencies and for linearisation purposes.

In their simplest form RF and microwave SSPAs consist of an active device with in-

put and output matching and bias networks that are typically integrated on a printed

circuit board assembly that is contained within a suitable enclosure having suitable

RF input and output and biasing / control interfaces. Depending on the power re-

quirements appropriate thermal management maybe required, possibly an integral or

externally mountable heatsink. The assumption might be that to obtain higher output

powers then just the active device would require changing to provide the required in-

crease in output power. For an extremely simple, low frequency or low output power

increase this may be the case. In the vast majority of cases only replacing the active

device is not suitable for obtaining higher output powers and other techniques are

required to meet the increased requirements for higher output power.

Modern communication systems, in both the commercial and defence sectors, are re-

quiring ever greater capacity and coverage, with RF and / or microwave PAs becom-

ing crucial elements in defining RF output power and spectral purity. In addition,

requirements such as power consumption, thermal requirements, size and cost are sig-

nificantly impacted by RF and / or microwave PAs, so there has been a focus on PAs

in these areas. In order to obtain higher output powers, at ever increasing frequen-

cies, with tougher constraints on power consumption, operating environments and

also with the drive for lower costs and reduced time to market the demand for these

requirements has pushed the research related to PAs in the area of power combining at

different levels, namely:

Chip Level: Where several chip level devices are combined together in order to form

higher output powers, with a a limitation being power dissipation capacity and

the frequency of operation being determined by chip size,

Circuit Level: Combining requiring the interconnection of devices via transmission

lines with line losses limiting the number of devices thus limiting power outputs,

the physical size of these interconnecting networks and also resonant effects of
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the networks limiting bandwidths. More recently a large body of research has

been focused in the area of,

Spatial or Quasi-Optical: Power combining in order to address some of these factors.

Spatial or QO power combining has demonstrated a potential use of a large num-

bers of active devices for power combining to achieve high output powers into

the millimeter wave region.

A comparative analysis between well established and more recent SSPA combining

techniques is also presented. Based on this analysis, a new Figure Of Merit (FOM)

methodology is presented that can form part of a process to optimise SSPA design

within the constraints of service, technology and performance requirements. Also,

this formalises the process of determining the most appropriate SSPA design path,

from the earliest stages, based on the above constraints as well as providing a detailed

technology comparison to allow optimum technology selection.

For the RF PA designer there are many techniques and methods for designing RF PAs,

however with the increased number of available devices spanning a wider range of

technologies and to meet new modulation scheme requirements on ever shrinking

product to market time scales, being able to select suitable RF output devices, that meet

these demanding requirements, necessitates the need for simple device behavioural

modelling that be applied at the system level thus allowing the RF PA designer to

make a suitable choice to meet their design requirements.

Behavioural models and an accuracy improvement segmentation technique are pre-

sented in this thesis and offer the RF PA designer straight forward paths to assist in

making these RF PA device selections. A range of existing simple BMs are reviewed

and an new quasi-memoryless AM/PM model is introduced based on a recent more

accurate memoryless AM/AM model that is semi-physically based. This becomes a

very powerful tool for the RF PA designer, as existing manufacturer’s data or simple

additional testing, if required, can readily be used to create the BM. A segmentation

method, to enhance the BMs accuracy, at the expense of some additional processing

and number of parameters, for both AM/AM and AM/PM models is introduced that

further assists this process. The new models are also compared and are shown to be

suitable over a wide range of current technologies further enhancing their usefulness.

Finally an envelope predistortion lineariser scheme, using low cost integrated analog

components is proposed and simulated. Integrated logarithmic amplifiers and phase
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detectors are used to sample the input and output signals before and after the RF PA

to measure the complex gain and phase information, which is used to control an in-

tegrated pre-distorter Integrated Circuit (IC) that contains adjustable gain and phase

components within a single IC package. Comparisons of a range of well-known and

developed RF PA behavioural models are evaluated to determine the most suitable be-

havioural model for this linearisation scheme, including the RF PA driver and memory

effects. All component models are based on parameters extracted from readily avail-

able device datasheets for the driver and RF PA, thus minimizing the need for extra

measurements.

1.2 Research Motivations and Objectives

The motivations and objectives of this thesis are as follows.

The previous section highlighted the need for power combining techniques to meet

the emerging need for high power output stages. In the literature a wide range of tech-

niques are developed, however a comprehensive overview of the different techniques

seems to be missing, hence the need to provide an overview of the different approaches

to power combining techniques.

Even after considering the different power combining techniques, a number of Fig-

ure’s of Merit exist that are commonly used to highlight specific power combining

parameters that would be suited for an application requirement. Nonetheless, a Fig-

ure of Merit approach for evaluating a suitable technology for a range of requirements

is lacking in the literature. Hence the need for a design methodology that allows such

a technology comparison.

Considering that a wide range of power combining techniques rely on the use of SSPA

devices, the need to accurately model such devices becomes a paramount, especially if

such modelling can be achieved using readily available design parameters from man-

ufacturer’s datasheets, with no or minimal need to perform extra measurements. Such

developments will allow an accurate and fast system level modelling and will be of

interest for RF PA designers as a tool to compare devices over a range of technolo-

gies, however such modelling approaches are lacking from the literature and in some

cases modelling approaches are technology specific. This highlights the need to ex-

plore current modelling approaches and find out how these can be improved without
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compromising the model simplicity. Such improvements can have significant benefits

in building high performance but low cost linearisers.

A significant portion of RF PA modelling in the literature is memoryless behavioural

modelling with limited accuracy, but the question regarding obtaining further RF PA

modelling accuracy still stands, also if there is a more systematic approach that can be

used to further improve the accuracy of both quasi-memoryless and memoryless be-

havioural modelling. In addition, would it be possible to develop a generic model that

allows behavioural modelling of different amplifier technologies without compromis-

ing either the speed and accuracy of these models.

To provide the most accurate quasi-memyless behavioural model, derived from an

existing accurate memoryless behavioural model and further enhance its accuracy

through the use of an optimised segmentation method, again with the aim of allowing

RF PA designers the ability to quickly select RF PA devices knowing the they can use

a simple, fast accurate model to do this. This has also been applied to a memoryless

model. To also show that the new model and techniques can be used over a range of

technologies by comparing the performance with other existing quasi-memoryless and

memoryless models. To show the benefits of the new model and techniques in terms

of linearisation benefit.

To further improve the performance of a communication system, there is a need to

operate the amplifier at its highest efficiency, however such improvement will com-

promise the amplifiers’ linearity. In the literature a number of techniques are used to

improve amplifier linearity and some of these rely on using expensive hardware to

perform this needed linearisation. However in some applications the focus is more on

a good compromise between the performance and system cost. The digitial approach

does not lend itself to low cost applications and an alternative would be to use ana-

log predistorters. However, such an approach would require the use of efficient and

accurate modelling techniques to facilitate that. In the literature a number of these ap-

proaches are developed, however the performance seems to be moderate. Hence there

is a need to investigate a better approach for linearisation.
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1.3 Contributions

Based on the highlighted research gaps in the previous subsection, the aim of this sub-

section is to highlight how the current work is aimed at addressing these research gaps.

A summary of these contributions are given below

Chapter 2: Provides a comprehensive updated review of available power combining

technologies for solid state power amplifiers. These technologies cover a broad range

of frequencies and methods.

Chapter 3: Based on the previous chapter’s review of a range of power combining tech-

nologies this chapter provides a new method based around a Figure of Merit approach

in order to select the most appropriate power combining technology and design from

both a range of well defined and less well defined requirements and specifications.

Chapter 4: Details improvements to existing behavioral models and provides an exten-

sion to an AM/PM model, expanding the AM/PM performance characteristic range

for RF PA devices. A technique for extending existing data into an RF PA device’s

saturation region is introduced and existing model comparisons are shown.

Chapter 5: Provides a comprehensive review of memoryless and quasi-memoryless

behavioural models over the last 40 years and identifies more suitable models for the

PA designer. The development of a new AM/PM model, based on a more accurate

AM/AM model, is provided as well as a straightforward segmentation method that

provides even further modelling accuracy improvements.

Chapter 6: Simulation of low cost analog based lineariser using improved amplifier

behavioural models with performance comparisons.

1.4 Thesis Overview

A visual overview of the organisation of this thesis is shown in Fig. 1.1, where the

initial research started by focusing on the power combining aspects of a communica-

tion system, then shifted to the core element of these power combining modules which

is the solid state power amplifier. This has then followed by behavioural modelling

followed by applications to linearisers.

Chapter 2: Reviews Solid State Power Amplifier combining techniques and technolo-

gies over a broad range of frequencies and achievable power levels and discusses the

various trade-offs for each.
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Chapter 3: As a follow on from Chapter 2, introduces the concept of a Figure of Merit

based design methodology for the selection of the most appropriate technology and

design approach in order to be able to achieve the most appropriate SSPA solution

for not only a range of hard specifications but also including a range of less tangible

requirements as well as service and reliability requirements. A case study for this

methodology is provided.

Chapter 4: Moves to aspects of behavioural modeling approaches and improvements

that allow PA designers to quickly and accurately model and compare PA output de-

vices as an aid to selecting the most suitable device for a particular application. The

modeling approach focuses on being able to extract models from readily available data

via manufacturers data sheets of straight forward further testing. Also presented is a

physics based approach to the modelling of device memory effects.

Chapter 5: Derives a new quasi-memoryless AM/PM model, from a more accurate ex-

isting AM/AM memoryless model, and demonstartes its applicability over a range of

current wireless device technologies. Also developed is a straight forward segmenta-

tion modeling approach, using this new AM/PM model, resulting in improved accu-

racy. Discontinuity effects from this segmentation approach are discussed and show to

be insignificant for a current digital modulation scheme. Further the use of this model

and segmentation approach show improvements in modelling 3rd IMDs. Again this

new model and segmentation approach is focused on allowing the PA designer to be

able to quickly asses a range of PA output devices over a range of frequencies.

Chapter 6: Provides a simulation of low cost analog based lineariser using improved

amplifier behavioural models with performance comparisons.

Chapter 7: Provides a conclusion for this thesis and also discusses future possible re-

search directions.
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Figure 1.1. Thesis overview.

Page 8



Chapter 2

Power Amplifier Combining
Technologies

I
N order to obtain higher RF output powers, PAs have employed

various power combining techniques. For example, corporate tree

and chain as well as N-way Wilkinson and radial line combiners,

with, more recently, spatial and Quasi-Optical (QO) power combining tech-

niques showing increased potential for obtaining higher output powers,

particularly at higher microwave and millimeter wave frequencies. Both

spatial and QO combining techniques are being researched as they offer

increased output power at higher frequencies due to limitations in more

established conventional techniques.

Although spatial combining and QO techniques offer the potential for

more power at higher frequencies there are several areas that can be en-

hanced. Numerous spatial combining and QO technologies exist but a de-

sign methodology that ensures the best possible design outcome is not ap-

parent. This chapter will review and provide a preliminary comparison of

spatial and QO combining technologies, as well as more established com-

bining technologies, indicating that further research is required in order to

provide an appropriate power combining design methodology that delivers

a best SSPA outcome.
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2.1 Introduction

As the demand for commercial and military communication systems increase, there is

a continuing need for SSPAs, operating at microwave and millimeter wave frequencies,

that have higher output powers and efficiencies with reduced size, cost and thermal

load while maintaining or improving reliability. The requirement for higher power

means that there is considerable motivation for research activities to be undertaken at

both device and amplifier module level. Beyond basic active device improvements,

higher power is obtained by using passive power-combining techniques at monolithic

chip, packaged device and amplifier module level.

Power amplifiers use combining networks in order to achieve higher output power

levels as demonstrated by Russell [1] and Chang and Sun [2] as shown in Fig. 2.1 of

Section 2.2.1. This figure shows many different combining techniques that are available

for microwave and millimeter wave frequencies. Combining active devices to form

higher power SSPAs at microwave frequencies is performed by a number of means

with corporate dividing / combining being an established, widely used method and

spatial or QO combining being a newer technique with increasing potential for achiev-

ing higher output powers at higher frequencies.

Although spatial combining and QO techniques can provide more power at higher fre-

quencies, by using many active devices to overcome the one off higher loss associated

with spatial combining, there are several areas that can be further enhanced.

This chapter will review and compare many different power amplifier-combining tech-

nologies, particularly spatial and QO combining technologies.

The Background Section 2.2 reviews the available literature, discusses current technol-

ogy and highlights technical aspects that require further research.

Section 2.3 discusses technology related to Electromagnetic Band-Gap structures (EBGSs)

in more detail.

2.2 Combining Technologies
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2.2.1 Introduction

The many different combining techniques that are available for microwave and mil-

limeter wave frequencies are shown in Fig. 2.1. This it is an expansion and update of

the figures given by Chang and Sun [2] pp. 99 and Navarro and Chang [3] pp. 72.

Figure 2.1. Methods of power combining. The dotted lines indicate the crossover between cir-

cuit level and spatial combining at the N-way non-resonant combiner and tray spatial

combiner level.

This chapter will provide background about the shaded areas as shown in Fig. 2.1 and

will focus on spatial combining technologies because of its’ potential for higher output

powers with increasing device numbers compared to other combining technologies.

This background introduction will briefly describe and compare corporate and spatial

combining with more detailed discussions and comparisons in following sections.

Corporate combining networks either use a tree structure of two-way adders, with the

adders being directional couplers, hybrids, or Wilkinson combiners or a chain struc-

ture. A schematic for a tree structure corporate combiner is shown in Fig. 2.2. It can
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be seen that to combine eight separate amplifier modules that seven separate dividers

and seven separate combiners are required. Thus N combining stages are required to

combine 2N amplifiers using 2N − 1 combiners. For the schematic shown in Fig. 2.2,

N = 3. A fixed loss is associated with each divider and combiner, and interconnect-

ing transmission line. However a point is reached where the benefits of combining

multiple amplifiers will diminish due to the significant power loss associated with the

dividers / combiners and interconnecting transmission lines.

Figure 2.2. Corporate power combiner block diagram.

The number of active devices that can be combined before the combiner and transmis-

sion line connection losses become dominant is around 16 devices assuming combiner

and transmission line losses of 0.1 decibel (dB) per section, as shown in Fig. 2.3. As ex-

pected, the number of stages will be less if each stage has a higher associated loss, [4].

Spatial power combiners use arrays of distributed active devices, which radiate freely

into space. Synchronisation between active devices is accomplished via mutual cou-

pling between the devices, external circuit networks or an open resonator. When the

array is synchronised through the modes of an open resonator the power combining

is termed to be QO because of similarities with optical Fabry-Perot laser applications.

Combining in free space avoids ohmic and dielectric losses, as a result radiation losses

are reduced for large enough arrays. Multi-moding problems are avoided so large
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 quarter wavelength (QW) connecting transmission line (CTXL)
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Figure 2.3. Ideal, spatial and corporate combiner network comparison. Ideal, spatial and

corporate combiner network, normalised to an input of 1 W, relative to an ideal spatial

combiner output power versus number of elements.

numbers of devices can be used. As spatial or QO combining occurs in free space the

individual active devices are essentially active integrated antennas. A block diagram

for a spatial divider / combiner is shown in Fig. 2.4. Here there is an initial Spatial

combiner fixed loss associated with the divider / combiner so a minimum number

of devices for dividing / combining is required in order for this technique to be vi-

able. Beyond this point however, greater benefit is achieved in terms of output power

improvement. The point where these benefits are achieved, in terms of number of de-

vices used, is shown in Fig. 2.3 and occurs at around 16 elements for a 0.1 dB corporate

combiner / divider loss.

So it can be seen that spatial or QO combining offers potential for improved output

powers at higher frequencies. More details about corporate combining and spatial or

QO techniques and technologies are provided in the following sections. Some histori-

cal background is also provided.

From this introduction it can be seen that there are alternative technologies that can be

used for power combining and that essentially technology selection is based around
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Figure 2.4. Spatial combiner block diagram.

being able to optimise, and maximize, the outcomes of particular specified parameters

for a particular service type. Discussions relating to the methodology required to do

this will be proposed in Section 3.1.

2.2.2 Corporate Combining Networks

Discrete Level Corporate Combining

As an example of a corporate combining network used in an SSPA, Figs. 2.5 (a) and (b) ,

show a Codan Limited [5] 40 watt (W) Ku-Band1 high power SSPA module. Fig. 2.5 (a)

shows the input-dividing network, which uses -3 dB, 90◦ hybrids, as power dividers,

that are implemented in microstrip form at the circuit level. The dividers are fed by 3

stages of increasing power, Internally Matched Field Effect Transistors (IMFETs). Fol-

lowing the microstrip dividers are four amplifiers formed by using two cascaded IM-

FET stages. These cascaded IMFET stages transition from microstrip into Electric field

vector plane (E-plane) waveguide and the transitions are evident on the right hand

side of Fig. 2.5 (a). The output combining section, shown in Fig. 2.5 (b), consists of a

waveguide step bend, a small length of waveguide and then two 3 dB, 90◦ hybrids,

114.0 to 14.5 gigahertz (GHz)
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this time implemented in waveguide in order to minimise output losses. These com-

bine the four outputs into two and then another waveguide combiner combines the

two outputs into one output.

It can be seen that this type of combining is relatively complex and is quite large

(230 millimetres (mm) x 170 mm). The advantages are that the high power IMFETs that

are used can be easily mounted so that there is a minimum path to heatsinking thus

minimising IMFET temperatures and improving reliability. High power IMFETs are

typically constructed using Metal Semiconductor Field Effect Transistorss (MESFETs).

Figure 2.5. Codan Limited 40 W Ku-Band SSPA. (a) Codan Limited 40 W Ku-Band microstrip

dividing / waveguide combining network and (b) Codan Limited Ku-Band 4 way E-plane

waveguide (WR75) power combiner, from [5].

Chip Level Corporate Combining

At a more integrated level from discrete corporate combining, chips are also combined

using corporate combining networks. This is typically done for IMFET based ampli-

fiers where certain output power chips, which are a parallel combination of many mi-

crowave Field Effect Transistors (FETs) are combined together in one package. The

chips are soldered to a pedestal across the center of the IMFET package. This pack-

age is made from good thermal conductivity (118 W/metre (m)-kelvin (K)) Beryllium

Copper that is Gold plated. The divider and combiner networks are connected to the

chips through input and output matching networks via Gold wire bonds. The divider

/ combiner networks are of microstrip form with an Alumina substrate used having
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a Dielectric Constant (ǫr) of 9.8 in order to keep the networks as small as possible and

maintaining bandwidth as large as possible. The packages are then covered with ei-

ther a metal or ceramic cover, which is soldered to the surrounding metal, or plated

ceramic, surrounding walls. Typical sizes for a 60 W RF output IMFET at C-Band2 are

17.5 mm (l) x 25.4 mm (w) x 6 mm (h) dissipating 150 W of Direct Current (DC) power

(10 volts (Vs) at 15 amperes (As)) at the 1 dB Gain Compression Point (P1dB) giving

a Power Added efficiency (PAE) of around 30%. Typical internal construction for an

IMFET Walker [6] is shown in Fig. 2.6. An additional C-Band high power IMFET ex-

ample can be found at Toshiba [7]. One of the requirements / disadvantages for this

assembly is the need to provide adequate heatsinking due to the high thermal density

of these devices.

(a) (b) (c)

Figure 2.6. Fujitsu FLM4450-25D IMFET. Fujitsu’s FLM4450-25D IMFET, showing the 4 chips

of 4 FETs and (a) Input dividing / impedance transforming networks, (b) overall

schematic of the IMFET, and (c) output impedance transforming / combining net-

works, from Walker [6].

Monolithic Level Corporate Combining

Corporate combining is also used at the monolithic level. Here the combining network

is integrated with the active devices during device fabrication. Fig. 2.7 shows a three

section high power amplifier Mimix [8], implemented as a Gallium Arsenide (GaAs)

Monolithic Microwave Integrated Circuit (MMIC), that uses corporately combined in-

dividual FETs, in a 2, 4, 8 combination in order to achieve a gain of 21 dB with a typical

saturated power of 40 dB-milliwatts (dBm) (10 W) over the frequency range from 8.5 to

11 GHz. This device operates at 8 V and 4.2 A typical, with a power added efficiency of

25.85 to 6.75 GHz
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around 30%. The size of this chip is 4.29 mm(w) x 4.94 mm(l) x 0.11 mm(h). However

it needs to be bonded to a substrate and requires wire bonding for the RF and DC con-

nections. Losses also limit the number of devices that can be combined in this form.

Another example at 23 GHz is given at Triquint [9].

Figure 2.7. Mimix XP1006 monolithic chip combined power amplifier. Photograph of a mono-

lithic level high power amplifier using corporate divider / combiner networks combining

8 devices, from Mimix [8].

2.2.3 Spatial / Quasi-Optical Combining Concept

Spatial or QO combining, DeLisio and York [4], Wang et al [10] and Huang and Dou [11],

use the proper phasing of many active radiating elements to combine power in free

space. An early demonstration of antenna based power combining was described in

Staiman [12] in 1968 using 100-transistor amplifiers giving a gain of 4.75 dB and a

power output of 100 W at 410 megahertz (MHz). QO techniques were proposed as a

means of obtaining higher output powers at millimeter wave frequencies due to the

limitations of conventional type power combining techniques by Mink [13] in 1986.

Spatial combining provides enhanced RF efficiency by coupling the active devices to

large aperture guided beams or waveguide modes. Combiner losses are independent

of the number of devices because all devices are in parallel and combining takes place

in free space in low-loss waveguides. The losses are as a result of coupling between the
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active devices and free space (antenna efficiency or transition losses) and are typically

in the range of 1 to 2 dB depending on the frequency of operation. However once these

losses are overcome then more devices can be used to obtain higher output powers

without the limitations of other combining methods.

QO generally means an electronic system that uses higher-order beam guiding com-

ponents, i.e. like optical lenses and mirrors. Spatial combining uses circuit based feed

networks and QO uses wave based feed networks, i.e. fields in a waveguide. Spatial

or QO combining has been researched as an alternative method of active device com-

bining that offers large scale power combining without the limiting losses of divider /

combiner transmission line networks, DeLisio and York [4].

Fig. 2.8 shows a comparison between corporate and spatial combining efficiency versus

the number of devices for various losses. It can be seen that beyond about 30 to 32

devices that spatial combining has the advantage over corporate combining in terms of

combiner efficiency. Other comparisons related to the effects of increasing the number

of devices, for example thermal issues, will be discussed later.
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Figure 2.8. Comparison of corporate versus spatial combining efficiency. Comparison of com-

bining efficiency versus number of elements for various corporate and spatial combining

losses.
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2.2.4 Spatial / Quasi-Optical Combining Methods

The two methods generally used for spatial combining are tile and tray spatial com-

bining as shown in Fig. 2.9. The difference between the two is that in the tile approach

the incident propagating wave on the tile is normal to the surface of the array whereas

for the tray approach the incident propagating wave is tangential to the array surface.

Each technique will be discussed separately.

Figure 2.9. Tile and tray combined amplifiers. Tile (a) and tray (b) combined amplifiers,

from DeLisio and York [4].

2.2.5 Tile and Tray Spatial Combining

The tile approach consists of an incident wave propagating normal to the planar sur-

face of the tile and for the tray approach an incident wave propagates tangentially to

the planar surface of the tray.

Tile Spatial Combining

There are two different architectures within the tile approach. These are the grid and

the active array, DeLisio and York [4]. Both techniques will be discussed. Tile spatial

combining consists of a planar layer that has a 2-Dimensional (2-D) array of intercon-

nected devices, either discrete, chip or of monolithic form. electro-magnetic energy is

coupled into and out of these active tiles via large aperture guided beams or modes

within waveguide structures [4]. Tile spatial or QO combiners were originally im-

plemented with discrete, packaged active devices and soft / flexible Printed Circuit

Boards (PCBs) as demonstrated by Kim et al [14]. These were tested in the far field;

refer to Section 2.2.5. This then progressed to active individual chip devices and fi-

nally to fully monolithic active substrate arrays or tiles [15]. However heat generated
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by the large number of active devices requires efficient thermal power extraction tech-

niques and currently this is not optimum, Pajic and Popovic [16], as heat removal is

only achieved in the tile approach through conduction via the edges only. In addition,

this approach requires the use of heat spreaders. Other limitations of the tile approach

are; (i) bandwidth is limited due to the use of small resonant input and output dipole

antennas and also the need for input and output polarisers, that are required to main-

tain good in/out isolation, thus preventing oscillations and (ii) gain and power per cell

is limited due to small cell size, [4].

Grid Amplifier (Unit Cell < λo/2) Grid amplifiers are formed by the parallel com-

bination of active devices, typically FETs, connected together in the same plane. The

grid amplifier uses a differential connection of two FETs that have a common source

connection. The FET’s gates are connected to input dipole antennas in one orientation

(polarization) with the FET’s drain outputs connected to another set of dipoles in an

orthogonal orientation (polarization), as shown in Fig. 2.10. Appropriate drain and

gate tracks are provided to allow stable biasing for the FETs.

Figure 2.10. Grid amplifier. Caltech grid amplifier, left element details, right assembled into grid

form, adapted from DeLisio and York [4].

Active Array Tile Spatial Combining (λo/2 < Unit Cell < λo) Active arrays differ

from the tile approach because larger unit cells that contain more conventional anten-

nas, like patches or slots, form the active array. The larger cell size allows higher gain
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and power multistage MMICs to be integrated into the array thus enabling higher gain

and power arrays to be formed. An example is given in Section 2.2.5.

Figure 2.11. Active array amplifier. Active array amplifier, left individual cell, right combined as

an array, adapted from DeLisio and York [4].

Packaging Tile Spatial Combiners Early QO amplifiers were originally measured

in the far fields between horn antennas [14]. This approach was useful for laboratory

characterization but the high path losses meant that this technique was not suitable for

practical purposes. QO amplifiers have also been tested with dielectric lenses [15], but

the focusing causes a non-uniform power distribution across the plane of the ampli-

fier and this configuration is very bulky. Planar lens amplifiers that use appropriate

phase delays across the amplifier array to focus the power have also been used, see

Section 2.2.7 and also DeLisio and York [4].

Figure 2.12. Quasi-Optical amplifier - Free-space. left, using a dielectric lens-focused system

and right, a planar lens array from DeLisio and York [4].

However a more practical and usable grid amplifier needs to be appropriately housed

in a structure that will allow electro-magnetic energy to transition from standard waveg-

uide and be evenly distributed across the amplifier array input and then efficiently col-

lected at the output for further transmission following amplification. For larger arrays
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that would be operating in oversized waveguide then sidewall loading may be needed

to ensure a uniform array illumination. The housing must also provide appropriate

mechanical support for the grid amplifier as well as providing heatsinking for the heat

that is generated from the active grid amplifier. Examples of these various packaging

structures are shown in the following sections.

Figure 2.13. Quasi-Optical amplifier - Enclosed. QO amplifier in an enclosed waveguide structure

from DeLisio and York [4].

Discrete Level Tile / Grid Spatial Combining Originally grid amplifiers were demon-

strated using discrete packaged devices as a proof of concept [14]. They have been

included here to describe the concept and are used for comparison. The grid amplifier

described here used 50 discrete packaged Fujitsu Semiconductor FSC10LG MESFETs

connected as differential pairs in a 5 x 5 grid. These devices were mounted on 2.54

mm thick Roger’s Duroid substrate (ǫr = 10.5) with input and output polarisers used

to complete the grid amplifier as shown in Fig. 2.14 . Details of the FET’s connection

are shown in Fig. 2.14 (b). The grid amplifier assembly is then supported in free space

between an input and output horn antenna as shown in Figs. 2.15 and 2.16.

Chip Level Tile / Active Array Spatial Combining To further improve on the perfor-

mance of discrete grid amplifiers, construction of a chip level tile combiner has resulted

in a higher level of integration. An example of this construction is a 45-element array

that has been formed by using microstrip patch antennas feeding a driver chip level

amplifier that is mounted on a 0.254 mm thick carbon steel plate developed by Harvey

et al [18]. The outputs of all of the driver chips are fed to the corresponding high power
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Figure 2.14. Early grid amplifier. Amplifier grid with input and output polarizers, left, Unit cell of

a grid amplifier, Front view, centre, and Rear view, right. Symbols indicate the type

of connections between front and rear of the grid amplifier. • = 120 Ω source-bias

resistor, ⋄ = 1 kΩ gate-bias resistor, ◦ = drain-bias pin, from [14].

Figure 2.15. Grid amplifier measurement set-up. (a) Measuring the amplifier gain. The gain

of each horn is about 10 dB over the frequency range. (b) Calibration measurement

with the grid removed and the receiving horn rotated 90◦ to match the transmitter

polarization adapted from [14].
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Figure 2.16. Grid amplifier experimental test set-up. (a) Experimental discrete tile test set-up

for gain measurement between two horn antennas and (b) close-up of the tile and

output polariser, from [17].

stage amplifier on the output side of the tile array via a short section of coaxial trans-

mission line. The input side of the array is illuminated via electro-magnetic radiation

from an integrated ”hard” horn antenna feed. A ”hard” horn feed has dielectric loaded

sidewalls in order to obtain a uniform field distribution across the tile / grid amplifier.

The radiated signal from the output side of the tile array is collected via a similar hard

horn antenna.

One of the issues associated with an array of this size is heat removal. This array uses

active devices that consume around 320 W of DC power in total. Several methods

have been employed to assist with heat removal including the use of higher thermal

conductivity substrates such as Aluminium Nitride (AlN) or Silicon Carbide (SiC) for

smaller arrays and diamond for larger arrays but these tend to be more expensive and

difficult to process [19]. Here a thicker metal backed substrate has been used, due to

lower cost in both material and processing, but this approach is limited by having a re-

quirement to meet QO RF combiner performance which can be limited if the substrate

/ metal thickness is too large [18]. Liquid cooling has been used in conjunction with

thicker metal backed substrates to further improve heat removal but this is a complex

solution [19].

Chip Level Tile / Active Array Spatial Combining using Class-E Amplifiers As al-

ready mentioned, one of the issues associated with transmission QO amplifiers is ther-

mal management. For a QO transmission amplifier the heat dissipated by all of the

active devices needs to be dissipated laterally by conduction, typically through a 2-D

heat spreader that has the active tile array mounted to it. As the array size grows, in
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Figure 2.17. Chip level grid amplifier. 45 element Chip level grid amplifier showing frontside and

backside views plus assembly arrangements, from [18].

order to increase output power, the heatsinking capability of the heat spreader only in-

creases around its periphery. Thus the centre elements could possibly operate at much

higher temperatures than those around the outer edges. This leads to gain and power

degradation and if not managed correctly, ultimately leads to system failure. Typically

the active devices are operated in Class-A mode with only between 10% to 30% PAE.

However a solution to this problem is to operate the active devices in Class-E mode,

so that they are operating as switching amplifiers, which have, in theory, an efficiency

of 100%, if the complex output load is correctly matched for this mode of operation

and frequency and if the output load is also an open circuit at harmonic frequencies.

One limitation of this technique is that as a result of the device output capacitance the

upper frequency range tends to be low [20]. The maximum frequencies to date are

in the upper X-Band range at 10 GHz, Pajic and Popovic [16]. Another requirement
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of using Class-E mode amplifiers relates to how the input power must be distributed

to the active devices. For amplifiers operating in Class-E mode, having varying input

power levels affects both the output signal amplitude and phase (AM/PM conversion)

and this significantly degrades the power combining efficiency when operated within

a spatial combined amplifier, so the input divider to the amplifiers is via a corporate

feed network providing a well known power distribution. This technique has been

used previously by Gouker et al [21]. Input amplitude variations for spatial combined

amplifiers are described in more detail in Sections 2.2.5 and 2.2.5 following.

Monolithic Level Transmission Tile / Grid Spatial Combining To take full advan-

tage of spatial power combining, particularly at millimeter wave frequencies, mono-

lithic level integration of many active devices is required. This has been achieved by

several researchers and is now commercially available, Wavestream (now Gilat) [22].

Here, hundreds of active devices are combined in parallel on a single monolithic chip.

However with so many active devices in such a small area then appropriate heatsink-

ing is required in order to keep the grid cool. As a result the GaAs substrate is thinned

down and mounted on an AlN heat spreader, which is 2 mm thick and has a thermal

conductivity of 170 W/m-K, thus providing a good heat transfer path from the chip

through to the surrounding housing and heatsink, Kolias and Compton [23]. This chip

and heat spreader assembly is then mounted into a frame, and water circulated around

the edges to dissipate the heat, Deckman et al [24]. Several examples are shown in the

Fig.s 2.18 to 2.20.

Monolithic Level Reflection Tile / Grid Amplifier Spatial Combining Also at the

monolithic level is the reflection grid amplifier operating in V-Band3 and fabricated on

Indium Phosphide (InP) using TRW’s4 0.15 micrometre (µm) High Electron Mobility

Transistor (HEMT) process., Cheung et al [25]. This is a grid amplifier where the in-

coming signal is amplified by a grid amplifier that is mounted directly to a back short.

The cross-polarised amplified output signal is transmitted back towards the input with

the output signal being extracted via a cross-polarised horn or orthogonal mode trans-

ducer. The benefits of this technique are that the size of the amplifier is reduced, as

it is essentially folded back on itself via the reflection of the cross-polarised output

signal, and the back short can be used as a heatsink thus providing excellent thermal

340-75 GHz, Inter-satellite, WiFi and mobile backhaul
4Thompson, Ramo, & Wooldridge, now Northrop Grumman
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Figure 2.18. Monolithic V-Band grid amplifier. Ei and Eout arrows indicate the input and output

polarizations of the field. The unit cell width and height is 400 µm [25] (left) and

assembled monolithic transmission grid amplifier showing water-cooling heatsinking,

from Caltech [26] (right).

management for the active grid amplifier. A limitation of this technique is that it is dif-

ficult to tune the input and output independently and this leads to a reduced operating

bandwidth.

Overmoded 3-Dimensional (3-D) Tile / Grid Spatial Combining Bae et al [29] has

demonstrated a spatially combined power oscillator, but with potential application to a

spatially combined amplifier, by the use of an array of fundamental mode waveguides

containing Gunn diodes within a closed overmoded waveguide resonator. For this

configuration diffraction losses, which are generally seen for small sized arrays using

open resonators, are avoided and a mode conversion efficiency of close to 100% can be

achieved. A power combining efficiency of 80% is achieved at around 60 GHz. Fig. 2.23

shows the configuration of the overmoded oscillator that consists of an N x M array

of fundamental mode Transverse Electric (TE), TE10, waveguides that use pyramidal

horns to transition the Gunn diodes to the input and output TEN0 overmoded waveg-

uide. The input overmoded waveguide resonator has a cross-sectional area greater

than an operating waveguide and also contains a sliding short circuit. The overmoded

resonator allows the oscillator to operate in a single mode because the NxM TE10 mode

array transfers energy to the TEN0 overmoded waveguide via the pyramidal horn tran-

sitions with 100% conversion efficiency. This is because the electric and magnetic fields

at the boundary between the horn array and the overmoded waveguide are exactly the

Page 27



2.2 Combining Technologies

(a)

(b)

Figure 2.19. Transmission grid amplifier - Wavestream. Construction and assembly, from Rosen-

berg et al [27].

same. The Gunn diodes are mounted in the centre of the TE10 mode waveguides with

DC bias applied via insulated metal posts. One of the advantages of the solid metal

pyramidal horn array is that it provides a large heatsink for the Gunn diodes that have

only a 6% DC to RF conversion efficiency. The heatsinking is not optimum as inner

array elements cannot directly connect to outer external heatsinks and the horn transi-

tions tend to make the overall assembly longer. For a 3 x 3 array at 61.2 GHz an output

power of 1.5 W with a combining efficiency of 83% and an improvement of phase noise

from -85.7 to -95.8, dB relative to the carrier (dBc), dBc/Hz over a single diode oscilla-

tor has been achieved. It should be noted that an amplifier using this concept has not

been demonstrated.
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Figure 2.20. Quasi-Optical amplifier - Rockwell . Tapered waveguide structure, from Higgins et

al [28].

Tray Spatial Combining

Another spatial combining technique uses trays where, in this technique multiple indi-

vidual MMIC active devices are mounted onto metal carriers that are mounted parallel

to the waveguide dominant mode E-field within standard rectangular waveguide. The

transition from rectangular waveguide to the MMIC’s is accomplished via fin-line to

Co-Planar Waveguide (CPW) transitions, as shown in Fig. 2.26. Mounting the MMIC’s

onto the metal carriers or trays is done in order to improve the heat removal from the

active devices [31] and [32]. To further improve the thermal performance an insulat-

ing, thermally conductive grease has been used between trays, Cheng et al [32], but this

has resulted in increased electrical grounding resistance between adjacent trays, which

increases the potential for oscillation. This technique has been applied at lower mi-

crowave frequencies, X-Band, with RF output powers up to 120 W. Other advantages

of tray spatial combining are broad bandwidth and enhanced in / out isolation. There

has been no thermal comparison between tray and tile configurations so it is unknown

if this configuration provides the best thermal orientation. Also the power handling

capability of the fin-line / CPW transitions have not been described so the maximum

power output for this configuration is unknown.
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(a)

(b)

(c)

Figure 2.21. Transmission and reflection grid amplifiers. Transmission grid amplifier (a), reflec-

tion grid amplifier (b), and layout of the mode-converter for the reflection amplifier

(the intermediate section combines the two polarizations before expanding into the

over-moded section. The AlN thermal heat spreader and back short transform the

grid amplifier impedance by resonating with the inductive component of the chip, (c),

from [25].
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Figure 2.22. Reflection grid amplifier. Fabricated reflection grid amplifier showing ortho-mode

mode-converter and DC Bias, from Caltech [26].

(a) (b)

Figure 2.23. Spatially combined overmoded waveguide oscillator. Configuration of an over-

moded waveguide oscillator with Gunn diodes (a), and Mode conversion between the

N x M TE10 mode array and the TEN0 mode in an overmoded waveguide resonator

(b), from Bae et al [29].
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Figure 2.24. Example of a V-Band (60 GHz) overmoded waveguide oscillator. V-Band 3 x 3

diode oscillator, from Bae and Mizuno [30].

Figure 2.25. Concept for an overmoded waveguide amplifier. From Bae and Mizuno [30].

Waveguide Tray Spatial Combining Tray spatial combining in dominant mode waveg-

uide suffers from the fact that the E-field is not evenly distributed across the waveg-

uide. This means that the trays must be closely packed together around the center

of the waveguide so that the E-field variation is minimised or the field incident on

the trays must be more evenly distributed to avoid degrading the amplifier efficiency,

which can result in soft saturation, Alexanian and York [31] and Jai et al [35]. Commer-

cial 14 GHz tray amplifiers are currently available from Wavestream (now Gilat) [36].

There have been no reported studies as to the thermal implications for closely packed

trays. Cheng [32] has simulated that for a tray based spatial combiner operating at X-

band frequencies, over the range from 8 to 11 GHz, and delivering a power output of

Page 32



Chapter 2 Power Amplifier Combining Technologies

(a) (b) (c)

Figure 2.26. Waveguide spatial combiner. Waveguide based spatial combiner concept (a)

York [33], assembled waveguide based spatial combiner (b), and tray containing 4

MMIC’s from a waveguide spatial combiner(c), from Cheng and York [34].

Figure 2.27. Waveguide spatial combiner including input and output tapers. Waveguide based

spatial combiner with a taper from standard WR42 size rectangular waveguide, from

York [33].

Figure 2.28. Waveguide tray spatial combining - E-field distribution - Equal spacing. Elec-

tric field distribution incident on trays placed vertically across a standard rectangular

waveguide, adapted from Cheng et al [32].
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Figure 2.29. Waveguide tray spatial combining - E-field distribution - Close spacing. Electric

field distribution incident on closely packed Trays placed vertically across a standard

rectangular waveguide, adapted from Cheng et al [32].

94.6 W (P1dB) using a total of 4 x 5 W 30% PAE MMIC’s mounted to 6 equally spaced

trays that the temperature rise at the base of the MMIC’s is 52◦ C above ambient. No

data is given for closely spaced trays.

Coaxial Tray Spatial Combining In order to obtain even E-field illumination of trays,

another method is to employ them in a radial orientation around the centre conductor

of an over-moded Transverse Electro-Magnetic (TEM) coaxial waveguide assembly,

however this is also not considered to be the most optimum solution for heat removal,

Jai et al [35]. The advantages of this technique are increased bandwidth above the stan-

dard waveguide tray combiner. The data indicates that for this configuration output

power is generally lower compared to rectangular waveguide tray spatial amplifiers,

although this is over a wider frequency range, refer to the Spatium data sheet given by

CAP Wireless (now Qorvo) [37] and Jai et al [38].

Tray Spatial Combining Modifications (Field Modification) As indicated, in Section

2.2.5, the use of trays in standard rectangular waveguide requires that they be more

closely packed around the centre of the waveguide. This is where the E-field is great-

est and its’ magnitude variation is minimised. Minimising the E-field magnitude vari-

ation across the trays minimises the output power soft saturation level. Soft saturation

is where a number of trays within the amplifier go into saturation before other trays,

more specifically the inner trays go into saturation before the outer ones. In order to
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Figure 2.30. Coaxial tray spatial combiner concept. Coaxial tray spatial combiner cross-section

and tray, from York et al [39].

Figure 2.31. Coaxial tray spatial combiner assembly. Coaxial tray spatial combiner assembly,

from York et al [39].
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achieve a more quasi-TEM type mode E-field distribution across the waveguide broad

wall dimension, then modification of the field within the waveguide can be achieved

by the use of Uni-Planar Electromagnetic Band-Gap Surface or Structure (UC-EBG)

modifications to the side walls of the waveguide, Belaid and Wu, Yang et al, Karmakar

and Mollah [40, 41, 42, 43]. Another technique that can be used to more evenly dis-

tribute the E-field within the waveguide is to modify the waveguide walls to provide

a hard boundary condition, or uniform field distribution over the waveguide aper-

ture, over a range of frequencies. This Perfect Magnetic Conductor (PMC) evens out

the field distribution over that frequency range resulting in even illumination of all

the trays within the amplifier. Belaid and Wu [40] have presented results indicating

that using waveguide with EBG loaded walls has resulted in P1dB output power im-

provements of 1.5 dB at 14.75 GHz compared to standard TE10 mode waveguide for

waveguide based tray spatial amplifiers.

E-field modifications can be achieved by using:

• Dielectric waveguide wall and hard horn loading.

• High impedance electro-magnetic surface waveguide walls (patterns with vias),

Sievenpiper et al [44].

• electro-magnetic crystal, Higgins et al [45].

• Electro-magnetic band gap surfaces UC-EBG (with the possibility of tuning using

active varactor diode surfaces) waveguide walls, Belaid and Wu, Yang et al [40,

41].

• Use of alternate waveguide modes: Tile, Kamei et al [46] and tray (TE20), Belaid

et al [47]. More detailed background relating to Photonic Band Gap Structure

(PBGS) and hard horns is given in Section 2.3.5.

2.2.6 Alternative Mode Tile and Tray Spatial Combining

Alternative Mode Tile Spatial Combining

As an alternative to using hard horn feeds or EBGS waveguide walls to provide uni-

form TEM field distributions for the input and outputs of grid style QO amplifiers,

Kamei et al [46] has proposed transitioning from standard TE10 mode waveguide to
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a larger square aperture overmoded waveguide cross-section. Both the E-plane and

Magnetic field vector plane (H-plane) dimensions are increased. The first transition

is in the E-plane and the energy from a standard TE10 mode waveguide is coupled

through a series of irises and essentially split into four TE10 mode waveguides. The

field distribution in these waveguides is equal in phase and magnitude at their out-

puts. These waveguides are combined to form the height transition by terminating

adjacent waveguide walls a quarter of a wavelength away from the iris coupling holes.

The field distribution is uniform in the E-plane and sinusoidal in the H-plane. The

H-plane transition consists of two sections of waveguide that increase the guide width

from standard to 1.5 (λg) in two steps. The size and placement of the H-plane steps is

critical to obtaining uniform power and phase distributions. The overall length of the

H-plane transition is 0.75λg. The field distribution across the 1.5λg aperture is within 3

dB for 75% and within 6 dB for 85% of its width. A mechanical diagram and simulated

E and H-plane E-field cuts are shown in Fig. 2.32.

Figure 2.32. Over-moded waveguide transition. Transition to over-moded waveguide and simu-

lated electric field, from Kamei et al [46].

Alternative Waveguide Mode Tray Spatial Combining

As indicated in Section 2.2.5, see also Figs. 2.28 and 2.29 , the use of trays in stan-

dard rectangular waveguide suffer from the electric field within the waveguide, for

the dominant TE10 mode, not being evenly distributed across the waveguide, hence

leading to reduced combining efficiencies and a lower soft saturation level for the am-

plifier. Another means of improving on the field distribution is to transform the domi-

nant TE10 mode to an alternate waveguide mode being the TE20 mode as demonstrated

by, Belaid et al [47]. Here the TE10 mode is transformed into the TE20 mode via a fin-

line array mode converter or transformer. The fin-line array converters require that
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there is a phase difference of 180◦ between the two fin-lines and that the waveguide

can support both the TE10 and TE20 modes.

The example given by Kamei et al [46] showed a modal conversion efficiency of 76%

and a TE10 mode suppression of 22 dB. Following application of the TE20 signal onto

four tray amplifiers the outputs of two of the trays are shifted by 180◦ and the outputs

are then spatially combined in the TE10 mode at the waveguide output. The com-

bining efficiency using this method for the entire amplifier ranges between 80 to 90%

compared with 70 to 80% for TE10 mode only spatially combined amplifier. However

the structure is complex and the power handling of the TE10 to TE20 mode converter

for the output is not presented. The mode suppression at 22 dB is also low.

Figure 2.33. TE20 mode waveguide - Electric field distribution. Alternate mode waveguide tray

combining concept.

2.2.7 Planar Combining

Planar Spatial Combining

The majority of the discussion to date relating to spatial or QO power combining takes

place in three-dimensional free space. An alternative, originally proposed by Mink

and Schwering [48], to 3-D spatial combining uses a dielectric slab to effectively con-

fine the propagating signal to two dimensions within the dielectric material as a result

of total reflection at the dielectric surface, York and Popovic [20] pp. 277-292. The use

of a dielectric slab allows for more conventional planar MMIC fabrication, as metallic

walls are not required to guide the signals, and improved heat removal as the active

devices can be located below the slab in direct contact with heatsink assemblies. Other
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(a) (b)

Figure 2.34. TE20 mode waveguide spatial combiner. (a) Alternate mode transformer concept

and prototype and (b) alternative mode spatially combined amplifier concept and

prototype, from Belaid et al [47].

benefits of this technique are reduced size and weight. This structure supports sur-

face modes, which are contained by the dielectric in the vertical dimension, and the

transverse dimension supports a QO mode with an essentially Gaussian profile, as

shown in shown in Fig. 2.35. Lenses are periodically required to refocus the propagat-

ing electro-magnetic signals. These structures are referred to as Dielectric Slab Beam

Waveguides (DSBW). Both TE and Transverse Magnetic (TM) modes are supported

in DSBW structures with the TE mode preferred. In the TE mode the E-field is paral-

lel to the ground plane and is compatible with slotline microwave integrated circuit

technology.

Open DSBW Hwang et al [49], as shown in Fig. 2.36, used 12.7 mm thick Rexolite

(ǫr = 2.57) for the dielectric slab and Macor (ǫr = 5.9) for the lenses. The convex lenses

have radii of 304.8 mm with focal lengths of 285.4 mm. The distance from the input

horn antenna to the first lens was 285.4 mm, the distance from the first to second lenses

was 570.8 mm and from the second lens to output horn was 285.4 mm. The overall slab

width was 279.4 mm and length 1141.6 mm. The aperture width of both horn antennas
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Figure 2.35. Dielectric slab beam waveguide mode field strengths. TE and TM surface mode

field strengths for a DSBW system, from York and Popovic [20].

was 90 mm. The propagating TE Gaussian beam-mode signal passes through the slab

from the input horn aperture and is focused by the first lens to a width in the centre of

the slab between the two lenses that is about the same beam width as the input radia-

tor. At this point, there is an array of four MESFET amplifiers that are formed by using

one MESFET (Hewlett-Packard ATF-10235) with an input and output Vivaldi anten-

nas. This array of amplifiers is placed on top of the slab. Adjustment of the individual

amplifiers within the array allows the overall gain to be adjusted and optimised. The

propagating signal then passes through the second lens to be refocused into the aper-

ture of the output horn antenna. A power gain of 10 dB at 7.4 GHz was achieved. The

technique used here is essentially a demonstration of the concept of DSBW and as a re-

sult no output P1dB is given and there is no reference to the maximum power handling

capacity using DSBW technology. The DC power consumption of 4 off ATF-10235 de-

vices is 0.2 W with each device operated at 2 V and 25 milliAmps (mA).

In a further extension, Hwang et al [50] used a similar DSBW as discussed above, but

with the amplifiers mounted underneath the dielectric slab and achieved a power gain

of 10.5 dB at 7.384 GHz. Mounting the amplifiers beneath the dielectric slab reduces

scattering losses associated with the input and output antenna transitions to the MES-

FETs, however the losses associated with the amplifiers mounted beneath the dielectric

slab are still around 5 dB. Locating the amplifiers below the dielectric slab reduces the

field perturbations and results in better control of the phase distribution within the

array. This is due to the scattering of the field because it is not strongly guided. A

metallic cover was also used to increase the output power level by 2 dB. The output

P1dB is < -5 dBm. There is no reference to the maximum power handling capacity
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(a) (b)

Figure 2.36. Open Dielectric slab beam waveguide combiner - top mounting. DSBW system

using MESFET amplifiers (a) and a single planar MESFET amplifier with Vivaldi input

and output antennas as transitions (b), from Hwang et al [49].

using DSBW technology. The overall PAE is 5.2% for an input power = +5 dBm with

output power = +4 dBm which is low.

(a) (b)

Figure 2.37. Open Dielectric slab beam waveguides - bottom mounting. DSBW system using

MESFET amplifiers (a) and side view of the system with a metallic top (b), from

Hwang et al [50].

Hwang et al [51] again improved on previous DSBW approaches by using concave

lenses that reduced scattering and is more appropriate for the design of a power-

combining system using MMIC’s. Also using higher dielectric substrates, ǫr = 10.5, to

build the amplifier structures reduced the discontinuities between the amplifier sub-

strate and the ground plane, resulting in reducing the insertion losses from about 5 dB

to 1.5 dB. Tapered horns are also used to launch and receive more energy into and from

the slab as shown in Fig. 2.39 (a).
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Figure 2.38. Open Dielectric slab beam waveguides - MMIC based. DSBW system using

MMIC amplifiers (a) and side, top and bottom views (b), (c), and (d) of the system

showing how active MMIC devices can be connected directly to a heatsink, from [20].

For this DSBW the highest amplifier gain of 19.5 dB was achieved at 7.228 GHz with an

insertion loss of 3.5 dB. By using concave lenses, the system gain at 7.24 GHz is about

5 dB with a P1dB of 9 dBm. The maximum output power is 5 dBm but this is 25 dB

into saturation. There has been no commercialised use of DSBW to date, however tech-

nology advancements in other areas have progressed, for example the transition from

microstrip to dielectric filled rectangular waveguide, Deslandes and Wu [52], termed

Substrate Integrated Waveguide (SIW), has progressed as shown in Fig. 2.39 (b) . An-

other example is shown in Fig. 2.40 following, Farrall and Young [53]. These will enable

DSBW systems to advance towards a more commercialised outcome.

Closed DSBW Closed DSBW spatial combining has been proposed by Hicks et al [54]

as a means to overcome some of the issues associated with open DSBW systems de-

scribed in Section 2.2.7. A closed DSBW consists of a dielectric between a top and
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(a) (b)

Figure 2.39. Dielectric slab beam waveguides - transition methods. Improved energy transfer

from a launching horn antenna into a DSBW structure (a) Hwang et al [51] and a

proposed TM mode transition from microstrip to rectangular waveguide on the same

substrate (b), from Deslandes and Wu [52].

Figure 2.40. Dual slot antenna & microstrip / waveguide transition. Photograph of a dual slot

antenna showing implementation of the integrated microstrip to rectangular waveguide

transition on the same substrate. Note that the waveguide sidewalls are formed using

vias, from Farrall and Young [53].
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bottom ground planes. Some of the issues associated with an open DSBW structure

related to; (i) excessive scattering losses, if the amplifier array is placed on top of the di-

electric, (ii) scattering losses associated with the Vivaldi antennas, (iii) radiation losses

from the dielectric top and sidewalls and (iv) beam confinement to within the dielec-

tric slab. Hence open system losses can be minimised by placing the amplifier array

in the bottom ground plane beneath the slab, using a top ground plane above the slab

and changing from Vivaldi to slot antennas. Having top and bottom ground planes

creates a parallel plate waveguide which confines the TM wave beam within the di-

electric maximizing the coupling to the amplifier array in the bottom ground plane.

This mode of propagation of the electro-magnetic signal is different to the open DSBW,

which uses a surface-wave mode of a grounded dielectric slab.

Figure 2.41. Closed Dielectric slab beam waveguides. Concept of a closed DSBW, adapted

from Hicks et al [54].

Slot antennas are used instead of Vivaldi antennas because the slot antennas present

a reduced metal area to the applied signal, thus reducing scattering losses. The slot

antennas also provide improved isolation, as they are not located on the same plane

like the Vivaldi antenna approach. A disadvantage of the slot antennas is that they

offer reduced bandwidth compared to the Vivaldi antennas. Bandwidth is also reduced

because of the limited bandwidth of the phase match between the path that the signal

takes in propagating through the dielectric slab and the path through the amplifiers.

Again the benefits of having the active devices mounted below the dielectric material,

as shown in Fig. 2.38, are that heatsinking of the active devices is improved.
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Talbot Effect Combiner Another potential ”Planar” combiner that could be used for

MMICs at millimeter wave frequencies is the Talbot effect combiner, Tayag et al [55].

This combiner uses the Talbot effect, of lens-less optical self-imaging, at microwave

frequencies as an equal N way divider / combiner. At microwave frequencies the

Talbot effect within a planar guided-wave structure is described as Multi-Mode Inter-

ference (MMI).

(a) (b)

Figure 2.42. Talbot effect spatial combing. Talbot effect spatially combined amplifier configura-

tion (a) and simulated electric field distribution of a 1:8 power splitter (b), from Tayag

et al [55].

Consider the 1:8 splitter of Fig. 2.42 (a). Here the input rectangular, TE mode only,

waveguide feeds the centre of the much wider rectangular waveguide, which supports

multiple lateral TE modes but only a single transverse mode. At the junction of the two

waveguides, the single input mode decomposes into ν lateral modes that are supported

in the wider waveguide MMI region. As each of the lateral modes propagates through

the MMI region with a different phase velocity, the phase difference between the modes

accumulates. At the plane where the accumulated phase differences reach an integer

multiple of 2 (π), an image, the self-image of the input field distribution is formed. For

a compact 1:N way splitter, if an MMI region is centre fed from the input, then only

even symmetric modes will be excited. The MMI length is given by

z = 1/N(nW2/λ0), (2.1)

where n is the effective refractive index of the transverse waveguide mode, λ0 is the

free space wavelength and W is the lateral width of the MMI region. The splitter can be
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operated as a combiner using the same MMI splitter dimensions but the relative phase

inputs, from the amplifiers to be combined, must be π/2, -3π/4, -π/4, 0, 0, -π/4, -

3π/4, π/2. This input phase requirement ensures that the MMI modes constructively

interfere to efficiently combine into the single output waveguide. A prototype of the

MMI operating at microwave frequencies, 8.231 GHz, has been demonstrated and a

spatial power amplifier has been demonstrated by Keller et al [56] at millimeter wave

frequencies.

Planar Dielectric-Slab Quasi-Optical (PDQ) power combiner Open DSBW struc-

tures propagating the TE mode use E-fields that are parallel to ground planes that are

at the base of the dielectric slabs but it is difficult to cleanly excite the TE mode with no

perturbation or scattering losses. Yagi-Uda slot antenna arrays (with one reflector and

one director), fed by microstrip lines are used to efficiently excite the dominant DSBW

mode with the E-field normal to the slab ground plane. Microstrip delay lines are used

to focus the guided waves onto the active elements. The delay line length is similar to

dielectric lens thickness. Perkons et al [57] have used the TM mode and termed this a

PDQ that uses Rogers RT 6010 dielectric material for both the microstrip substrate and

as the dielectric slab with the microstrip substrate thickness being 0.51 mm thick and

the dielectric slab being 5.1 mm thick. A peak gain of 11 dB, with a 3 dB bandwidth of

0.65 GHz, at 8.25 GHz has been achieved using twenty, Hewlett-Packard MGA-64135,

GaAs FET MMICs that are cascaded to form ten gain block stages. Output P1dB was

16 dBm at 8.25 GHz.

Similarly to the effects of TE mode E-field variation for tray amplifiers in a rectangular

waveguide, amplitude taper on the Yagi-Uda slot array causes reduced output power

(soft saturation) with the centre elements delivering more output power compared to

the edge elements.

Planar Aperture-Coupled Waveguide Spatial Combining

Hicks et al [54, 58, 59] proposed using a stripline array of amplifiers that are coupled to

input and output waveguides by waveguide to stripline slot transitions, see Figs. 2.45

(a) and (b). The benefits of this multilayer approach are that the waveguide to stripline

slot antennas reduce scattering and improve isolation, but with reduced bandwidth.

At this stage there are limited practical results and no commercial outcomes. A gain of

10 dB at 10 GHz for one TM strip-slot cell versus 20 dB for a cascaded Vivaldi antenna
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(a) (b)

Figure 2.43. Planar dielectric-slab Quasi-Optical (PDQ) combiner concept. Concept of a ten-

element PDQ power combiner using Yagi-Uda slot-array antennas (a) and cross-section

of the PDQ assembly (b), adapted from Perkons et al [57].

Figure 2.44. Planar dielectric-slab Quasi-Optical (PDQ) combiner implementation. Photo-

graph of the topside of the PDQ combiner prototype, from Perkons et al [57].

cell has been achieved so far. Thermal performance of this concept has not been deter-

mined and it is unknown if it might be worse as a result of having the active devices

sandwiched between the two waveguides.

An alternative combining technique that has been employed using a microstrip res-

onant slotted waveguide approach, Bashirullah and Mortazawi [60]. Here resonant

waveguide to microstrip slots are used to couple and divide energy from an input

waveguide into eight IMFETs and then these amplified signals are then combined via

output resonant microstrip to waveguides slots into an output waveguide, is shown

in Figs. 2.46 and 2.47. For an eight-element combiner the coupling per stage is 9 dB.
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(a) (b)

Figure 2.45. Planar aperture-coupled waveguide spatial combining. A single unit aperture

coupled stripline to waveguide transition, from Hicks et al [58] (a) and Aperture

coupled planar waveguide amplifier array, from Hicks [59].

A combining efficiency of 88% has been achieved with a 3 dB bandwidth of 500 MHz

at 10 GHz with a P1dB exceeding 14 W. This technique has the benefits of excellent

heatsinking and ease of fabrication but it is large and has low output power at its fre-

quency of operation compared to what is available from current internally matched

GaAs MESFET devices, Toshiba [7].

Figure 2.46. Slotted waveguide power divider / combiner topology. Adapted from Bashirullah

and Mortazawi [60].

Another example, Eswarappa et al [61] of this type of combining, for operation at 28

GHz, is shown in Fig. 2.48.
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(a) (b)

Figure 2.47. Slotted waveguide power divider / combiner topology assembly and prototype.

Slotted waveguide power divider / combiner mechanical assembly (a) and an X-Band

waveguide power amplifier prototype using eight internally matched MESFETs, from

Bashirullah and Mortazawi [60].

(a) (b)

Figure 2.48. 28 GHz slotted waveguide array and amplifier. (a) Passive slotted waveguide 4-

array 28 GHz divider/combiner and (b) 28 GHz slotted waveguide array power amplifier

assembly, from Eswarappa et al [61].
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Planar Serial / Chain Combining

The slotted waveguide traveling wave combiner is also considered, Jiang et al [62],

because it provides a wider bandwidth as the structure is non-resonant. In this case

various levels of power coupling between slotted waveguide/microstrip, obtained by

using waveguide inductive posts, are utilised to achieve a traveling-wave multiport

divider/combiner, as shown in Fig. 2.49. This circuit achieves high power combining

efficiency over a wide bandwidth at Ka-Band5 while still being relatively simple to

fabricate and also providing for excellent thermal management of the active devices.

An eight-device traveling wave amplifier, targeted for 30 to 35 GHz operation, has

achieved 19.4 dB gain at 34 GHz with a P1dB of 33 dBm at 32.2 GHz with a combining

efficiency of 88%. The 3 dB bandwidth was 3.2 GHz. No waveguide/microstrip transi-

tion power handling was reported. The passive eight-way power dividing/combining

circuit had an insertion loss of 1.8 dB minimum at 32.5 GHz and a maximum insertion

loss of just over 4 dB at 30 GHz. The mechanical assembly is the same as shown in

Fig. 2.47 (a).

Planar Cavity Combining

The planar cavity combiner, Lee et al [63], and shown in Fig. 2.50, offers another po-

tential low cost combining technique in that the top of the standard waveguide cavity

is formed by the microstrip to waveguide slot transitions for each of the devices to be

combined. The benefit of this technique, beyond the low cost construction, is that the

combining efficiency is 95% (by simulation), however the transition losses, due to the

low cost construction, limit the performance. It has also not been demonstrated with

power levels above 20 dBm (100 milliwatts).

2.2.8 Radial Combining Conical Waveguide

Conical waveguide combining has been used by Quine et al [64] and Harp and Rus-

sell [65] as reported in Chang and Sun [2]. In this approach the signal is combined

in phase and reflected back to a circulator. The combining has been applied to GaAs

IMPact ionisation Avalanche Transit-Time (IMPATT) diodes. The benefits of this ap-

proach are that the diodes can be mounted for optimum heatsinking but the assembly

526.5-40 GHz; Downlink 17.7-19.7 GHz, Uplink 27.5-29.5 GHz
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(a) (b)

Figure 2.49. Slotted waveguide traveling wave power amplifier. Illustration of a Ka-Band

eight-device slotted-waveguide power amplifier showing the power dividing / combining

circuit assembled with MMIC amplifiers (a) and schematic of the N = 3-port network

blocks for each stage of the traveling wave N-Way power divider / combiner (b), from

Jiang et al [62].

Figure 2.50. Planar cavity combiner. Waveguide cavity power combining structure with planar

circuit outside the cavity, from Lee et al [63].
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is complex and the generation of unwanted modes occurs requiring mode suppression

filters and absorbers.

(a)

(b)

(c)

Figure 2.51. Radial combined conical waveguide. Eight IMPATT diode (reflection amplifier)

conical waveguide power combiner (a) and (b) from Harp and Russell [65] and (c)

from Quine et al [64].

2.3 Electric Field Modification Techniques
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2.3.1 Photonic / Electro-magnetic Band Gap Structures and their

Application to Spatial Power Combining

In order to discuss some of the more advanced field modification techniques that are

being used with spatially combined amplifiers then a brief background relating to the

PBGS6 is required. The discussion will be related to EBGS with PBGS being referred

to interchangeably. The various types of EBGS to be discussed and their application

to spatial combining are shown in Fig. 2.52. Dielectric material is used extensively for

microwave circuit applications because of its relatively low cost and processing ease.

Dielectric material is used to manufacture microwave PCBs thus creating microwave

integrated circuits. In this application the dielectric material is used to load the walls

of waveguiding structures thus altering the boundary conditions at the waveguide

walls and this adjusts the field distribution within the waveguide. Other means of

modifying the field distribution within waveguiding structures is to use corrugations

and by utilising EBGS. This adds an additional variant to the plain dielectric loading

of waveguide structures. These different techniques will be described and discussed

further in the following sections.

2.3.2 Bumpy Surfaces

Bumpy surfaces will be used as the starting point to describe other surfaces that are

used as EBGS. In the past, surface waves propagating over a finite frequency range,

have been suppressed on metal surfaces by the use of a lattice of small bumps ap-

plied to the surface of a metal sheet. The bumps cause the surface waves to scatter

and the resulting interference prevents the surface waves from propagating, thus pro-

ducing a two-dimensional electro-magnetic Bandgap. For wavelengths that are much

longer than the period of the lattice then the surface waves are unaffected but when

the surface waves are at shorter wavelengths then the bumps affect the surface wave.

When one-half wavelength fits between rows of bumps then standing waves on the

surface exist having either peaks centered on the bumps or troughs centered between

the bumps as shown in Fig. 2.53. These two modes have slightly different frequencies

between which surface waves cannot propagate.

6A PBGS is a structure that operates at or near the visible region of the electro-magnetic spectrum

and that exhibits either a 2-D or 3-D ”band gap” where the transmitted wave, over a particular range of

frequencies, is greatly reduced. An EBGS is the microwave frequency PBGS.
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Figure 2.52. Band gap structures for spatially combined amplifiers. Band gap structures and

the development and application to spatial combiner amplifiers.

Page 54



Chapter 2 Power Amplifier Combining Technologies

Figure 2.53. Bumpy metal surfaces. (a) mode at the upper edge of the Bandgap, where the

electric field wraps around the bumps and (b) mode at the lower edge of the Bandgap

where the electric field extends across the bumps, from Sievenpiper et al [44].

2.3.3 Corrugated Surfaces

Following on from the bumpy metal surface, a corrugated surface consists of a metal

slab where a series of vertical slots have been formed. The slot width is small so that

many of them fit within one wavelength across the metal slab. Each slot can be consid-

ered to be a parallel plate transmission line that runs from the top of the metal slab to

the bottom of the slab. If the slots are one quarter of a wavelength deep then the short

circuit at the bottom of the slots is transformed into an open circuit at the top of the

slots. Therefore the impedance on the surface, at the top of the slots, is high. With many

slots per wavelength the corrugated structure will have an effective surface impedance

that is the impedance of the slots. The overall behavior of this structure is considered

to have a surface boundary condition that is determined by the corrugations. If the slot

depths are greater than one quarter-wavelength then the surface impedance is capac-

itive and TM surface waves are forbidden. An incident plane wave, having its E-field

perpendicular to the corrugations, will appear to be reflected with no phase reversal

as the effective reflection plane is at the bottom of the slots, one quarter-wavelength

away.

2.3.4 Metal Pads
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Figure 2.54. Corrugated metal surfaces. From Sievenpiper et al [44].

High Impedance Electro-magnetic Surfaces

High Impedance Electromagnetic Surfaces (HIES) [44], can be considered to be an

extension / modification to a corrugated surface where the corrugations have been

folded out to form lumped elements and are distributed in a two-dimensional lattice.

Typically these surfaces are formed by standard PCB fabrication techniques where cop-

per patterns are formed on the surface of a dielectric sheet by chemical etching. These

patterns are connected to a bottom ground plane by plated through-hole vias. The

surface impedance can be modeled as a parallel resonant circuit that can be tuned to

provide a high impedance surface over a particular frequency range. Periodic struc-

tures, formed by two or three-dimensional metal, dielectric or metal-dielectric struc-

tures that prohibit the propagation of electro-magnetic waves are known as photonic

crystals. The HIES can be considered to be a 2-D photonic crystal that prevents the

propagation of RF surface currents within a particular frequency range. The surface is

inductive at low frequencies and capacitive at high frequencies. The Bandgap has been

lowered in frequency by using capacitive loading of the top hexagonal PCB patterns.
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(a)

(b) (c)

Figure 2.55. High-impedance PCB surface. (a) Cross section of a high-impedance surface fab-

ricated as a printed circuit board. The structure consists of a lattice of metal plates

connected to a solid ground plane by vertical conducting via, (b) Top view of the

high-impedance surface, showing a lattice of hexagonal metal plates, from Sievenpiper

et al [44] and (c) high impedance electro-magnetic surface fabricated on PCB material

next to a WR75 waveguide to coaxial adaptor, from Higgins et al [28].
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Fig. 2.56 shows the surface TE and TM transmission and reflection properties from

the HIES shown in Fig. 2.55. For this structure the period was 2.54 mm, the gap be-

tween the hexagonal patches was 0.15 mm, the PCB thickness was 1.55 mm and the

dielectric constant was ǫr = 2.2. Fig. 2.56 (a) shows the transmission performance for

a TE surface wave via a pair of coaxial surface probes oriented parallel to the HIES.

The transmission is weak at low frequencies but jumps up about 30 dB at 17 GHz and

then continues relatively flat at higher frequencies. In contrast the TM transmission of

Fig. 2.56 (b), measured via monopole probes oriented vertically at the sheet edges, in-

dicates transmission at lower frequencies followed by a sharp drop of 30 dB at 11 GHz

that gradually increases slightly with increasing frequency. The frequencies where the

signals drop sharply define the TE and TM Bandgap edges respectively, i.e. the TM

Bandgap edge is at 11 GHz and the TE Bandgap edge is at 17 GHz.

The reflection phase properties of the HIES is measured using 2 broadband microwave

horns placed next to each other facing the HIES within a microwave frequency ab-

sorbing chamber with one horn transmitting and the other receiving. Referring to

Fig. 2.56 (c), the reflection phase indicates a 180◦ reflection at low frequencies, as per

a metal surface, with the phase sloping downward and reducing to zero at the reso-

nance frequency of the HIES. The phase continues to slope downward with increasing

frequency eventually reaching -180◦ at the highest frequency. Between the frequencies

where the reflection phase is 90◦ to -90◦, plane waves are reflected in phase, rather than

out of phase. The region between these two frequencies corresponds to the TE / TM

transmission Bandgap region.

Electro-Magnetic Crystal Structures

Another variant on the HIES has been termed the Electro-Magnetic Crystal Struc-

ture (EMXT) [45]. The EMXT consists of a dielectric substrate that has one side of

continuous metal ground plane and the other side has a pattern of metal strips etched

into the surface and through hole vias every wavelength connecting the strips through

the dielectric substrate to the ground plane. The through hole vias are used to suppress

undesirable surface modes. The major difference between the HIES and the EMXT sur-

faces is that the EMXT surface is sensitive to the polarization of the incident wave. The

Bandgap frequency is determined by the substrate height, h, strip width, w, and strip

gap, g. The gap provides the capacitance while the strip width and substrate height

provides the inductance of an equivalent resonant circuit. An incident EM wave with

an E-field across the strips will be coupled across the parallel resonant circuit and the
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(a) (b) (c)

Figure 2.56. TE and TM surface wave transmission and reflection over high-impedance

surfaces. TE Surface wave transmission across a 2-layer high-impedance surface

where the surface waves are suppressed within the Bandgap (a), TM surface wave

transmission across a high-impedance surface (b) and reflection phase versus frequency

for a 2 layer high impedance surface (c), from Karmakar and Mollah [43].

incoming wave is reflected with a +1.0 ∠ 0◦ coefficient. On the other hand an orthog-

onal incident EM wave will have its’ E-field oriented along the strips and is reflected

with a +1.0 ∠ 180◦ coefficient. This structure is considered to be better suited to spa-

tially combined amplifiers in waveguide because the high impedance is only required

in one direction.

Figure 2.57. Electro-magnetic crystal structures. Physical structure of an electro-magnetic crys-

tal structure, from Higgins et al [45].
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Uni-planar Compact PBG Surfaces

Yang et al [66] has further developed the metal pad concept to form a Uni-Planar Com-

pact PBG Surface or Structure (UC-PBGS). This consists of a dielectric substrate with

metal pads that are etched into either the surface or the ground plane and that are con-

nected together by narrow metal tracks / lines without the need for plated through

via holes or multilayer substrates forming a distributed Inductor Capacitor (LC) net-

work. This type of surface has a distinctive stopband, is relatively small in size and is

low loss. Without the need for through hole plated vias it presents a low cost, easily

manufacturable option for constructing TEM waveguides, see Section 2.3.6, however

details relating to the power handling capacity of these structures have not currently

been described.

Figure 2.58. Uni-planar compact photonic band gap (UC-PBG) structure. From Bere-

gana [67].

2.3.5 Hard Horns

As the size of a spatially combined amplifier can be large, then to transition from stan-

dard waveguide to the spatially combined amplifier aperture size requires a transition

that can take the form of a pyramidal horn antenna. In order to provide a uniform

field distribution over the aperture of the horn feed, to evenly illuminate the spatially

combined amplifier ensuring efficient power combining and also allowing all of the

active devices of the spatial amplifier to simultaneously saturate, then the horn walls

are modified so as to provide a ”Hard” boundary condition, Kildal [68], i.e. a soft horn
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has zero E-field intensity at the waveguide walls whereas a hard horn has uniform E-

field distribution over the horn aperture. Both dielectric loaded and corrugated hard

horns will be discussed in Section 2.3.5 and Section 2.3.5 respectively.

Dielectric Loaded

As indicated above in order to transition from standard waveguide to the aperture of a

spatially combined amplifier and achieve efficient power combining and ensure simul-

taneous active device saturation then a hard boundary transition is required and this

can be achieved by loading the walls of a suitable pyramidal horn feed with dielectric

material as discussed by Ali et al [69]. Fig. 2.59 (a) shows the overall multilayer QO am-

plifier system with Fig. 2.59 (b) and (c) showing the dielectric loaded pyramidal horn

antenna with the dielectric material placed on each sidewall parallel to the E-field.

(a) (b) (c)

Figure 2.59. Closed system quasi-optical amplifier using hard horns. Closed system QO am-

plifier (a), dielectric loading for a pyramidal hard horn feed (b), and cross-section of a

hard horn, from Ali et al [69].

A suitable analysis using mode-matching techniques can be applied Ali et al [69] al-

lowing for the optimisation of the dielectric material’s dielectric constant (permittivity)

and thickness, h, in order to obtain field distribution uniformity and efficiency as well

as bandwidth. There is however no indication of power handling capability of this

technique. Some of the factors that must be considered in order to optimise the horn’s

performance are:

• Dielectric constant versus bandwidth. A higher dielectric constant gives a better

power distribution efficiency but reduces the horn bandwidth.

• Power uniformity versus dielectric thickness. A thinner dielectric gives a higher

frequency of operation.
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• There is an optimum dielectric thickness for fixed dielectric constant and fre-

quency that gives a ± 1 dB E-field variation across the aperture.

• Horn aperture size also effects bandwidth and efficiency.

• At 30 GHz a 4 dB improvement in P1dB with an optimised hard horn versus a

standard horn antenna.

• Thinner dielectric means that there is a reduced signal level in the dielectric giv-

ing lower losses and better efficiency.

• Lower reflections at the QO amplifier array means that there is less chance for

over-moding to occur.

Corrugated - Dielectric Filled

In a corrugated ”hard” horn, as shown in Fig. 2.60 from Pickens et al [70], the dielec-

tric only loaded sidewalls of a pyramidal horn antenna are replaced with longitudinal

corrugations that are filled with dielectric material and the wall profiles have a cosine

taper. The advantages of the dielectric filled corrugations are considered to be lower

loss performance, thus improving combining efficiency, and the cosine taper improves

the overall return loss performance of the hard horn. Consideration needs to be given

to the transition from standard waveguide to the tapered corrugated waveguide in

order to minimise the excitation of higher-order waveguide modes. For the example

cited the frequency range of operation is from 31.8 to 32.3 GHz. No power handling

data is presented.

2.3.6 Waveguide with EBG Wall Loading

Power combining in waveguide is attractive because low diffraction loss and broad

bandwidth can be achieved [41]. Dielectric loading or using oversized waveguides are

often used to provide a uniform field distribution. For smaller dielectric loaded waveg-

uides there are no advantages over standard empty waveguide. Performance can be

improved by the use of higher dielectric constant materials or corrugations but the

bandwidth is reduced. UC-PBGSs offer the possibility of constructing TEM waveg-

uides with uniform field distributions. UC-PBGSs act as a reflector at the stopband

frequency where periodic loading changes the surface impedance to an open circuit.
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Figure 2.60. Corrugated ”hard” horns. for (a) dual-linear and (b) single-linear polarization, from

Pickens et al [70].

This concept can be applied to build a uniform field TEM waveguide. Replacing the

two sidewalls of a standard waveguide with a UC-PBG wall, shown in Fig. 2.61 where

the structure of the waveguide is formed by Perfect Electric Conductor (PEC) mate-

rial, will result in a parallel plate mode being established as a result of the magnetic

boundary conditions, thus providing a uniform field distribution. An example of the

E-field as a result of being loaded with PBG material is shown in Fig. 2.62. This can

then be used to feed a QO power-combining array. Standard etching of thin substrate

materials can be used, providing easier to manufacture feeds compared to high dielec-

tric constant loaded hard horns or corrugations. There are no presentations as to the

power handling capacity of waveguides loaded with UC-PBG structures.

2.3.7 Comparison of electric field modification structures

A comparison of the various types of electric field modification structures and their

advantages and disadvantages is provided in Table 2.1.

2.4 Conclusion

This chapter has presented an initial comparison of SSPA combining technologies. The

work forms part of an initial study into available SSPA combining technologies and

can be used in determining the best SSPA combining technology outcome. As a result
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Table 2.1. Comparison of electric field modification structures.

Type Description Characteristics Advantages Disadvantages

Corrugated Vertical slots in a metal slab, Surface impedance high & Power handling expensive

metal slot depth λ/4, slot width characteristic impedance capability to manufacture

surface [44] <<λ. By machining or etching. of the slots

Metal pads

HIES Etched Hexagonal pads, Prevents propagation of RF PCB fabrication, low cost Plated through

[44] distributed in a 2D lattice, on surface currents over a & accurate. Surface hole vias

top of PCB dielectric material particular frequency range. impedance modelled as a add cost.

with vias to the ground plane at parallel resonant circuit

hexagonal pads centres. tuned for high impedance

over a frequency range.

EMXT HIES variant. Metal strips Surface sensitive to Better suited to spatial

[45] etched on PCB top surface with polarization of incident combining.

plated through hole vias wave. Bandgap frequency

connecting strips to ground range dependent on

plane every λ. substrate height, strip width

& gaps.

UC-PBGS PCB with etched metal pads Creates TEM mode PCB fabrication, no plated Power handling

[66] connected with narrow metal waveguide used to provide through hole vias, capability.

tracks, without plated through evenly distributed E-fields reducing processing and

hole vias connecting to the for spatial combining. costs.

ground plane.

Hard Horns

Dielectric Dielectric lined walls of horns Straight pyramidal taper

loaded transitioning from rectangular only.

[69] waveguide to spatial tile arrays,

providing even E-Field to spatial

tile array, minimising soft

saturation.

Dielectric Dielectric loaded corrugated Cosine taper. Improved insertion & Complex

loaded horn walls transitioning from return loss. manufacturing

corrugations rectangular waveguide to & higher cost.

[70] spatial tile arrays, providing Power handling

even E-Field to spatial tile capability.

array, minimising soft saturation.

EBG

waveguide

Through TEM mode evenly distributed E- Spatially combined Custom

narrow field waveguide for tray spatial amplifier, Pout increase waveguide

walls [40] combining. 1.5 dB over 1 GHz B/W applications.

from 14.5-16.5 GHz

Inside TEM mode evenly distributed E- Easily fitted to narrow

narrow field waveguide for tray spatial walls of rectangular

walls [43] combining. waveguide
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(a) (b)

Figure 2.61. TEM waveguide structures. TEM waveguide, (a) through the waveguide side walls,

from Belaid and Wu [40] and (b) on the inside of the waveguide side walls, from

Karmakar and Mollah [43].

of this review further research is proposed to facilitate the selection of the most appro-

priate power combining technology selection and design methodology, for a particular

service requirement with a given set of initial requirements and specifications and this

method is presented in the following chapter.
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2.4 Conclusion

Figure 2.62. TEM waveguide E-field profiles. Measured E-field profiles at different positions

across the waveguide broad wall dimension; (a) standard metallic waveguide and (b)

PBG loaded waveguide, from Karmakar and Mollah [43].
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Chapter 3

Figure Of Merit Design
Methodology Applied to

Power Amplifier Combining
Technologies

W
ITHIN the design methodology umbrella, specific re-

search into higher power handling, lower loss waveguide

and transition structures that offer enhanced SSPA output

power and combining efficiencies will also be proposed. As a further part

of the design methodology research, a thermal versus electro-magnetic op-

timisation of the waveguiding structures will need to be undertaken.

A comparative analysis between well established and more recent SSPA

combining techniques is also presented. Based on this analysis, a new FOM

methodology is presented that can form part of a process to optimise SSPA

design within the constraints of service, technology and performance re-

quirements. Also, this formalises the process of determining the most ap-

propriate SSPA design path, from the earliest stages, based on the above

constraints as well as providing a detailed technology comparison to allow

optimum technology selection.
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3.1 Introduction

Chapter 2 reviewed the available literature and it can be seen that there has been signif-

icant research in the areas of microwave and millimeter wave SSPAs, that make use of

a wide range of power combining techniques in order to obtain higher output powers

over a range of frequencies. From this review there are several areas where further new

contributions can be made. These have been grouped into the following main areas:

Overall design methodology: This area includes development of a general amplifier

design methodology, for power combining and power amplifier design, which

provides optimum thermal, electrical and electro-magnetic performance for a

given set of specifications, with optimisation of the most appropriate technology

and design solutions being an integral part of the methodology. This methodol-

ogy will be multilayered in that it will provide for the selection of the most appro-

priate technology, by formalising less tangible (more fuzzy) parameters, as well

as a methodology for the detailed design and optimisation of an amplifier within

the selected technology. Part of the technology selection and design methodology

will consider manufacturability as an essential selection and design parameter.

Technology approach: This area includes research into what specific technology im-

provements in the areas of field modification, transitions and power handling

capacities can be made, and

Technology implementation: This direction covers research into how the methodol-

ogy and technology approaches can be implemented practically so that there are

usable outcomes suitable for industry.

These research areas are all linked and the target is to expand on some of these areas

for designing and manufacturing for SSPAs. A new approach is also proposed that

allows for the selection of an appropriate technology through, incorporating advanced

waveguide structures, resulting in an improvement in the thermal performance, allow-

ing for higher output powers with reduced cost, within the constraints of volume and

improved manufacturability for a given environment and set of specifications.
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3.2 Design Methodology

Following on from Chapter 2, it can be seen that although there are many technologies

and techniques for designing higher power SSPAs, there is no unified design method-

ology that allows for selecting a technology and design approach to deliver the most

appropriate and optimum SSPA outcome based on a set of requirements.

The significant contribution of determining the most appropriate technology and defin-

ing an appropriate design methodology to this area is that it provides a way of min-

imising risk for performance, cost, delivery time, manufacturability and reliability, to

an overall process while also delivering the most optimum outcome. The proposed

design methodology will be used to

1. determine the most appropriate technology for the particular service and then

2. determine the most appropriate design within that technology area to meet the re-

quired service specifications.

Research to determine the most appropriate and optimum design methodology, will

allow the selection of the most appropriate power combining and amplifier outcome

based on a given set of specifications, will initially be based on a combiner and am-

plifier technology comparison summarised in Fig. 3.1 (Part 1) and Fig. 3.2 (Part 2).

These figures use the research data from the technologies and techniques presented

in the previous chapter as starting point specifications, and FOMs, if available, in or-

der to provide a more comprehensive range and means of being able to compare the

different spatial combining technologies and techniques as an initial means of mak-

ing a technology selection for an initial input set of requirements for an SSPA design.

The varying horizontal shadings group the various technology types together as also

shown in Table 3.1. The magenta shadings are for specifications that are not currently

described in the literature or available. The brighter yellow shadings are estimates of

the technology specifications. The sky blue column headings are for Specification Pa-

rameters (SPs), with weightings applied following QFD, FMEA and service reliability

weightings. The darker red column headings are for FOMs. An initial comparison has

been made and discussed below.

From the initial power combiner / amplifier technology comparisons of Fig. 3.1 (Part

1) and Fig. 3.2 (Part 2) it can be seen that a monolithic level corporate [9] combining
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3.2 Design Methodology

technology approach currently provides the best overall technology option for a high

power SSPA used in a small satellite earth terminal, the results for this assessment

are given in Fig. 3.3 which provides a raw summation of normalised weighted SP re-

quirements obtained from Fig. 3.1 (Part 1) and Fig. 3.2 (Part 2). Other techniques that

show potential are Tray Waveguide (TE10) Spatial combining followed by Tray Coax-

ial (TEM) Spatial combining, with more discussion on this given later in this section.

Normalising the results will allow a comparison between normalised SPs and FOM,

presented later in this chapter. The method used for normalising a range between 0

and 1 is

Xnorm. =
X − Xmin.

Xmax. − Xmin.
, (3.1)

where Xnorm. = the normalised value for a particular technology, X = the SP or FOM

sum for a particular technology, Xmax. = the maximum SP or FOM value for the range of

technologies and Xmin. = the minimum SP or FOM value for the range of technologies.

Figure 3.3. Initial combining technology specification parameter comparison. Land fixed ser-

vice for a small satellite earth terminal. Refer to Table 3.1 to match combining tech-

nology with references. Note that the zero value for reference [54] is as a result of the

normalising process.

The comparative study includes the technologies that have been reviewed in Section 2.2

and compares them based on specific design parameters as well as establishing an
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Table 3.1. Combining technologies.
Combining Technology Class Reference

Corporate Monolithic [9]

Corporate Chip Corporate [7]

Corporate Hybrid Waveguide [5]

Tile Discrete Spatial [71]

Tile Chip Spatial [19]

Tile Monolithic Spatial (Transmission) Tile [24]

Tile Monolithic Spatial (Reflection) [72]

Tile Discrete Spatial Class-E [16]

Tray Coaxial Spatial [73, 38]

Tray Waveguide Spatial (TE10) [36]

Tray Hard Boundary Waveguide Tray [40]

Tray Alternate Mode Waveguide (TE20) [47]

2-D Planar TE Mode 2-D Planar [54]

2-D Planar TM Mode [57]

3-D Planar Chain Slotted Waveguide 3-D Planar [62]

Conical Waveguide Conical [64, 74]

overall and scalable FOM comparison, that has been considerably expanded, in terms

of specific design parameters and range and types of spatial combining technologies,

from that given by Gouker in Mortazawi et al [75] pp. 174, as a means of selecting a

particular appropriate technology and design strategy. In this research it is proposed to

provide a relatively simple to use and quick, more encompassing comparative FOM,

having $/W/kg/◦C/mm3/hr units, similar to the power density FOM quantity as

given in Navarro and Chang [3] and York and Popovic [20] pp 15.

As part of the proposed comparison careful consideration had to be given to how pa-

rameters between alternative technologies can be compared and how scalable, with

respect to frequency, an optimum design methodology can be. Part of the comparison

also considers the thermal performance of each technology and details, regarding the

thermal research aspects, are given in Section 3.4.5.

Other outcomes, forming part of the design methodology, are models that can be used

to compare various technologies, for example similar to the comparison between the

number of active elements used for corporate, chain and spatial combining versus com-

bining efficiencies as shown in Fig. 3.4, enabling selections relating to the best method-

ology to be easily made, by showing where the break points, in terms of trade-offs for
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3.2 Design Methodology

each of the potential methods are located. These models may be used to set particu-

lar specifications, for particular services, which will assist in narrowing the technology

choices, see for example Khan et al [76] Fig. 11.
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Figure 3.4. Corporate, spatial and chain combiner efficiency comparison. Combiner efficiency

comparison between corporate, spatial and chain combiners versus number of elements

with various combiner type losses indicated.

Another aspect that has been investigated as part of the design methodology, is the

conflict between the spatial combining benefits of using a larger number of efficient

low power active devices, Mink [13] Figs. 3 to 5, compared to using a smaller number of

higher power active devices. Currently obtaining high linearity, efficient lower power

devices is a limitation, as generally to obtain good linearity less efficient Class-A active

devices are required. For a large number of these less efficient devices then thermal

dissipation becomes a problem. Therefore recommendations relating to the minimum

number of usable devices with respect to thermal management requirements will need

to be taken into consideration.

To help with the decision process a number of decision analysis techniques, Meehan

and Purviance [77], are utilised. These techniques cover; risk, yield (Monte Carlo),

sensitivity, optimisation, design centering, Quality Function Deployment (QFD) and

Design For Six Sigma (DFSS). The sensitivity analysis will help to determine which

parameters can be optimised. In addition, the technique proposed by Antonsson [78]
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was considered. This technique is used to allow sets of designs, rather than a sin-

gle design, to be evaluated. This technique is termed the method of imprecision and

uses the mathematics of fuzzy sets, as shown in Fig. 3.5, to represent imprecision as

preferences between both the functional requirements and the design preferences of a

design. An example fuzzy inference control surface for the selection between a cor-

porate and spatial combiner, based on frequency and output power requirements, is

shown in Fig. 3.6.

Figure 3.5. Typical rule based fuzzy system.

Figure 3.6. Fuzzy inference system control surface. Combiner type (by number of elements)

versus power and frequency. Less than ≈ 16 elements ≡ corporate combiner and greater

than ≈ 16 elements ≡ spatial combiner.
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Parameter requirement weightings can also be determined by the combination of a

QFD, Akao et al [79] analysis as shown in Fig. 3.7, reflecting customer expectations and

Failure Mode Effects Analysis (FMEA) AIAG [80] from the manufacturing perspective

as well as particular service requirements that can be derived from reliability predic-

tion methods, Telcordia [81].

Figure 3.7. Quality function deployment.

These techniques were incorporated within the design methodology as they allow for

consideration of other less tangible factors beyond hard specifications. For example,

other less tangible factors affecting the design methodology are requirements such as

the geographic region where the amplifier will used, company design philosophy, for

example deliver first to market then re-design with cost-down loops versus best pa-

rameter/manufacturability design that is delivered later to market without cost-down

loops. Other factors include, market, application or regulatory specific requirements

and customer relationships. The methodology based on service requirements and per-

formance parameters illustrated through a flowchart as given in Fig. 3.8. The different

coloured blocks shown within the flowchart are; (i) the yellow block where the detailed

design takes place but it is subject to varying inputs that are combined via the circular
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block, (ii) the cyan block which impacts both the detailed design and the decision pro-

cess leading to the technology selection prior to the detailed design. This continues to

occur throughout the detailed design process and (iii) the green end block where the

detailed design process concludes following successful meeting of all specification that

also include the less tangible specification and the technology selection.

Figure 3.8. Design methodology flowchart. Proposed design methodology flowchart.
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3.3 New Concepts

An example SSPA is proposed in the Section 3.3 as a means of testing the proposed de-

sign methodology approach. The proposed SSPA considers a range of different tech-

niques, with the potential for a higher power output outcome, whose combination

have not been previously seen in the literature.

3.3 New Concepts

The objectives for the proposed design methodology validation are to provide the fol-

lowing outcomes:

1. Use higher power Class-A MESFET IMFETS, implying good spectral purity but

reduced PAE. This would suggest that low loss waveguide be used as the spatial com-

bining structure with the benefits of being able to handle higher output power and also

providing a suitable thermal management and mechanical mounting platform.

2. Determine if the waveguide / electro-magnetic configuration is suitable for spatial

combining and able to achieve the output power requirement at the operating fre-

quency,

3. Determine if the electro-magnetic configuration can be managed and optimised

thermally,

4. Optimise the mechanical configuration for best electro-magnetic / thermal / DC

electrical performance (biasing),

5. Develop high RF power handling, low loss transitions from waveguide to the active

devices used in the new waveguide spatial combining configuration,

6. Determine the power handling capability for any EBGS, used within the input and

output waveguides to modify the E-field, in order to obtain appropriate field illumina-

tion of the transitions / active devices used and

7. Investigating and resolving practical implementation issues such as DC biasing and

manufacturability issues for the combining method proposed.

Validation of this research will be by the use of the new design methodology to select

the most suitable technology, design process and present results for an example SSPA

having the target specifications, as given in Table 3.2, selected from one of the follow-

ing important satellite communication bands. The example will be consider a C-Band

SSPA.
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Table 3.2. Proposed research target specifications.
Target Specification Units C-Band Ku-Band

Service type Fixed earth Fixed earth

Frequency range GHz 5.850 6.725 14.0 14.5

Output power Watts 300+ 100+

Gain dB 8 9 4 5

Size (L x W x H) mm 150 x 90 x 50 150 x 90 x 50

Cost US $ <$3,000 <$3,000

Figure 3.9 presents a possible concept for a 6-way hexagonal IMFET combiner, which

is similar to a coaxial tray spatial combiner but has the active devices mounted to the

outer walls of the waveguide structure to assist with thermal management of the high

power IMFETs. Simulations would be required to determine if the TEM mode to the

active device transitions would be viable.

Figure 3.9. Concept for a hexagonal 6-way IMFET combiner.

Another proposed mounting arrangement, shown in Fig. 3.10, has the active devices

mounted to the external walls of a more conventional rectangular waveguide structure,

thus allowing the devices to be in intimate contact with easily accessible heatsinks.

Again simulations would be required to determine if the TE mode to the active device

transitions would be viable.

Fig. 3.11 shows some potential combining concepts for transitions from multi-ridge

waveguide to standard IMFET’s mounted around waveguide walls. The assembly
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Figure 3.10. Proposed standard waveguide thermal mounting configuration.

shown in Fig. 3.11 (b) shows DC isolated ridge waveguide to microstrip transitions,

enabling DC bias to be applied to the gate and drains of the IMFETs. This technique

has been employed by Izadian [82, 83] with further investigation required, particularly

for high RF power operation.

3.4 Considerations For New Concepts

For the proposed device mounting, the electromagnetic performance of the combining

structure will require investigation with the outcome being an optimised electromag-

netic solution. A thermal comparison between the various combining technologies also

needs to be undertaken to ensure that any new active device mechanical mounting ar-

rangement will improve the thermal management while maintaining the benefits of a

spatial combining approach. A global coupled electromagnetic-electrical-thermal sim-

ulation and experimental validation has been performed on a spatial combining MMIC
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(a)

(b)

Figure 3.11. Proposed concept for combining 4 internally matched high power C-Band MES-

FETs. Concept of combining 4 internally matched high power MESFETs within a

standard WR137 C-Band waveguide that is modified with symmetric double ridge

transitions (a) and Concept of combining 2 internally matched high power MESFET’s

within a standard WR137 C-Band waveguide that is modified with symmetric double

ridge transitions. Also shown is a means for FET biasing (b).
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array by Batty et al [84, 85]. Further information about simulating electromagnetic-

electrical-thermal performance is provided by Ansoft [86]. Nonetheless, further dis-

cussion regarding this part is beyond the scope of the current research.

From the review and technology comparisons, undertaken so far, further research is

required to determine which approaches would contribute to improved overall SSPA

performance. The newly proposed mechanical / thermal configuration needs to be

evaluated to determine if it provides the required electromagnetic performance. If this

is the case then this thermal / electromagnetic configuration needs to be optimised.

Other areas of investigation relate to the use of high power IMFET’s, to see if they can

be used in the manner shown in Fig. 3.10. This will require research in the following

areas:

1. Modeling, simulation and optimisation of the electromagnetic performance for the

new mechanical / thermal configuration.

2. Determination of the output power that can be achieved using multiple IMFET’s.

3. Modelling to determine the best type of transition between the waveguide structure

and active devices in order to achieve low insertion loss and highest RF power han-

dling capability thus providing the best combining efficiency at maximum RF output

power. Types of transitions to be investigated include multi-ridged waveguide transi-

tions and also evanescent mode transitions with both types of transitions allowing for

the provision of DC biasing to the active devices.

4. For multiple active devices and transitions, the need for E-field modification within

the waveguide, using either alternative waveguide modes of operation or electromag-

netic band-gap structures will need to be investigated and optimised. The most opti-

mum configurations and their RF power handling capacities need to be determined.

Some analysis of power handling capacity related to Micro Electro-Mechanical Sys-

tem (MEMS) devices has been conducted by Schoenlinner et al [87] and may be relevant

here.

Further investigations, beyond GaAs MESFET IMFETs to Wide Band-Gap (WBG) Gal-

liun Nitride (GaN) technology devices, that operate at higher DC voltages, Kameche

and Drozdovski [88], and at higher junction temperatures, are required with assess-

ments made to the impact on power supply and thermal management requirements.
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3.4.1 Electro-magnetic Considerations - Alternative Waveguide Modes

Following the thermal analysis, on the newly proposed mechanical / thermal config-

uration that has the active devices mounted to the walls of the waveguide combining

structure, alternative waveguide modes might be used to propagate high power RF

signals within these waveguide structures and have suitable transitions to and from

the active devices. Some of the issues that arise and need to be investigated include:

• Suitable waveguide dimensions contributing to

• Alternative modes excitation or suppression.

• The types of suitable transitions required for input and outputs. They may not

necessarily be the same.

• Management of higher losses, and what are they, for alternative modes.

• RF Power handling associated with higher waveguide modes.

• Suitability the structure be easily manufactured and its’ cost.

Shown in Fig. 3.12 (a) is the E-Field pattern for square waveguide propagating the TE11

mode superimposed with 2 off active devices, mounted to each of the waveguide walls.

This may be a suitable mode to use. Also shown in Fig. 3.12 (b) is the loss performance

versus waveguide size comparison. From this it can be seen that higher order modes

propagate at higher losses so that this needs to be considered in the overall combining

efficiency calculations. Note that Fig. 3.12 (b) is for circular waveguide with

α =
α

[

f Rm
Z0

] , (3.2)

D = D/λ. (3.3)

where α is the normalised waveguide attenuation co-efficient with α the waveguie at-

tenuation co-efficient in units of [Np/s], f is frequency, Rm is the waveguide surface

resistance, Z0 is the free space impedance, and D is the normalised circular waveguide

diameter and λ is the wavelength.
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(a) (b)

Figure 3.12. TE11 square waveguide. Square waveguide TE11 E-field pattern and normalized

modal cutoff frequencies, from Lee et al [89] (a) and relative attenuation for different

TE modes in circular waveguide versus normalised waveguide diameters, from Tantawi

et al [90] (b).

The majority of high power microwave SSPA’s operate using standard TE mode rect-

angular waveguide so mode converters that convert from and to standard TE mode

waveguide may be required. A potential mode converter, from standard mode to alter-

nate mode, is shown in Fig. 3.13. Research will be required to determine the optimum

mode to be used and how to design a suitable mode converter.

Corrugated Waveguide ”E-guide”

Tall waveguide, where the rectangular waveguide height has been increased, provides

lower loss but allows for the propagation of higher order unwanted modes. In order to

reduce or eliminate these spurious modes then tall waveguide formed by using corru-

gations can be employed. This has been termed corrugated ”E” waveguide, Dybdal et

al [92]. Having a more even E-field across the waveguide is beneficial for spatial com-

bining, as detailed in Sections 2.2.5 to 2.2.5 with more details relating to corrugated
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(a) (b)

Figure 3.13. Waveguide structure mode converter. Irregular scattering waveguide structure

mode converter (a) and parameters that can be optimised to achieve the complete

field transformation (b) from Yang et al [91].

waveguide given in Section 2.3.3. The suitability and application of this type of struc-

ture to waveguide confined spatial combining / amplifiers needs to be investigated.

Figure 3.14. Corrugated waveguide ”E-guide”. Section of ”E-Guide”, from Dybdal et al [92].
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3.4.2 Transitions

In order to allow active devices to be mounted within a waveguide structure, to al-

low for spatial combining, efficient transitions are required that are low loss and can

handle high RF powers, thus maximising output powers and improving spatial com-

bining efficiency. Transition design also needs to allow for DC bias to be applied to

active devices. Having multiple active devices mounted around the interior walls of

the waveguide structure and potentially modifying the E-field within the waveguide

to be uniform using corrugations or otherfield modification structures, will provide the

maximum benefit from the spatial combining technique. Appropriate transitions for

this type of waveguide structure will need to be available. This means that transitions

that meet these requirements need to be researched.

Another transition that needs consideration is the evanescent mode transition of Bharj

and Mak [93]. This uses evanescent waveguide to transition from microstrip to waveg-

uide and may provide an easy DC biasing option, as the microstrip is DC isolated from

the remaining waveguide, however loss and high RF power capability needs to be de-

termined.

3.4.3 Symmetric Ridge and Double Ridge Waveguide

Symmetric double ridge waveguide, Jull et al [94], is a potential waveguide structure

to transition between standard rectangular waveguide and multiple active devices

mounted within the waveguide on the waveguide walls. This type of waveguide is

also attractive because in the ridge region the E-field is uniform and for multiple ac-

tive devices that are spatially combined this means that soft saturation can be avoided.

Further research is required to determine the viability of using this waveguide struc-

ture for spatial combining. Symmetric double ridge waveguide may be a sub-set of

the more general ”E-Guide” with a combination of the two being a suitable low loss

alternative mode transition combiner.

Other alternatives for providing a uniform E-field within a waveguide structure have

been proposed by Chen [95] with ridge waveguide being a simple way to do this in

terms of manufacturing. This technique may also be suitable for double symmetric

ridge waveguide.
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(a) (b)

Figure 3.15. Symmetric double ridge waveguide. (a) Symmetric double ridge waveguide domi-

nant mode cutoff wavelength for b/a=1/2 and t/a=1/8 and (b) relative electric field

strength versus ridge position along the y = 0 plane for dominant mode propagation

with b/a=1/2, t/a=1/8, and h/a=1/32, from Jull et al [94].

3.4.4 DC Biasing

In terms of implementation, practical issues will need to be resolved including the

provision of DC biasing to active devices within any advanced waveguide structures,

particularly at high RF powers, and overall assembly techniques to allow for low

cost manufacturing, potentially in high volumes, will need to be addressed. From an

electro-magnetic perspective these practical solutions must not generate any unwanted

waveguide modes that could reduce overall amplifier performance.

Electro-magnetic Simulations

In order to determine and compare the electro-magnetic performance of the proposed

waveguide structures including multi-ridge waveguide, different modes, corrugations,
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Figure 3.16. Waveguide options for obtaining uniform E-field distributions. Different waveg-

uide options for obtaining uniform E-fields inside a waveguide structure, from Chen [95].

EBG structures and transitions then these will need to be modeled, simulated and op-

timised. A suitable electro-magnetic software simulation package will be required for

this, for example Ansoft High Frequency Structure Simulator (HFSS) and / or Com-

puter Simulation Technology (CST) Microwave Studio.

3.4.5 Thermal Considerations

Although the optimum thermal design and performance of an amplifier can be con-

sidered as part of the overall design methodology here it is considered separately.

Thermal analyses have been performed on a number of spatial power combining tech-

niques such as: (i) tile array, Kolias and Compton [23], (ii) tile grid Thelander et al [96],

(ii) rectangular waveguide tray, York [33] and (iv) coaxial tray, York et al [39], as shown

in Fig. 3.17. No detailed analysis has been presented comparing all types of spatial

combining in the literature. So a thermal comparison between all of the types of spa-

tial combining, including the method proposed in this proposal, would be useful. This

aspect will be considered when investigating the development of a FOM that allows
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the comparison for the different power combining techniques. To determine if the pro-

posed thermal management techniques are viable, various simulations will be needed.

They are discussed briefly in the following section.

(a) (b)

(c) (d)

Figure 3.17. Thermal simulation for a Ka-Band tile grid amplifier. Cut-away view of the

geometry for simulations of the conduction performance of a tile array mounted on an

AlN carrier, from Kolias and Compton [23] (a), 3D finite element thermal model for

Ka-Band tile grid amplifier Beta Unit at 10W output, from Thelander et al [96] (b),

”Tanner” simulation results for standard rectangular waveguide tray amplifier using 24

off copper carriers each with 4 off 5 watt MMICs per tray, from Cheng et al [34] (c)

and Simulation results from ”Ideas” thermal simulator for a copper carrier coaxial tray

amplifier with 2 off 10 Watt MMICs per tray, from York et al [39] (d).

Thermal Simulations

To thermally compare existing amplifier combining technology performance with the

proposed approaches indicated here, appropriate simulation software will be used.
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Initial simple comparisons will be made using standard thermal equations, however

more complex thermal / electromagnetic comparisons and optimisations will require

the use of a thermal / electromagnetic software simulation package, for example An-

soft ePhysics [86], as these packages allow for the simulation of the thermal coupled

with the electromagnetic performance.

3.5 New Concept Validation From Recent Research Out-

comes

Recently Than et al [97, 98] have demonstrated a 600 W C-Band amplifier using spa-

tially combined 45 W IMFETs, Figs. 3.18 and 3.19 . The transitions indicated differ

from what has been proposed here. Higher power would be possible by the use of

60 W IMFETs, [7] , or possibly higher using higher power GaN devices, however the

transitions and thermal management would need to be carefully considered. Note that

the proposed design methodology, technology approaches and implementations will

allow for newer higher power GaAs IMFET’s as well as high drain voltage and higher

temperature GaN and SiC higher power IMFET’s.

3.6 Summary

From the review and comparison, and following the subsequent discussions provided

in this chapter, there is scope for contributions relating to microwave power amplifier

combining techniques in the areas of:

1. Optimum power combining design methodology, including both technology selec-

tion and detailed design, for a given type of service with specific parameter require-

ments,

2. Maintaining or improving on existing performance specifications like power output,

frequency, bandwidth, gain, power added efficiency, cost and manufacturability, for

the proposed new concept structure while providing suitable thermal management of

different types of spatial/power combining technologies,

3. Application of the best thermal management technique for spatial combining and

developing new and improved waveguide structures that allow for the use of this op-

timum thermal management approach while also providing optimum electrical and

electro-magnetic performance,
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Figure 3.18. Spatially combined C-Band 2 card deck amplifier expanded assembly. From

Than et al [97].

Figure 3.19. Spatially combined C-Band 2 card deck amplifier assembly. From Than et al [97].
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4. Investigation of waveguide to active device transition structures that allow for

higher power handling and low insertion loss thus improving output power capability

as well as enhancing combining efficiencies,

5. Use as required of waveguide field distribution, either by using different modes,

EBG structures, the use of corrugated waveguide or a combination of these that are

also able to handle high RF powers for the benefit of improving spatial combining

efficiency and

6. Determining methods that allow for the practical implementation of DC biasing and

low cost manufacture of these newly proposed / developed SSPA’s.

The approach proposed for this research, in terms of determining an overall design

methodology, that uses the comparison of available technologies, along with specific

technology approach areas, from proposed overall target specifications, can be justified

as an acceptable approach by reference to the methods employed by Kahn et at [76]

and [99].

In the following section some preliminary research associated with the design method-

ology, i.e. a comparison of the available technologies, will be presented as well as some

background into the proposed design methodology.

3.7 A New Figure of Merit Methodology for Power Am-

plifier Combining Technologies

3.7.1 Introduction

There is a continuing need, in both the commercial and defense markets, for SSPAs that

can deliver high output power and high efficiency while operating at high frequencies

with reduced size and area, all at low cost. There is a need to investigate and determine

which power combining techniques or architectures can be used to achieve this within

a given number of constraints Shellenberg; Bhat et al [100, 101].

The goal of this section is to demonstrate how to select an appropriate SSPA technol-

ogy that can deliver a required outcome based on a customer’s service and perfor-

mance requirements. This forms part of the overall SSPA technology selection and de-

sign methodology with the aim of delivering an outcome using the most appropriate
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technology by making decisions from both tangible requirements, for example per-

formance specifications, and less tangible requirements such as graceful degradation,

time to market or ease of use. The tangible requirement selections will be made by de-

veloping and building on available or new FOMs, with technology selections including

more recent spatial combining technologies applied to SSPAs. Tangible and less tangi-

ble selections will be made using a fuzzy logic approach followed by modern statistical

and optimisation design and manufacturing methods, for example Monte Carlo, Sim-

ulated Annealing and DFSS, Shina [102], that will then be employed to complete the

detailed design. Reliability prediction will be made using the Telcordia method, Tel-

cordia [81].

The structure of this section includes an overview of the different types of services,

performance requirements and priority compromises that need to be considered be-

fore deciding on a power combining technology, as presented in Section 3.7.2. A range

of suitable FOMs is presented in Section 3.7.3, followed by a review of amplifier pa-

rameters and weightings to be used as part of the technology selection process in Sec-

tion 3.7.4. Available SSPA combining technologies are briefly reviewed in Section 3.7.5.

This will provide the starting point for the selection of the most appropriate technology

for any particular service requirement. Having provided, and analysed a comparison

of technologies, then the design methodology will be proposed in Section 3.7.6, that is

intended to formalise, from early conceptual requirements, the optimum technology

that is appropriate to the SSPA design. Section 3.7.7 provides a combiner technology

case study followed by a summary.

3.7.2 Types of Service

SSPAs are required for a wide range of services with varying requirements and prior-

ities for particular performance parameters. This means that particular performance

parameters for one type of service can have a different importance placed on it in an-

other service. This change in importance can significantly affect the design outcome.

The type of technology that is most appropriate to a particular type of service will

benefit from an optimisation process that includes, from the start, both the service re-

quirements and the performance requirements, ITU [103]. Such a process allows a

greater range of possibilities when a compromise is required. The types of services

that are being considered are: Land Fixed (terrestrial and satellite earth station), Land

Mobile (cell phone, vehicular and mobile earth stations terminals), Naval (mobile),
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Air (mobile) and Space based (satellites and spacecraft) services. Different services

impose different requirements on aspects such as frequency, weight, size, power, en-

vironmental factors and reliability. Additional constraints are imposed by regulation,

time to market and cost. All of the above require compromises that a more inclusive

optimisation can improve. A service level requirements priority analysis is conducted,

combined with the parameter weightings assessed for both commercial and defense

markets, and is presented in Section 3.7.6.

3.7.3 Figures of Merit

In order to be able to make a more meaningful comparison between power combining

technologies, a combination of suitable FOMs is proposed. Several different FOMs,

useful for comparing SSPA performance, have been considered from the literature and

are presented in Table 3.3, from active device comparisons through to system compar-

ison levels.

The aim of this work is to select the most suitable combining technology by determin-

ing the maximum of the sum of the FOMs, after the parameter weightings of Table 3.4

have been applied, compared to a straight sum of weighted specification parameters

FOMmax = ∑
i

Wi · FOMi, (proposed), (3.15)

SPmax = ∑
j

Wj · SPj, (straight sum o f weighted SPs), (3.16)

where FOMi = FOM of the ith parameter from Table 3.3, SPj = jth specification param-

eter and Wi,j = i, jth weightings from Table 3.4, respectively.

3.7.4 Amplifier Parameters and Weightings

The specification parameters listed in Table 3.4, cover the majority of parameters needed

to describe an SSPA. These parameters will be used for initial technology comparisons.

The specification parameter weightings in Table 3.4 (weighting columns) are deter-

mined by the combination of a QFD, Akao et al [79] analysis and FMEA AIAG [80]

for the particular service requirements of Section 3.7.2. An example of service versus

parameter weightings for some selected parameters is given in Table 3.6.
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Table 3.3. Combining technology FOMs.
Figure of Merit Equation Equ. Ref. Reference

Power State Of PSOA =
( f 3 · P2

out)
(4 · 105)

(3.4) [104]

the Art (PSOA) f = frequency (GHz),

Pout = output power (W)

PAE PAE = Pout−Pin
PDC

(3.5)

PAE - Corporate7 CPAE = PAE (LicGLoc−1)
(Lic(G−1))

(3.6)

where: αic = I/P comb.8loss / stage,

Lic = α
log 2(Nc)
ic = I/P comb. loss,

Loc = α
log 2(Nc)
oc = O/P comb. loss, [105]

αoc = O/P combiner loss / stage

G = Gain, Nc = No. of comb. stages

PAE - Spatial SPAE = PAE (LisGLos−1)
(Lis(G−1))

(3.7)

where: G = Gain,

Lis = I/P combiner loss,

Los = O/P combiner loss,

Device O/P 3rd order- OIP3d = Pout/tone+
3IMD

2 (3.8)

intercept-point where: 3IMD = 3rd-order-

intermodulation-distortion

Linearity - combined OIP3c = Nc · Lc · OIP3d (3.9) [38]

where: Lc = comb. in or out loss

Linearity - alternative LFOM =
OIP3d, or c

PDC
(3.10) [106]

Device Spurious Free SFDRd =
[

OIP3d

(FGkBT0∆ f )

]2/3
(3.11)

Dynamic Range where: F = noise factor, G = gain,

(SFDR) kB = Boltzman’s constant, [38]

T0 = ambient temperature,

∆ f = instantaneous bandwidth

SFDR - combined SFDRc = Nc
2/3SFDRd (3.12)

Cost ($/element)/(Watt∗component count) (3.13)

= ($/N)/(W ∗ CC)

Reliability - Steady-state λPC = πE ∑
n
i NiλSSi

(3.14)

(Parts Count failure rate where: πE = unit Environment Factor, [81]

- λPC - Failures in Ni = quantity of each type of device,

109 hours (FITs)) λSSi
= mean device steady-state failure

rate prediction

7Ideal combiner, no amplitude or phase imbalance. 8comb. = combiner.
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Table 3.4. SSPA specification parameters, FOMs and weightings.
Main Specification Secondary Specification Weightings
Parameter9 Parameter SP FOM
Frequency Highest Frequency 5.26 4.8
(3.4) Bandwidth 3.45 *
RF Power P1dB at centre frequency 3.45 4.8
(3.4), (3.5), (3.6), Psaturation * *
Gain Small signal 2.56 *

Slope 2.04 *
Ripple 2.04 *

Return Loss Input 2.04 *
Output 2.56 *

Linearity AM/PM 2.56 *
(3.8), (3.9), (3.10), Group Delay 1.69 *
(3.11), (3.12) Spur / harmonics 2.04 *

IMDs (OIP3) 2.56 3.9
Noise Figure 2.04 *
Spurious Free Dynamic Range 2.56 3.9
Phase Noise * *

Response time Rise * *
Fall * *
Pulse overshoot * *
Pulse droop * *
Ringing/settling * *

Mode Coaxial * *
Waveguide * *
Planar * *

DC power Power (PDC) 1.69 *
Voltage * *
Current * *

Power-Added- Device 1.69 *
Efficiency (PAE) Corporate combining * 5.9
(3.5), (3.6), (3.7) Spatial combining * 5.9

Number of stages * *
Conducted and Emissions * *
Radiated Susceptibility * *
Size Dimensions 1.69 *

Mass 1.69 *
Reliability Number of components 1.69 1.69
(3.14) MTTF (FITs) 1.69 1.69

Maintenance * *
Vibration Vibration * *
and Shock Shock * *
Thermal Temperature minimum 1.69 *

Temperature maximum 1.69 *
Device junction temperature 2.56 *
Heatsink type (CV, CD, FA, WC)10 (3.45, 5.26, 2.56, 2.04) *

Humidity Relative (%) * *
Altitude Air Vbreakdown * *
Space Multipaction * *
Sealing Ingress Protection rating * *

Corrosion Resistance * *
Cost (3.13) $ 39 *
Commercial Manufacturability * *

Time to Market * *
Volume * *
Ease of use * *
Graceful degradation 2.56 *

9
FOM as defined in Table 3.3. 10CV=convection, CD=conduction, FA=forced air, WC=water cooled. ∗Not yet considered.
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Table 3.5. Combining technologies.
Combining Technology Class Reference

Corporate Monolithic [9]

Corporate Chip Corporate [7]

Corporate Hybrid Waveguide [5],

Tile Discrete Spatial [71]

Tile Chip Spatial [19]

Tile Monolithic Spatial (Transmission) Tile [24]

Tile Monolithic Spatial (Reflection) [72]

Tile Discrete Spatial Class-E [16]

Tray Coaxial Spatial [73, 38]

Tray Waveguide Spatial (TE10) [36]

Tray Hard Boundary Waveguide Tray [40]

Tray Alternate Mode Waveguide (TE20) [47]

2-D Planar TE Mode 2-D Planar [54]

2-D Planar TM Mode [57]

3-D Planar Chain Slotted Waveguide 3-D Planar [62]

Conical Waveguide Conical [64, 74]

3.7.5 Combining Technologies

The combining technologies to be compared have been drawn from the available lit-

erature, Triquint, Toshiba, Codan, Kim et al, Ortiz et al, Deckman et al, Cheung et al,

Pajic and Popovic, Courtney et al, Wavestream, Belaid and Wu, Belaid et al, Hicks et

al, Perkons et al, Jiang et al, Quine et al, and Beyers and de Villiers [9, 7, 5, 71, 19, 24,

72, 16, 73, 36, 40, 47, 54, 57, 62, 64, 74], and cover more established combining tech-

nologies, e.g. corporate and serial combining, as well as more recent techniques and

technologies like spatial tile and tray combining and various hybrids of both. Recent

applications for spatial combining are at much higher frequencies using monolithic

chips, although enhancements of other methods continue as applications arise. The

combining technologies that will be compared are listed in Table 3.5. In the following

comparison some demonstration technologies are also included as reference points. If

a particular parameter from Table 3.5 is not available for a particular technology, then a

typical worst case weighting value is assigned based on parameters from Walker [107].

3.7.6 Proposed Selection Methodology

The proposed design methodology is shown in Fig. 3.20, with fuzzy sets, Passino and

Yurkovich [108], used to formalise the early service level requirements and when these
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are used with appropriate FOMs from Section 3.7.3, the fuzzy set outcomes will deter-

mine the technology parameters that will be most suited to optimisation. Table 3.6

shows the importance of various service parameter requirements following a QFD

analysis, based on a commercial customer case study.

USE FOM’s / 
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SELECT 

TECHNOLOGY 
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PARAMETERS TO 
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Figure 3.20. Proposed design methodology flowchart.
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Table 3.6. Service versus parameter requirement examples.

Service Parameter11

type MTTF $/W PAE Mass Corrosion

Resistance

Land Fixed 7 7 6 1 2

Land mobile 3 9 8 8 3

Naval (mobile) 7 3 2 1 8

Air (mobile) 9 2 6 8 1

Space 9 1 7 9 1

111 = least important, 9 = most important.

Modern statistical and optimisation design and manufacturing methods, for example

Monte Carlo, Simulated Annealing and DFSS, will then be used as part of the detailed

design, followed by reliability predictions using the Telcordia method, [81].

3.7.7 Combiner Technology Case Study

Having identified technologies and appropriate SSPA performance parameters, shown

in Figs. 3.1 (Part 1) and 3.2 (Part 2), an initial technology comparison is performed with

the results presented in Fig. 3.21. The blue columns of Fig. 3.21 show the sum of nor-

malised weighted SPs, with both SPs and SP weightings given in the SP weightings

column of Table 3.4, being weightings that are appropriate for a small satellite earth

terminal SSPA. This shows that for these initial SPs, a Monolithic Level Corporate [9]

combining approach would provide the best outcome for a small satellite earth termi-

nal design. A FOM based comparison is now performed using the FOMs approach of

Section 3.7.3. For the FOM based approach the red columns of Fig. 3.21 show the com-

parison for the sum of normalised weighted FOMs, with FOMs from Table 3.3 using

equations (3.4), (3.6), (3.10 incorporating 3.8), (3.10 incorporating 3.9), (3.12), and (3.14)

and with FOM weightings from Table 3.4 (FOM weightings column). This alternative

comparison now suggests that a Tile Monolithic Spatial (Transmission) combining ap-

proach [24] would be a more suitable approach. To be able to validate these outcomes a

detailed design followed by a prototype build and test for each type of solution would

be the ultimate, however tracking research, as indicated in Section 3.5, or market trends

may be a less costly but longer approach.
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Figure 3.21. Comparison of combiner type versus SPmax and FOMmax. Comparison of combiner

type versus SPmax, (3.16), and FOMmax, (3.15), for a small satellite earth station

SSPA. The y-axis represents the normalised SP or FOM. Refer to Table 3.5 to match

combining technology with references. Note that the zero value for reference [54] is

as a result of the normalising process.

FOMs need to be carefully chosen, so the development of meaningful FOMs is a major

proportion of the current work and future work will determine the most suitable com-

bination of FOMs to be used as part of the design methodology approach for selecting

the most appropriate technology suited to a particular service requirement. Compar-

isons at this stage cover separate monolithic, chip and module level designs but a com-

bination of these approaches may also provide the best solution for an overall design.

3.7.8 Summary

This section has presented an initial comparison of SSPA combining technologies based

on already developed and well accepted FOMs. In addition, it has proposed a design

methodology that considers the balance of service requirements and performance pa-

rameters. Based on this method, as demonstrated, an appropriate technology to meet

these requirements can be selected. The work forms part of an initial study into an

SSPA design methodology with future directions to consider aspects such as thermal
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and Electro-Magnetic Compatibility (EMC) performance, further assisting in determin-

ing the best SSPA combining technology outcome.

3.8 Conclusion

This chapter has presented concepts for research into an SSPA that uses spatial power

combining, existing high power IMFET devices, field modification techniques for waveg-

uide and waveguide mode matching with associated transitions that allow for active

device DC biasing at high RF power levels. Simulation will be required to determine

the electro-magnetic and thermal trade-off for this to occur. Also presented is a design

methodology that considers both hard design specifications an also less tangible speci-

fications with the aim of being able to select an appropriate design technology. As part

of this design methodology an example case study is presented.

In the following chapter behavioral modelling of RF PA devices is introduced and

starts with existing memoryless and quasi-memoryless models and reviews and im-

proves on them to allow for fast RF PA device selection.
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Chapter 4

Behavioural Modelling of
SSPAs

S
EVERAL well-known simple behavioural models for SSPA de-

vices are reviewed and compared. This chapter proposes an im-

provement to White et al’s AM/AM model and discusses its use

of Rapp’s AM/AM model. Furthermore AM/PM device modelling is dis-

cussed, with an improvement to Honkanen and Haggman’s phase shift

addition to Rapp’s AM/AM model proposed, thus allowing phase shifts

greater than zero degrees to be considered. Finally a review of several

model’s performances beyond available data and into the saturation region

is presented. These simple model improvements and additions, combined

with the extension of the modelling into the saturation region, thus allow

for faster and more accurate system level evaluation, and enable better, cru-

cial output device selections to be made.

This chapter also provides a method for obtaining a time domain be-

havioural model of a power amplifier from component manufacturer’s

data, enabling fast system level comparisons of various power amplifier

designs. The method uses a physics based approach for determining the

model’s memory effects with respect to input and output matching net-

works, bias networks and temperature dependent memory effects. Exten-

sions to allow increased accuracy via further component testing are also

considered.
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4.1 Accuracy Improvements for SSPA Device Behavioural

Modelling

4.1.1 Introduction

In order to quickly compare the suitability of different RF power amplifier (RF PA)

devices, a system level evaluation needs to be performed. Typically RF PA devices

are the primary source of nonlinearities in multicarrier systems, so selecting the right

device is crucial. To quickly compare RF PA devices within a system, accurate and

simple behavioural models are needed. Obtaining an RF PA device behavioural model

requires either custom testing, which can be very time consuming, or by extraction

of data from manufacturer’s datasheets. However, information from datasheets may

not always provide enough information or data for applications where an RF PA de-

vice will be used, for example when an RF PA device is used deep into saturation,

associated with modern digital modulation schemes, the Peak to Average Power Ra-

tio (PAPR) can range from 3 to 10 dB. Therefore a model that accurately predicts the

performance of an RF PA device, over its full range of operating conditions, using

parameters extracted from manufacturer’s limited data, is highly desirable. Several

behavioural models commonly adopted in the literature are reviewed in Section 4.1.2.

In Section 4.1.3 a comparison between these models is provided, showing their appli-

cability as suitable system behavioural models, when parameters are extracted from

manufacturer’s limited data is presented. Device modelling in the saturation region is

presented in Section 4.1.4, followed by an AM/AM and AM/PM modelling discussion

in Section 4.1.5. These are then followed by a summary and discussion in Section 4.1.6.

4.1.2 Review of Existing Behavioural Models

Saleh [109] presented a Traveling Wave Tube Amplifier (TWTA) model that does not

model SSPAs well. Ghorbani and Sheikhan [110] proposed an SSPA model with both

Saleh and Ghorbani & Sheikhan models including AM/AM and AM/PM terms. Rapp [111]

proposed another SSPA model providing a better saturation performance but only for

AM/AM. This model assumes AM/PM conversion is small enough to be neglected.

Honkanen and Haggman [112] provided an AM/PM expression for the Rapp model.

White et al [113] presented an improved accuracy model when compared to Saleh [109],
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Ghorbani [110], and Rapp [111]. An improved accuracy model for an Laterally Dif-

fused Metal Oxide Semiconductor (LDMOS) based SSPA was proposed by O’Droma et

al [114, 115]. A summary of these models is given in Table 4.1.

4.1.3 Existing Model Improvements

White et al’s [113] original AM/AM equation is presented in Table 4.1, with AWhite(r)

being the output amplitude and r the normalised input amplitude. Coefficients a and

b determine the saturation level and small signal gain respectively while parameters c

and d adjust the shape in the SSPA operating region.

Attempts at reproducing White et al’s [113] results, using this equation gives the results

shown in Fig. 4.1.
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Figure 4.1. White et al versus Rapp, Saleh and Ghorbani and Sheikhan’s AM/AM models.

Reploting of White et al’s Fig 1b using AWhite(r) as given in that paper. Curve fit

of models showing the AM/AM normalised output voltage errors in comparison with

measured data dynamic range only.
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Table 4.1. Simple behavioural models for RF power amplifiers.

Model AM/AM AM/PM

r = input voltage,

A(r) = output voltage φ(r) = output phase

Saleh, 1981,

[109]
ASaleh(r) =

αarηa

(1+βarγa )νa − ǫa =
αar

1+βar2
φSaleh(r) =

αφr
ηφ

(1+βφr
γφ)

νφ − ǫφ =
αφr

1+βφr2

αa is an Amplitude Fitting Parameter

(AFP), βa is an AFP, ηa = 1, γa = 2, νa

= 1, ǫa = 0

αφ is a Phase Fitting Parameter (PFP),

βφ is a PFP, ηφ = 1, γφ = 2, νφ = 1, ǫφ =

0

Ghorbani

and

Sheikan [110]

AGhorbani(r) =
x1rx2

1+x3rx2 + x4r AGhorbani(r) =
y1ry2

1+y3ry2 + y4r

x1, x2, x3, x4 are AFPs y1, y2, y3, y4 are PFPs

Rapp [111],

AM/AM,

with Honka-

nen and

Hag-

gman [112],

AM/PM

ARapp(r) =
gr

[

1+( gr
L )

2s
]1/2s φHH(r) =

bφHH

1+e
−cφHH (r−aφHH ) · 1

p1r+p2

L is the Saturation Limit Level (SLL),

g is the Small Signal Gain (SSG), s is

the sharpness parameter

aφHH is the input turn-on voltage for

a BJT, bφHH is the turn-on |phase|,
cφHH is the step change steepness,

p1 & p2 are downward slope adj. pa-

rameters

White et al,

2003, [113]

AWhite(r) =

aw

(

1 − e−bwr
)

+

cwre−dwr2

φWhite(r) = fw

(

1 − e−gw(r−hw)
)

, r ≥
hw

φWhite(r) = 0, r < hw

aw is the SLL, bw is the SSG, cw & dw

are AFPs

fw is the magnification factor, gw is

the curve slope, hw is the r-axis range

shift

O’Droma

et al, 2009,

[114]

AO’Droma(r) =
αarηa

(1+βarγa )νa − ǫa φO’Droma(r) =
αφr

ηφ

(1+βφr
γφ)

νφ − ǫφ

αa, βa, ηa, γa, νa, ǫa are AFPs αφ, βφ, ηφ, γφ, νφ, ǫφ are PFPs
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These results do not match the published results of White et al’s [113] Fig. 1b. It has

been found that to reproduce the correct results, as proposed by White et al’s [113] Fig.

1b, then the AM/AM model, AW(r) should be written as:

AWC(r) = a[(1 − e(−br)) + cre(−dr2)], (4.1)

and not

AWC(r) = a(1 − e(−br)) + cre(−dr2). (4.2)

Using the corrected equation, (4.1), the error curve as shown in Fig. 4.2, now matches

White et al’s original Fig. 1b curve.
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Figure 4.2. Corrected White et al versus original Rapp, Saleh and Ghorbani and Sheikhan’s

AM/AM models. Corrected White et al equation (4.1) and original Rapp equation,

Table 4.1.

Also within White et al’s paper, Rapp’s equation is given as:
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Table 4.2. Behavioural model versus NMSE comparison.

Model AM/AM NMSE

(dB)

Saleh, [109] -27.13

Ghorbani and Sheikan, [110] -35.44

Rapp, [111] -42.33

Rapp from White et al, [111] -24.97

White et al, [113] -36.95

This work, White et al corrected -44.00

O’Droma et al [114], (Modified saleh) -48.54

ARW(r) =
r

[

1 +
(

|r|
α

)2β
]1/2β

, (4.3)

However if Rapp’s original AM/AM equation, as per Table 4.1, is used, including the

small signal gain parameter g, then the error results are as shown in Fig. 4.2 and the

AM/AM curve fit is shown in Fig. 4.4, indicating that Rapp’s equation now has similar

error performance compared to White et al’s equation. An AM/AM NMSE, as defined

in Schreurs et al [116], FOM comparison is given in Table 4.2 indicating that the original

Rapp model compares well with White et al’s corrected model.

4.1.4 Modelling into the Saturation Region

In order to compare the original Rapp, White et al (corrected) and O’Droma et al mod-

els, beyond the available data, a new method is used to extend the data into the

saturation region. This method is to observe that the maximum end point output

poweroutput power (Pout), of the PAE versus Pout curve(s), typically provided for RF

PA devices, is the final saturated output power saturated output power (Psat), as shown

in Fig. 4.3.

The existing data can then be extended into the saturation region. Extending the mod-

elling beyond the measured data and into the saturation region, the AM/AM curves

of Figs. 4.4 and 4.5 show how the models perform beyond the available data. It can

be seen that the original White et al equation ”rolls over” similar to the Ghorbani and
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Figure 4.3. Saturation power level for the BLM7G1822S. Power gain and drain efficiency for

the BLM7G1822S [117] providing the saturated output power.

Sheikhan [110] model. If the corrected White et al equation (4.1) is used, then it per-

forms as would be expected for an LDMOS based SSPA.

The presented results indicate that the Rapp model performs best into the saturation

region when only the available data is used to curve fit the models, even compared to

the O’Droma et al [114]model as shown in Fig. 4.5.

When the extended data is used to curve fit the model then both the Rapp and O’Droma

et al models are comparable to the corrected White et al model, as indicated in Fig. 4.6.

4.1.5 AM/PM

The Honkanen and Haggman phase shift [112] addition to the original Rapp equation,

φHH(r), as shown in Table 4.1, is noted to have a descending phase with increasing

input level but with a maximum of zero degrees phase shift. In order to accommodate

devices that do not have a maximum of zero degrees phase shift, an additional offset

parameter is proposed, dFA, to the Honkanen and Haggman phase shift model. Hence

the updated phase shift model φHHO(r) is given as;
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sus curve fit plots. Measured AM/AM data and curve fit of normalised output voltage

versus normalised input voltage into the saturation region for White et al’s original and

corrected equation comparisons. Also shown is Rapp’s original equation and Rapp’s

equation (4.3) as per White et al.

φHHO(r) =
b

(1 + e(−c(r−a)))
· 1

(p1r + p2)
− dFA, (4.4)

Where a is the cut-off input voltage at which the transistor begins to conduct, b is

the step amount that the phase changes, in degrees, at switch-on, c determines the

steepness of the step-wise change, and p1 and p2 are parameters for adjusting the de-

scending slope. The offset parameter dFA allows for positive phase shift. An example

of the application is shown in Fig. 4.7 for the LDMOS 2-stage BLM7G1822S-20 power

amplifier [117].

Even though the Honkanen and Haggman phase addition has coefficients that are re-

lated to bipolar transistor parameters; this model still performs well for LDMOS de-

vices when the correct mapping of these parameters is performed.
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al (corrected) and O’Droma et al’s; model comparison of AM/AM curve fit showing

normalised output vs input voltage and absolute normalised output voltage errors for

existing data and data extended into the saturation region.

4.1.6 Summary

This section has demonstrated the need for fast system level comparisons to aid in the

selection of critical RF PA output devices. For SSPA devices, having only below sat-

uration data available, then the original Rapp [111] model, including the Honkanen

and Haggman phase shift addition [112] plus the addition introduced in this section,

provides the best simple AM/AM and AM/PM model. If the available data extends

into the saturation region then the O’Droma et al [114, 115] model provides the best

behavioural model in that region. This section has also shown improvements for the

use of two existing models plus provided an additional parameter, as well as provid-

ing a method for determining the saturation power from manufacturer’s data. It has

also compared the performance of these models when used beyond the provided man-

ufacturer’s data information, where typical modern digital modulation signals extend,

thus resulting in further improvements and accuracies. These simple model improve-

ments and additions, combined with the extension of the modelling into the saturation

region, thus allow for faster and more accurate system level analysis enabling better

crucial output device selections to be made.
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4.2 Model Extraction of RF PA Devices from Manufac-

turer’s Data

4.2.1 Introduction

The requirements for greater data download capacity from mobile communication sys-

tems continue the push for improved wideband performance. A key element in these

mobile communication systems is the Power Amplifier (PA). In order to obtain high

data rates the PA must exhibit both DC power and RF spectral efficiency while deliver-

ing an appropriate RF output power over an increasingly wider bandwidth. Manufac-

tures of PA devices often provide devices for testing, and datasheets based on various

measured parameters, without providing simulation models or data for the applica-

tion required. For a design to commence, initial system level comparisons are required

in order to determine if the required output power, efficiency and spectral purity can

be achieved over the required bandwidth. To be able to perform these comparisons

quickly, suitable system level models are required. Normally, system level models are

derived from measurements which is time consuming and costly. However, for quick

analysis and comparison, the amount of time and cost involved cannot be justified. In

this section a method for extracting system level non-linear behavioural models from a

given manufacturers datasheet is provided so that the needed comparisons can be un-

dertaken quickly. So there is a need to have a methodology for building device models

based on existing available device datasheets.

This section starts by reviewing current RF PA models proposed in the literature, as dis-

cussed in Section 4.2.2, and then investigates the memory effect in RF PAs and how that

impacts the amplifier linearity in Section 4.2.3. The proposed modelling methodology

is presented in Section 4.2.4, which includes parameter extraction from datasheets and

simulation modelling based on extracted parameters and experimental verification is

given. In Section 4.2.5, a comparison between simulation results and manufacturer’s

data as presented in the datasheet are given.

4.2.2 RF Power Amplifier Behavioural Models

Typical early behavioural models for power amplifiers have been based around models

for TWTAs. These models are based on the measured amplifier or device performance.
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4.2 Model Extraction of RF PA Devices from Manufacturer’s Data

These are relatively straightforward models based around single carrier AM/AM and

AM/PM requirements.

For SSPA modelling, and in particular for LDMOS FETs, this model can lead to issues

related to AM/PM characteristics, so a Modified Generalised form of the Saleh model

(MGS) is more appropriate as given by O’Droma [114], as shown in Table 4.1.

For a given set of values (η, ν, γ and ǫ), optimum values for (α, β) can be extracted

from a measurement dataset, being the manufacturers datasheet parameters for either

AM/AM or AM/PM characteristics.

Whilst the above models are sufficient for single carrier situations, they are insufficient

for current requirements. Current requirements for PA circuits or devices now require

other considerations beyond AM/AM, AM/PM and harmonic responses to now in-

clude Inter-Modulation Distortion (IMD), spectral regrowth, Adjacent Channel Power

Ratio (ACPR), Noise Power Ratio (NPR), sweet spot evolution, thermal dependence

and self-heating and bias effects [118].

In order to operate power amplifiers more efficiently, devices must be operated closer

to their maximum output power, however this increases IMD. To operate at higher out-

put powers, linearisers are used to reduce IMD effects. For wide bandwidth signals,

memory effects associated with power amplifier devices can have significant effects on

efficiency and Adjacent Channel Interference (ACI). These effects, if not considered,

can also degrade the lineariser’s performance. With these increased requirements,

memory effects can become significant in determining the PA performance.

4.2.3 Memory Effects

Memory effects in an RF PA mean that the output at a given time relates not only to

the input at that time but also to the input at previous times. The sources of memory

effects in an RF PA are dependent on the device itself and the networks surrounding

the RF PA, such as the matching and biasing networks as shown in Fig. 4.8 [119]. Mem-

ory effects originate from the frequency filtering behaviour of the matching and bias

networks as well as the thermal and trapping effects of the RF PA device itself. Trap-

ping effects occur inside the semiconductor bulk as a result of the energy levels within

the semiconductor bandgaps causing transconductance and output conductance dis-

persion, resulting in the capture and release of free charges and the time constants

associated with this action.
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Figure 4.8. Memory effects associated with an RF power amplifier device. Physical PA lay-

out showing physical matching, bias and thermal networks that contribute to memory

effects.

Memory effects cause asymmetric IMD sidebands that are a function of carrier spacing.

The proposed model of the memory effects is shown in Fig. 4.9, derived from Kenney

and Fedorenko [120].

Short-term memory effects are associated with the input and output matching net-

works whereas long-term memory effects are associated with the device thermal re-

sponse and the bias networks. Memory effect time constants can range from 1 nanosec-

ond (ns) or less for short term memory effects to around 1 microsecond (µs) and into

the lower millisecond (ms) range for long term memory effects, Parker and Rath-

mell [121].

4.2.4 Modelling Methodology

The behavioural model, including memory effects, is physics based as derived from

Kenney and Fedorenko [120], see Fig. 4.9 and the model is given in the frequency do-

main and consists of three essential sections: (i) the memoryless non-linear section, that

is determined by curve fits of input power (Pin) versus Pout and AM/PM data to the

MGS model as described in Section 4.2.2, (ii) thermal memory effect, and (iii) the bias

Page 115



4.2 Model Extraction of RF PA Devices from Manufacturer’s Data

Figure 4.9. Physically based simple frequency domain behavioural model for an RF PA.

Derived from [120]

memory effect. The implementation of these separate thermal and bias memory mod-

els is undertaken in Simulink but now in the time domain. Modelling of the thermal

memory effect in the time domain follows the technique as described by Parker and

Rathmell [121] and the bias memory effect time domain modelling follows standard

Parallel Resistor-Inductor-Capacitor (PRLC) resonant circuit theory as given by Hayt

and Kemmerly [122].

The implementation of the modified memoryless MGS model in Simulink is shown in

Fig. 4.10 and the implementation of memory effects with the MGS model is shown in

Fig. 4.11.

The overall modelling methodology is shown by the flowchart of Fig. 4.12. The Pin ver-

sus Pout data, from Fig. 13 of the MW7IC18100NBR1 device datasheet [123], is used,

along with representative AM/PM data, to determine the modified Saleh model coef-

ficients via a least squares curve fitting routine implemented in Matlab. This is then

validated against the Pin versus Pout datasheet data, Fig. 4.13, and forms the non-linear

portion of the model.
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Figure 4.10. Implementation of the MGS model in Simulink.

Figure 4.11. Simulink implementation of memory effects with the MGS model.
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Further device data, as shown in Fig. 4.12, is then used for the thermal and bias mem-

ory effects parameter extraction. This data is extracted directly from the device datasheet.

With extracted non-linear and memory effect parameters, the model outputs, as per

Fig. 4.11, can be compared with the device IMD results.

Figure 4.12. Flowchart of amplifier modelling with memory effects.
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Datasheet Parameters

For the Freescale (now NXP) MW7IC18100NBR1 [123], fundamental Pin/Pout data,

Fig. 4.13, as well as 3rd, 5th, and 7th order IMD parameters at fixed, Fig. 4.14, and

varying tone spacings are given.

Figure 4.13. Comparison between MW7IC18100NBR1 datasheet data versus Saleh and

Modified Saleh models. Reference [123], Figure 13, Pin versus Pout data includ-

ing a comparison of the Original Saleh and MGS models versus MW7IC18100NBR1

datasheet data.

From Fig. 4.14 it can be seen that this device does exhibit memory effects as charac-

terised by the IMD asymmetries.

For other devices only Pin versus Pout data may be given so extra measurements can be

conducted using available manufacturer’s test jigs [123] as shown in Fig. 4.16.

Detailed matching and bias networks are given in the datasheet. The data required

for the model extraction is shown in the left hand side box of the flowchart shown in

Fig. 4.12.

Simulation and Parameter Extraction

For the given Pin versus Pout data set, Fig. 4.13, and the measured AM/PM data, MGS

model coefficients have been determined to be, for AM/AM, 1.107, 2.2835, 1.0154,

0.084998, 10.191 and 0 and for AM/PM 2000, 0.061921, -0.00073489, -0.0098204, 1.2912

and 1981.7 corresponding to α, β, η, ν, γ, and ǫ, respectively.
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Figure 4.14. Two tone IMD data for MW7IC18100NBR1 10 W to 100 W.

MW7IC18100NBR1 [123], Figure 11, two tone intermodulation distortion versus out-

put power at fixed 100 kHz tone spacing, showing IMD asymmetries.

The original Saleh modelling is compared to the MGS modelling in Fig. 4.13 and also in

Fig. 4.17. In Fig. 4.17 the difference between the MW7IC18100NBR1 data, the original

Saleh model and the MGS model is given, showing reduced errors for the MGS model.

Simulations have been performed and the relevant memory parameters have been ad-

justed to match the IMDs, as given in the device datasheet, over a range of tone spac-

ing’s. These are; thermal resistance (Rth) = 10 K/W, thermal capacitance (Cth) = 20

nanojoule (nJ)/K for the thermal memory, Boumaiza and Ghannouchi [124], and Re-

sistance (R) = 2 Ω , L = 1 nanohenry (nH) and C = 1 nanofarad (nF) for the bias memory

parameters. Results of the simulation are shown in Fig. 4.18

A sample of the simulated IMD performance for a 200 kilohertz (kHz) carrier spacing

is given in Fig. 4.19.
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Figure 4.15. Two tone IMD data for MW7IC18100NBR1 10 W to 100 W versus simulation

results. MW7IC18100NBR1 [123], Figure 11, two tone intermodulation distortion

fixed 100 kHz tone spacing from 10 to 100W compared to simulation results.

4.2.5 Comparisons

The simulated versus datasheet IMD performance is compared in Table 4.3 for output

powers over the range from 10 to 100 W Peak Envelope Power (PEP). Note that in

Table 4.3 the shaded rows are datasheet values and the un-shaded rows are simulated

data from the proposed model. The simulated results show good agreement between

datasheet powers over the range from 10 to 100 W for 3rd order IMDs. It is noted

that the presented simulation data deviates more from the datasheet values for 5th

and 7th order IMDs. This indicates that the proposed model is limited in predicting

higher order IMDs and more non-linear dynamics need to be introduced. It is also

expected that these deviations are, in part, due to the limited range of Pin versus Pout

data available from the datasheet, Fig. 4.13, used to generate the MGS model.
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MW7IC18100NBR1

INPUT 

OUTPUT

Figure 4.16. Freescale MW7IC18100 test jig. Freescale MW7IC18100 test jig [123] for extended

measurements.

Table 4.3. Comparison of datasheet versus simulated IMDs versus output power.

Datasheet / Pout 3rd IMDs (dBc) 5th IMDs (dBc) 7th IMDs (dBc)

Model (W, PEP) Lower Upper Lower Upper Lower Upper

Datasheet 10 -45.3 -43.4 -54.2 -53.1 -69.1 -65.5

Model 10 -44.2 -45.6 -53.9 -55.0 -59.3 -62.9

Datasheet 50 -45.3 -43.4 -54.2 -53.1 -69.1 -65.5

Model 50 -44.2 -45.6 -53.9 -55.0 -59.3 -62.9

Datasheet 100 -45.3 -43.4 -54.2 -53.1 -69.1 -65.5

Model 100 -44.2 -45.6 -53.9 -55.0 -59.3 -62.9
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Figure 4.17. Normalised output voltage difference comparison. Comparison of the normalised

output voltage difference between the MW7IC18100NBR1 datasheet data and the

Original Saleh and MGS models.
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Figure 4.18. Thermal memory effects - time domain response. Time domain response of pulsed

RF showing bias and thermal effects.
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Figure 4.19. Simulink output of the proposed model for 2-Tones with 200 kHz tone spacing.

The dotted line shows MGS model simulation when including thermal and bias memory

effects, while the solid line shows the simulation results when the memory effects are

not included. Note the asymmetry for the 3rd, 5th, and 7th order IMDs between these

simulations.

4.2.6 Summary

This section has presented a modelling methodology for extraction of non-linear model

parameters, including memory effects, from manufacturer’s amplifier datasheets. The

results presented in Table 4.3 show good agreement between simulation and the man-

ufacturer’s datasheet, validating the methodology. This methodology can be used to

provide timely early system level comparisons prior to device selection, testing and

detailed design, resulting in a significant time and cost saving when surveying devices

for product development.

4.3 Conclusion

This chapter has identified the need for fast system level comparisons to aid in the

selection of critical RF PA output devices. For SSPA devices, having only below satu-

ration data available, the original Rapp AM/AM model including the Honkanen and

Haggman phase shift model plus the addition introduced in this section, provides the

best simple AM/AM and AM/PM model. If the available data extends into the satu-

ration region then the O’Droma MGS model provides the best behavioural model into
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that region. This chapter has also demonstrated improvements in two existing mod-

els as well as providing a method for determining the saturation power from manu-

facturer’s data. Performance of these models has been compared when used beyond

the provided manufacturer’s data, where typical modern digital modulation signals

extend, thus resulting in further improvements and accuracies. These simple model

improvements and additions, combined with the extension of the modelling into the

saturation region, thus allow for faster and more accurate system level analysis en-

abling better crucial output device selections to be made.

This chapter has also presented a modelling methodology for the extraction of non-

linear model parameters, including memory effects, from manufacturer’s SSPA de-

vice datasheets. The results presented show good agreement between simulation and

manufacturer’s data, validating the methodology. This methodology can be used to

provide timely early system level comparisons prior to device selection, testing and

detailed design, resulting in a significant time and cost saving when surveying devices

for product development.

In the following chapter further more recent simple and accurate models are investi-

gated with new models developed to leverage off these improved accuracy models for

application over a range of current wireless technologies. These more recent models

also use semi-physical parameters allowing fast modelling from readily determined

semi-physical starting points. Also developed are segmentation techniques that allow

for further accuracy enhancement. These new models and techniques are validated

over a range of technologies and measurement conditions.
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Chapter 5

Generalised
Quasi-Memoryless and

Memoryless Behavioural
Models

T
HIS chapter presents an optimised segmented modeling ap-

proach using a new QM (AM/AM & AM/PM) BM allowing for

RF PA modelling over a wide range of SSPA technologies. The

new QM model combines an existing semi-physical AM/AM memoryless

BM, recently proposed by Cann [125], that correctly predicts small signal re-

gion Third Order IMD (3rd IMD), with the newly proposed AM/PM model

derived from this existing AM/AM model. Using segmentation and op-

timisation methods, performance comparisons of the new model are pre-

sented showing NMSE AM/PM improvements up to 20 dB, as well as over

5 dB improvement in 3rd IMD performance. Also presented is a technique

to improve the accuracy of a simple semi-physical memoryless (AM/AM

only) BM, also suitable over a wide range of SSPA technologies, demon-

strating between 5 dB to 20 dB NMSE AM/AM improvement. Compar-

isons against other well known QM and memoryless BMs are conducted

using measured data and with data presented in the literature. Effects

of these improvements on lineariser performance are also evaluated. The

models significantly improve system level modelling by allowing design-

ers to accurately predict system performance using various RF PA devices

over a range of technologies, based available manufacturers’ data or simple

tests. Segmentation discontinuity issues are also discussed.
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Chapter 5 Generalised Quasi-Memoryless and Memoryless Behavioural Models

5.1 An Optimised Segmented Quasi-Memoryless (AM/AM

& AM/PM) Nonlinear Behavioral Modeling Approach

for RF Power Amplifiers

5.1.1 Introduction

There are increasing requirements for modern wireless communications systems to

provide improved data throughput as well as improved spectral distortion perfor-

mance and increased power efficiencies. As PA devices have a very significant impact

on achieving these demanding requirements then improved behavioural modelling of

PA devices at the system level is essential. Having a BM, with an aim to provide PA

designers with a simple means of modelling PA devices quickly over a range of tech-

nologies would be most advantageous.

Another need for improved AM/AM and AM/PM models is associated with RF ana-

log predistortion (RF APD) systems, which are commonly used as an alternative to

produce simple and low cost solutions for Small Cell repeaters [126], in contrast to ad-

vanced Digital PreDistoration (DPD) systems where simplicity and cost are traded for

increased performance. Improved accuracy models operating over a wider dynamic

range also have benefits for use in envelope-predistortion linearisers that operate over

larger dynamic ranges [127].

Recently Glock et al. [128] described a new QM BM for AM/PM modelling to ad-

dress certain phase responses in GaAs and Complementary Metal Oxide Semiconduc-

tor (CMOS) technologies. Glock’s justification for using a QM BM is based on the

proposition that simple static models are both less complex and less computationally

intensive and that well designed RF PAs exhibit low memory effects, as indicated by

the careful application of device biasing networks and techniques to reduce memory

effects, as noted by Lee et al. [129], with the levels of errors associated with static BMs

being acceptable for mobile handset applications.

Glock’s proposed new model is a semi-physical AM/PM model, derived from Rapp’s

AM/AM model [111], providing the benefit of a simple QM BM, where model param-

eters are based on measured device performance. The model’s semi-physical parame-

ters can also be reused from the AM/AM model, making it attractive to RF PA design-

ers. This is very powerful for PA designers as it provides immediate initial starting
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points for curve fitting of semi-physical parameters for the AM/AM model which are

also used in the AM/PM modelling.

The recent application of standard CMOS processing technology, being applied to the

manufacture of low cost wireless RF PAs, used for mobile handsets Aoki et al. [130],

will be a useful advance, however not all CMOS devices have AM/PM responses sim-

ilar to those discussed by Glock. CMOS phase responses similar to Glock have been

reported by Afsahi et al. [131] but phase responses similar to LDMOS devices in CMOS

are shown by Fuhrmann [132] and Oßmann [133]. Considering the need for miniatur-

ization and the need for system level modelling before moving to an integrated solu-

tion, there is also a need for simple QM BMs that cover a range of device technologies

and varying phase responses.

In this chapter, Section 5.1.2 presents the need for simple BMs, including a brief re-

view of other modelling approaches and technology modelling capability. A discus-

sion on the benefits of BM accuracy improvements to lineariser performance is given

in Section 5.1.3. Section 5.1.4 presents a new AM/PM model that is based on a recent

AM/AM model which is capable of producing the correct 3rd IMD response in the

small signal region. This new AM/PM model also has a semi-physical basis providing

an accurate, usable and relevant BM for PA designers. In Section 5.1.5 a segmentation

and optimisation method are proposed and discussed to further improve the overall

accuracy of the AM/PM model, allowing the model to be used over a range of differ-

ent technologies. Verification of the model and methods proposed in this section are

demonstrated through comparison with measured data as well as with data presented

in the literature. Consideration of the proposed model and accuracy improvement

method is presented, with respect to 3rd IMD performance and impact on linearisation

improvement, in section 5.1.6. Followed by a discussion and summary.

The primary contribution presented in this section is an optimised segmented mod-

elling approach using a new AM/PM model based on a simple AM/AM model that

provides more accurate small signal 3rd IMD performance. This approach provides up

to 20 dB NMSE improvement when modelling the AM/PM characteristics of an am-

plifier and further results in lineariser 3rd IMD predication improvements of over 5 dB,

as discussed in Section 5.1.6. Segment boundary discontinuities are also considered

and it is demonstrated that worst case discontinuities have no noticeable effect on the

modeled amplifier spectrum when using digitally modulated signals. Further to this

the model is semi-physical and is shown to be suitable over a range of technologies.
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5.1.2 SSPA Behavioural Models

The Need for Simple Models

As non-linearities of RF PAs are the major contributors to the performance degradation

of a wireless system, a system level simulation is used to evaluate the RF PA’s impact

on the overall system performance. The use of time domain or frequency domain tech-

niques requires a full knowledge of all of the relevant circuit elements and accurate

nonlinear models of the RF PA, which for an initial system level evaluation may not

be easily available or might require too much effort for an initial evaluation. In addi-

tion, such modelling is computationally demanding and requires very long simulation

times. A more suitable method for system level modelling is to use simple bandpass

QM BMs of an RF PA, resulting in fast, but still accurate, simulations that can be used

to assess the RF PA’s impact on system performance and allow for rapid RF PA device

comparisons and selections. In such amplifiers the complex input to output envelope

voltage relationship is given by

vout(t) = Re
[

G(v(t))ej(φ(t)+ϕ(v(t))+ωct)
]

, (5.1)

where G(v(t)) and ϕ(v(t)) describe the instantaneous input to output envelope volt-

age gain and phase and these represent the RF PA’s AM/AM and AM/PM responses,

respectively. The RF carrier frequency is given by ωc. The envelope model described by

(5.1) thus describes the RF PA’s nonlinearities in terms of its AM/AM and AM/PM re-

sponses. These can be readily determined from either device manufacturer’s datasheets

or through further measurements and testing. Thus there is a need for an accurate

and simple RF PA BM for use in system level simulations that can allow for device

evaluation and selection. Here a memoryless BM is an AM/AM only model and a

quasi-memoryless BM is an AM/AM plus AM/PM model as defined by Bösch and

Gatti [134] in their Fig. 1.

The very significant benefit of semi-physical device BMs is that they provide the best

starting point for any Least Squared Curve Fitting (LSCF) that will typically be re-

quired in order to extract these parameters plus any non-physical model parameters.

This is particularly important and powerful for practical PA designers as it provides

them with a fast way of assessing suitable PA device alternatives, using parameters

that are readily available in device datasheets, without the need for further complex
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testing and measurements. This can be used for both the AM/AM and AM/PM re-

sponse estimations. Glock used Rapp’s AM/AM model for the AM/AM component

and also to extract the AM/PM model. In that model only the sharpness parameter,

s, and linear slope d parameters are non-physical. This section defines a semi-physical

model as one where most model parameters are determined by the physical nature of

the device performance, for example Cann’s 2012 AM/AM model uses small signal

gain and saturation levels as parameter values. For the sharpness parameter this is

readily determined by an initial estimate that when evaluated can quickly be adjusted

to provide a value that matches device performance.

A further significant benefit for PA designers would be to have one model that is suit-

able for both AM/AM and AM/PM modelling with the added advantage in being;

applicable to a range of current technologies, simple, computationally efficient, physi-

cal or semi-physical in nature, accurate and fast.

The O’Droma model [114], can provide an excellent fit to a range of AM/AM and

AM/PM curve shapes but the parameters for this model do not have a physical origin.

As a result, determining the starting point values for this and other non-physically

based model parameters for LSCF can be difficult and may require more sophisticated

methods to determine these starting point values. So an appropriate selection of the

starting points is needed to ensure a final optimum outcome. With semi-physical based

models, the majority of parameter starting points are taken from available data, thus

avoiding possible guessing or further measurements. For the non-physical parameters

of the Rapp and Cann 2012 AM/AM models, several plots of the AM/AM responses

can be made for a particular device, for different s values. By comparing these plots

with measured data, an estimate of the starting value for s can be found. Having

semi-physical starting points is also a very useful means of self checking the LSCF

parameter results, as the final values for LSCF parameter results should be very close

to the starting values.

Review of Simple PA Behavioural Models

This section recognises the heritage of several BMs from TWTA backgrounds, as this

has been an early starting point for several PA BMs. Although TWTAs are still relevant

and in use nowadays, the focus of this section is solid state PA technologies, such as

GaAs, CMOS and LDMOS.
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There are several existing well established QM BMs that offer PA designers a simple

and fast means of providing system analyses to assist them in selecting a suitable de-

vice for their RF PA requirements. In 1980 Cann [135], introduced a simple AM/AM

semi-physical memoryless model for an over driven or soft-limiting solid state ampli-

fier that used bipolar technology, allowing the knee sharpness to be adjusted while

maintaining small signal linearity. Then in 1981 Saleh [109] introduced a simple model

for a TWTA that required only 2 parameters for both AM/AM and AM/PM modelling.

In 1991 Ghorbani and Sheikhan [110] proposed an SSPA specific model, for both AM/AM

and AM/PM of the same form, having only 4 parameters to address inaccuracies of

using TWTA based models for SSPAs. Rapp [111] in 1991, presented a memoryless

AM/AM only model for GaAs FET SSPAs that also included semi-physical parame-

ters. Honkanen and Haggman [112] in 1997, applied Rapp’s model as part of a Bipolar

Junction Transistor (BJT) AM/AM model while introducing a new AM/PM model

defined with a maximum of zero degrees phase shift. White et al. [113] in 2003, intro-

duced new models for AM/AM and AM/PM to better model Ka-Band SSPAs, when

compared to the Saleh, Ghorbani and Sheikhan, and Rapp models.

In 2009 Saleh’s model was further developed by O’Droma et al. [114], with respect

to LDMOS, addressing the discontinuity seen in the application of Saleh’s original

AM/PM model when applied to typical LDMOS AM/PM characteristics.

In 2012 Cann [125] updated his 1980 model to eliminate issues found with the original

model when calculating small signal 3rd IMD products, with the model again based on

semi-physical parameters.

Later, in 2013, O’Droma and Yiming [136] proposed a modified Bessel-Fourier model

that provided improved accuracy with performance extending into the saturation re-

gion beyond available data. The model can be used with a low number of fitting pa-

rameters and accuracy can be improved by increasing the number of fitting parame-

ters. It is suitable for memoryless modelling including both AM/AM and AM/PM

characteristics of nonlinear PAs. Although accurate, it is not physically based.

Part of this research in 2015, [137], proposed an extension to Honkanen and Haggman’s

AM/PM model, allowing it to model phase shifts greater than zero degrees and also

provided a correction to White et al’s AM/AM model. Also in 2015 Glock [128] pre-

sented an approach based on Rapp’s AM/AM model but introduced a new AM/PM

model determined from the first derivative of the Rapp AM/AM model plus addi-

tional terms.
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In this section these simple models, along with the definitions of their respective pa-

rameters, are summarized in Table 5.1.

Other models that have also been considered in the literature are as follows. Cunha et

al. [138], proposed a Rational Function-based model that includes memory effects,

while Rawat et al. [139], proposed Generalized Rational Functions for reduced com-

plexity behavioural models but was targeted at inverse modelling, including memory

effects, for DPD applications. Harguem et al. [140], proposed using Gegenbauer poly-

nomials and Jebali et al. [141], proposed using Zernike polynomials. Both of these ap-

proaches target improved numerical stability with minimal computational cost, when

compared to Volterra series approaches, but the models are more mathematically com-

plex compared to the simple memoryless models proposed in this chapter. Safari et

al. [142], proposed using cubic splines. While these models are alternatives to the sim-

ple BMs presented in Table 5.1, they tend to also be more complex mathematically and

depart from the simple semi-physical BM approach.

Table 5.1: Simple behavioural models for RF power amplifiers,

comparisons & technologies

Model, Year AM/AM AM/PM
Technology

Modeled

r = input voltage,

A(r) = output voltage φ(r) = output phase

Cann, 1980,

[135],

Loyka, 1982,

[143]

ACann’80(r) =
gr

[

1+
(

g|r|
L

)s]1/s , [135]

= Lsgn(r)
[

1+
(

L
g|r|
)s]1/s , [143]

————

Over-driven

soft limiting

amplifier,

AM/AM

only
L = SLL, g = SSG, s = sharpness pa-

rameter
————

Saleh, 1981,

[109]

ASaleh(r) = αarηa

(1+βarγa )νa − ǫa =
αar

1+βar2

φSaleh(r) =
αφr

ηφ

(1+βφr
γφ)

νφ − ǫφ =

αφr

1+βφr2

TWTA

αa = AFP, βa = AFP, ηa = 1, γa = 2, νa

= 1, ǫa = 0

αφ = PFP, βφ = PFP, ηφ = 1, γφ =

2, νφ = 1, ǫφ = 0

Continued on next page
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Table 5.1 – continued from previous page

Model, Year AM/AM AM/PM
Technology

Modeled

Ghorbani

and Sheikan,

1991, [110]

AGhorbani(r) =
x1rx2

1+x3rx2 + x4r AGhorbani(r) =
y1ry2

1+y3ry2 + y4r SSPA

x1, x2, x3, x4 = AFPs y1, y2, y3, y4 = PFPs

Rapp, 1991,

[111]
ARapp(r) =

gr
[

1+( gr
L )

2s
]1/2s ————

SSPA,

AM/AM

only

L = SLL, g = SSG, s = sharpness pa-

rameter
————

Honkanen

and Hag-

gman, 1997,

[112]

AHonkanen(r) =
V
′
o (r)

[

1+

(

V
′
o (r)
L

)2s
]1/2s , [111] V

′
o(r) =

(

ekr − 1
)

, r + Vb ≤ rtr & V
′
o(r) =

ν (r + Vb)+ baHH − ekr + 1, r+Vb >

rtr

φHH(r) =
bφHH

1+e
−cφHH (r−aφHH ) ·

1
p1r+p2

BJT

AM/AM

adaption

of [111],

AM/PM to

zero degrees

only

Vb = r = 0 adj. point, rtr = exp. to lin.

response transition point, k = exp.

curve steepness, ν = exp. curve, lin.

portion, nom. gain, baHH = ekr −
1 − νrtr

aφHH = is the input turn-on volt-

age for a BJT, bφHH = turn-

on |phase|, cφHH = step change

steepness, p1, p2 = downward

slope adj. parameters

White et al,

AM/AM,

[113],

Fisher and

Al-Sarawi,

AM/AM cor-

rection, [137]

AWhite(r) = aw

(

1 − e−bwr
)

+

cwre−dwr2
, AFACorr.(r) =

aw

[(

1 − e−bwr
)

+ cwre−dwr2
]

φWhite(r) =

fw

(

1 − e−gw(r−hw)
)

, r ≥ hw

φWhite(r) = 0, r < hw

Ka Band SS-

PAs

White et al,

AM/PM [113]
aw = SLL, bw = SSG, cw, dw = AFPs

fw = mag., gw = curve slope, hw

= r range shift

Cann, [125] aw = SLL, cw = SSG, bw, dw = AFPs

Cann’s view

on White’s

parameters

O’Droma et

al, 2009, [114]

AO’Droma’09(r) =
αarηa

(1+βarγa )νa − ǫa
φO’Droma’09(r) =

αφr
ηφ

(1+βφr
γφ)

νφ −
ǫφ

LDMOS

SSPA

αa, βa, ηa, γa, νa, ǫa = AFPs αφ, βφ, ηφ, γφ, νφ, ǫφ = PFPs

Continued on next page
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Table 5.1 – continued from previous page

Model, Year AM/AM AM/PM
Technology

Modeled

Cann, 2012,

[125]
ACann’12(r) =

L
s ln

[

1+e
s(

gr
L +1)

1+e
s(

gr
L −1)

]

− L ————

Over-driven

soft limiting

amplifier,

AM/AM

only
L = SLL, g = SSG, s = sharpness pa-

rameter
————

O’Droma et

al, 2013, [136]

AO’Droma’13(r) =

∑
M
k=1 b(2k−1)a J1

(

2π
γaD (2k − 1)r

)

φO’Droma’13(r) =

∑
M
k=1 b(2k−1)φ J1

(

2π
γφD (2k − 1)r

)

LDMOS

SSPA

D = Input Amplitude Dynamic

Range, γa = period ratio of FS to

IVTCs, b(2k−1)a = AFPs, J1 = Bessel

fn. of 1st kind, M = no. of AFPs

D = Input Amplitude Dynamic

Range, γφ = period ratio of FS

to IVTCs, b(2k−1)φ = PFPs, J1 =

Bessel fn. of 1st kind, M = no. of

PFPs

Fourier se-

ries (FS),

instanta-

neous volt-

age transfer

characteris-

tics (IVTCs)

Glock et al,

2015, [128]

Use Rapp 1991 AM/AM

model [111]

φGlock(r) = (aGl−bGl)r+cGl−dGl
(

1+( gr
L )

2s
)1/2s+1 +

bGlr + dGl

65 nm GaAs

& 28 nm

CMOS PAs

L = SLL, g = SSG, s = sharpness pa-

rameter

aGl = linear region slope, bGl =

sat. region slope, cGl = phase at r

= 0, dGl = sat. region lin. approx.

of phase delta

Fisher and

Al-Sarawi,

2015, [137]

Use Rapp 1991 AM/AM

model [111]

φFA(r) = bHH

1+e−cHH (r−aHH ) ·
1

p1r+p2
+ dFA

AM/PM ≥
zero degrees

L = SLL, g = SSG, s = sharpness pa-

rameter

a = aφHH
, b = bφHH

, c = cφHH
,

p1 = p1, p2 = p2, dFA = phase

offset

applied to

LDMOS

This work
Use Cann 2012 AM/AM

model [125]

φ(r) = [(a − b)r + c −
d] A′(r)

g + br + d,
A′(r)

g =




(

e
s(

gr
L +1)−e

s(
gr
L −1)

)

[

1+e
s(

gr
L +1)

][

1+e
s(

gr
L −1)

]





LDMOS,

HFET, E-

pHEMT,

InGaP, HBT,

Si CMOS

FETs, GaN,

SiC

L = SLL, g = SSG, s = sharpness pa-

rameter
a = aGl , b = bGl , c = cGl , d = dGl
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Comparing PA Behavioural Models - AM/AM & AM/PM

In order to compare these BMs, NMSE, using (5.2) below, as well as frequency do-

main comparisons, made via Simulink with a Wide-band Code Division Multiple Ac-

cess (WCDMA) digitally modulated baseband envelope signal applied to the RF PA

model’s input and with its’ output presented in the frequency domain via the Simulink

Fast Fourier Transform (FFT) based spectrum analyser element. These comparisons are

presented for the various AM/PM and AM/AM models described in this paper.

NMSE is used to provide a measure of the error between the estimate from the model

and measured data, for both the AM/AM and AM/PM models, and is defined in dB,

as [144]

NMSEdB = 10 log10











N

∑
n=0

|ymeas.(n)− ymodel(n)|2

N

∑
n=0

|ymeas.(n)|2











, (5.2)

where N is the number of samples, ymeas. is the complex baseband envelope of the

measured PA output and ymodel is the complex baseband envelope of the model output.

Another comparison for SSPA behavioural models is computational speed and param-

eter count. In terms of computational speed this has not been included as for several

models, fits could not be obtained from initial starting points, except for semi-physical

models, where the starting points were readily available from the measured or manu-

facturer’s data, a significant advantage.

In terms of parameter count Table 5.2 below shows the number of parameters required

for each model listed in Table 5.1.

Technology Comparisons

To investigate the suitability of the various models as presented in Table 5.1, including

the new model of this chapter, testing was performed, via the simple test set-up shown

in Fig. 5.1, on devices from a range of technologies, such as an LDMOS FET, GaAs Het-

erojunction FET (HFET), GaAs Enhancement-mode pseudomorphic High-Electron-

Mobility-Transistor (E-pHEMT), Indium Gallium Phosphide (InGaP) Heterojunction-

Bipolar-Transistor (HBT), Silicon (Si) CMOS FETs, and a GaN on SiC HEMT.
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Table 5.2. Behavioural model versus number of parameters comparison.

Model Number of Parameters

AM/AM AM/PM

Cann 1980, [135] 3 –

Saleh, [109] 2 2

Ghorbani and Shiekan, [110] 4 4

Rapp, [111] 3 –

Honkanen and Haggman, [112] 5 5

White et al, [113] 4 4

O’Droma et al 2009, [114] 5 6

Cann 2012, [125] 4 –

O’Droma et al 2013, [136] M+1 M+1

Modified Bessel Fourier coeff. no. = M

(odd number) and γ.

Glock et al, [128] 3⋆ 3⋆+4

Fisher and Al-Sarawi, [137] PM only 6

This work 3⋆ 3⋆+4

This work, Segmented Method 3⋆ 3⋆+4+4+4

⋆ = AM/AM parameters re-used in AM/PM model.

The modelling results for these devices and other devices from the literature, are shown

below in terms of AM/AM and AM/PM NMSE in Figs. 5.3 (a) and (b), respectively and

also in Table 5.3. Plots for all of the AM/AM and AM/PM results are provided in Ap-

pendix A. These show the curve fit performances used to generate Figs. 5.3 (a) and (b)

and also Table 5.3. These results show that the O’Droma models, both the Modified

Saleh and Modified Bessel Fourier (M = 7) models, perform very well for AM/AM

followed by the Rapp and Cann 2012 models. In terms of AM/AM modelling it can be

seen from Fig. 5.3 (a) that most models perform reasonably well over a range of tech-

nologies. This would be expected based on similar AM/AM curve shapes for typical

AM/AM responses.

In terms of AM/PM performance, the results are quite different. For some devices

the NMSE values for these results seem to be acceptable however examination of ac-

tual curve fit data reveals a different outcome. Marginal fits and failures have been

identified within Table 5.3 and are now discussed. Some models are unable to fit the
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Figure 5.1. Test setup for measuring the SHF-0189 HFET. 1) DUT, 2) Vector Network Anal-

yser, 3) Signal Generator, 4) Power Supply 1, 5) Spectrum Analyser, 6) Digital Storage

Oscilloscope, 7) Power meter, 8) Power Supply 2, 9) Multimeter, & 10) Computer.

data while others perform better for some technologies. Again the O’Droma (Modi-

fied Saleh) model performs very well over the range of technologies followed by the

Glock model and the model presented in this work, based on Cann’s 2012 AM/AM

model. The O’Droma Modified Bessel Fourier model requires from 3 to 15 parameters

to fit the range of technologies however for Glock’s Fig. 11 in [128] 2.2V curve data,

although it provides a general shape fit for M = 13 it has a superimposed rippled re-

sponse. The benefit of the AM/PM model presented here is that it fits all technologies,

is semi-physical, is accurate in terms of predicting 3rd IMDs with a moderate number

fitting parameters N = 7. For the models that do not perform well or fail, no analysis,

similar to that given by O’Droma [114], is presented as this is beyond the scope of this

chapter.
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The results presented in this chapter are based on either measured data generated from

this research, data from device manufacturer’s datasheets or data presented in the liter-

ature. Device data measured by the authors uses a single tone Continuous Wave (CW)

signal for modeling and uses a WCDMA modulated signal for frequency comparison.

Also data from manufacturer’s datasheets is for a single tone CW signal. For data used

from within the literature this is identified, where provided. The frequencies and sig-

nal types for this data are identified in the header of Table 5.3. Literature and device

manufacturer’s data within figures includes the literature or device manufacturer’s

references.

Figure 5.2. Predistorter / Power Amplifier combination. Showing the vector cancellation pro-

cess for 3rd IMDs.

5.1.3 Lineariser Benefits From AM/PM Accuracy Improvements

For simple low cost RF predistortion linearisers to compete with other more sophisti-

cated linearisers, for example DPD linearisers that are complex and require expensive

hardware having higher power consumption, then their accuracy must also also be

comparable [126]. Thus a means to quantify the benefits of AM/AM and AM/PM

modelling accuracy improvement, when applied to a low cost lineariser, is required.

Nojima and Konno presented an analysis [150] for a combined predistorter (PD) and

PA that uses a 3rd order approximation for the PA, as shown in Fig. 5.2, provides an

equation for calculating the achievable 3rd IMD reduction, SIMD. In this equation, the

difference in the PD amplitude error (δ in dB) and phase error (∆θ in degrees) from the

complete cancellation conditions of equal amplitude and opposite phase, between the

PD and PA and is given by
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(a)

-70
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0

TWTAfig.2,[13]

BJTfig.2,[15]

HFET(SHF-0189)

LDMOS(MW6S004N)

HBT(MMG3005)

E-pHEMT(ALM-31122)

LDMOS(BLM7G1822Sfig.12,[31])

65nmGaAsfig.82V05,[3]

28nmCMOSfig.112V2,[3]

GaNonSiC29GHz,[32]

↑ AM/PM Model↑

↑ ModeledTechnology↑

NMSE(dB)

(b)

Figure 5.3. Comparison of models NMSE versus technologies. (a) AM/AM and (b) AM/PM

with red columns indicating an LSC fit fail and yellow columns indicating an LSC

marginal fit.
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Table 5.3. AM/AM and AM/PM NMSE results comparison of models versus technologies.

Model TWTA BJT HFET LDMOS HBT E-pHEMT LDMOS GaAs CMOS GaN/SiC

Fig. 2 Fig. 2 SHF-0189 MW6S004N MMG3005 ALM-31122 BLM7G1822S⋄ Fig.8 Fig.11 APN180

[109] [112] [145] [146] [147] [148] [117] [128] [128] [149]

AM/AM NMSE (dB)

Saleh [109] -38.20 -24.08 -31.68 -28.69 -29.68 -31.74 -27.38 -33.00 -34.64 -37.75

Ghorbani [110] -42.82 -32.86 -32.18 -33.94 -37.13 -34.79 -32.50 -35.74 -38.92 -44.76

Rapp [111] -29.03 -30.24 -49.22 -38.83 -56.70 -53.26 -38.81 -43.44 -47.33 -46.44

White [137] (Cor.) -42.41 -24.65 -33.52 -38.79 -33.31 -43.01 -28.10 -36.63 -36.30 -40.18

O’Droma [114] -40.08 -50.57 -52.67 -50.85 -59.54 -57.95 -51.60 -47.55 -57.20 -39.48

Cann 2012 [125] -29.70 -30.16 -43.53 -36.43 -51.88 -44.77 -37.70 -39.61 -44.56 -43.11

O’Droma [136], N=7 -44.10 -57.83 -56.95 -49.10 -63.22 -48.26 -49.00 -37.09 -59.20 -50.73

AM/PM NMSE (dB)

Saleh [109] -38.05 -36.90† -10.59† -0.32† -31.08† -10.73‡ -10.93‡ -11.79‡ -36.31† -24.25

Ghorbani [110] -39.83 -63.63 -36.14 -18.82 -24.70† -21.23 -18.72 -12.07 -35.86† -32.81

Honkanen [112] -31.63 -48.64 -27.65 -3.08† -52.92 -23.38 -16.09 -17.68 -48.37 -29.72

White[113] -33.13 -59.14 -21.25‡ -2.28† -38.39‡ -16.82‡ -9.43‡ -10.27‡ -37.76† -24.62

O’Droma [114] -42.14 -64.24 -49.18 -40.03 -48.09 -34.59 -36.16 -16.17 -59.71 -35.45

Fisher [137] -37.82 -57.21 -25.19‡ -29.01 -58.67 -39.81 -23.10 -19.27 -53.87 -40.13

Glock [128] -33.44 -53.08 -36.25 -30.41 -60.16 -33.48 -18.61 -30.37 -54.00 -35.77

O’Droma [136], -57.78 -27.22‡ -35.77 -20.84 -63.60 -31.41 -32.81 -223.54⋆ -23.54† -34.72

N= 7 15 15 15 15 7 7 13 13 3

This work -34.74 -53.03 -31.98 -30.48 -64.24 -34.02 -17.65 -29.77 -53.14 -40.92

This work (Seg.) -42.81 -56.56 -48.36 -46.72 -75.58 -45.78 -33.71 -52.72 -75.81 -44.79

† = unable to fit AM/PM response, ‡ = marginal fit, ⋄ = AM/PM normalised to zero degrees, ⋆ = capped at -65 dB in Fig. 5.3 (b).

Note: Only first named author listed in the Model column. Blue text indicates best performance across AM/PM models.
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SIMD = −10 log10

[

1 + 10δ/10 − 2 · 10δ/20cos(∆θ)
]

, (5.3)

For this combination, the distortion reduction achievable is a function of the amplitude

and phase errors between the combined PD and PA. Normally the PD is adjusted to

provide an equal amplitude and opposite phase for the 3rd IMD component at the out-

put of the PA. Using Faulkner et al’s [151] approach, the PD is configured to be an ideal

PD for the measured PA AM/AM and AM/PM responses. By replacing the measured

PA results with the AM/AM and AM/PM model, the IMD distortion can be attributed

to the PA BM performance. An assessment of further AM/AM and AM/PM mod-

elling improvement on IMDs and linearisation performance can thus be determined

and for the model and segmentation method presented here. This assessment is given

in Section 5.1.6.

5.1.4 New AM/PM Model Generation

AM/AM Accuracy Improvement

Rapp’s AM/AM model [111] has the same equation form as the model first proposed

by Cann in 1980 but without the modulus function. Cann’s 1980 AM/AM model equa-

tion is given as

A(r) =
Lsgn(r)

[

1 +
(

L
g|r|

)s]1/s
=

gr
[

1 +
(

g|r|
L

)s]1/s
, (5.4)

where g, r, L and s are the small signal gain, input amplitude, output limit level, and

sharpness parameters, respectively.

In 1996 Litva and Lo [152] identified that Cann’s 1980 AM/AM model had issues in

generating correct small signal 3rd IMD responses. This was confirmed and the rea-

son for this issue was determined by Loyka [143] in 2000. Cann’s new memoryless

AM/AM model, presented in 2012, is given as [125]

A(r) =
L

s
ln

[

1 + es(
gr
L +1)

1 + es(
gr
L −1)

]

− L, (5.5)
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with the parameters as described in Table 5.1. It should be noted that the issues in the

old model are related to modelling two discrete tones used to generate IMD products,

however for a typical digital modulation scheme no issues were observed. This more

accurate AM/AM model will form the basis for the new AM/PM model discussed

below.

Glock’s approach of taking the derivative of the AM/AM model, to create an AM/PM

model, has been applied to Cann’s 2012 AM/AM model.

Following Glock’s derivative technique, Cann’s 2012 improved AM/AM model can

similarly be fully described by its derivatives in the linear and saturation regions,

hence the first derivative of the improved 2012 Cann AM/AM model can serve as

the basis for a new AM/PM model. This new AM/PM model, derived from Cann’s

2012 AM/AM model, is termed the Cann 2012 AM/AM based AM/PM model and

hereafter will be referred to as Cann 12B. With reference to (5.5), the small signal gain

normalized first derivative of the improved Cann AM/AM equation is given by, with

the derivation shown in Appendix B,

A′(r)
g

=





(

es(
gr
L +1) − es(

gr
L −1)

)

[

1 + es(
gr
L +1)

] [

1 + es(
gr
L −1)

]



 , (5.6)

with the parameters as described in Table I. Similar to Glock’s derivation, the resulting

AM/PM model is determined as

φ(r) = [(a − b)r + c − d]A′(r)
g + br + d, (5.7)

where a and b are the gradients in the linear and saturation regions respectively, c

defines the phase difference when the input amplitude is zero and d in combination

with b are a linear approximation of the phase difference in the saturation region. These

parameters are also given in Table 5.1.

This alternative AM/PM model gives very similar results to Glock’s AM/PM model,

i.e. it is within 1 dB of AM/PM NMSE for Glock’s Fig. 11 in [128] , 2.2V curve, shown

as part of Glock’s Fig. 11 in [128] test data, reproduced here in Fig. 5.4 (a).

For the figures shown in Fig. 5.4; (a) Comparison of curve fit for Glock’s Fig. 11 in [128],

2V2 curve, data (black solid curve), Glock’s AM/PM model (green dotted curve) &

new Cann 12B AM/PM model derived using Glock’s method, this work, (magenta
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(a)

(b)

(c)

Figure 5.4. Comparison of curve fits for Glock’s Fig. 11.
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solid circle trace), (b) Glock’s Fig. 11 in [128], 2V2 curve, AM/AM data (green dotted

curve), extended AM/AM data (solid black curve), using [137] & normalised (to the

maximum value) numerical 2nd derivative of extended AM/AM data (cyan solid circle

curve) using Matlab. The solid blue vertical line is the initial end of the linear region,

the solid orange vertical line is start of saturation region by the 2nd derivative calcula-

tion. The solid red vertical line is the end of the available AM/PM data, effectively the

end of the saturation region for the available data, (c) Comparison of absolute Output

Phase errors versus input voltage from Glock’s Fig. 11 in [128], 2V2 curve, data, show-

ing before and after segmentation optimisation. Also shown are the maximum Cann

12B AM/PM model absolute output phase errors for both the initial (black solid line)

& segmented (black dotted line) approach being 0.86 and 0.05 degrees respectively.

5.1.5 Method to Improve New AM/PM Model Accuracy

Segmented Curve Fitting - AM/PM

Glock’s technique, for determining the linear, non-linear and saturation regions from

the AM/AM characteristic response can also be utilised for further AM/PM modelling

improvements. This technique can be used to determine the linear, non-linear or satu-

ration region segments of AM/PM responses so that curve fits of these segments can

be applied in a similar approach to that used by Zhu et al, [127], for piecewise curve fit-

ting of non-linear segments of AM/AM and AM/PM envelope tracking amplifiers and

more recently by Magesacher et al, [153], presenting an optimal segmentation approach

but with an increased number of segments. In this case the benefits of segmented curve

fitting are a more accurate model results, thus assisting with the comparisons for de-

vice selection after system analysis, and also for defining potential improvements in

linearisation margin for a particular device.

By applying the new Cann 12B AM/PM model for each segmented region and by opti-

mising the end of the linear region segment and start of the saturation region segment,

an overall improvement of around 20 dB can be achieved in AM/PM NMSE at the

expense of further simple processing steps for each segment. This technique can be

applied to both the Glock and Cann models across a range of technologies. Similar

to Glock’s AM/PM model, the Cann 12B AM/PM model has the ability to provide

starting values for LSC fitting for each of the segments.
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In order to use these models for an improved AM/PM accuracy estimation, the sec-

ond derivative of the AM/AM response is used to determine the linear and satura-

tion regions. From Glock’s AM/AM data it can be seen that more data points into

the saturation region are required. Previously we have developed an approach [137],

see also Chapter 4, Section 4.1.4, based on Rapp’s AM/AM model that extrapolates

the AM/AM performance into the saturation region, which has been demonstrated

through testing of an LDMOS device. As Glock’s paper uses the Rapp AM/AM model

then this data can be extended into the saturation region. Similarly for Cann’s 2012

AM/AM model, data can be extended into the saturation region. Using the extended

AM/AM data, the transition from the linear to saturation regions can be precisely de-

termined as a function of input level when the 2nd derivative of the AM/AM data

equals zero, see Fig. 5.4 (b). As can be seen from this plot, the linear region stop point

(vertical blue solid line) occurs when the input level is 0 V and the saturation region

start point (vertical orange solid line) occurs well beyond the available data, by the 2nd

derivative calculation. This means that the practical LSCF data starting range extends

from when the input level = 0 V to where it is at the full extent of the available data

(vertical red solid line), in this case where the input level = 0.5 V. The region between

the solid blue and red lines is practically the full AM/PM model region for initial LSCF

and these points being the starting points for the AM/PM segmentation method opti-

misation.

Initial AM/PM curve fits for both the Glock and Cann 12B AM/PM models have been

performed over the entire available data for Glock’s Fig. 11 in [128], 2V2 curve data,

with the results from both the Glock (green down triangle curve) and the Cann 12B

AM/PM (magenta circle curve) models shown in Fig. 5.4 (a). These are single seg-

ment fits between the linear region stop and saturation region start points. This is the

same as using the AM/PM model over the entire data range. Although the device

phase range is small for some devices, around 6◦ to 8◦, this is still significant in terms

of linearisers being able to reduce IMDs, particularly for analog predistorters, as indi-

cated by Cripps [154]. Further improvements as a result of increased accuracy will be

beneficial in this area.

The following section will discuss how to improve the modelling accuracy by identi-

fying and then optimising the linear and saturation regions.
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Table 5.4. Comparison of AM/AM and AM/PM NMSE for Glock’s Fig. 11. 2V2 curve,

data [128].

AM/AM - NMSE (dB) AM/PM - NMSE (dB)

Model Full Model Full Segmented

(Initial) Optimimised

Rapp -48.91 Glock -54.00 -68.00

Cann 2012 -46.04 This work -53.14 -75.90

Optimised Segmented Curve Fitting - AM/PM

To further improve the accuracy of the AM/PM model an optimisation routine was

developed to identify the optimum linear stop and saturation start region points to

provide an enhanced data fit in terms of NMSE performance. A comparison between

the initial fit and the optimised fit for each of the segments is shown in Fig. 5.4 (a)

(yellow curves). This is only shown for the new Cann 12B AM/PM model.

A comparison between the Glock and Cann 12B absolute phase errors, for both ini-

tial and optimised segmentation versus input voltage for Glock’s Fig. 11 in [128], 2V2

curve, data are shown in Fig. 5.4 (c). The inital results are shown as solid curves with

the optimised segmented results shown as dotted curves. An NMSE AM/PM compar-

ison between these models and the corresponding improvements using the segmenta-

tion technique are given in Table 5.4. It can be seen that for an initial full data range

fit, both models have an NMSE AM/PM within 1 dB of each other, however after the

segmentation optimisation the new Cann 12B AM/PM model has better than 20 dB

improvement compared to a 14 dB improvement for the Glock AM/PM model.

An optimising segmented curve fitting algorithm, shown in the Algorithm 1, was de-

veloped to further improve NMSE. The algorithm starting points for the second deriva-

tives cannot be zero due to their numerical nature, so there is a requirement to have

2nd derivative zero limits, in this research the selected value should be below 0.001,

to suit the numerical data. During the minimisation process there are some segment

ranges where the resultant discontinuities are higher than the given data, resulting in

poorer segment fits. This is due to using parameter starting values for the full range of

data in those segments. This can be corrected by determining suitable starting points

for each segment but this has not been implemented within this algorithm. Even with
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Table 5.5. Comparison of AM/AM and AM/PM NMSE for BLM7G1822S Fig. 12.

BLM7G1822S device manufacturer’s measured data extracted from datasheet

Fig. 12 [117].

AM/AM - NMSE (dB) AM/PM - NMSE (dB)

Model Full Model Full Segmented

(Initial) Optimised

Rapp -38.81 Glock -17.41 -38.07

Cann 2012 -37.68 This work -16.61 -41.97

such improvement in the starting point, the overall curve fit performance is still worse

than the segmented approach.

Application to LDMOS Devices

Applying the new Cann 12B AM/PM model to devices having LDMOS type phase

responses shows that this model can also be used to fit data from such devices. Glock’s

AM/PM model also fits LDMOS phase data, refer to Fig. 5.5 (a).

Applying the Optimised segmentation approach to the new Cann 12B AM/PM model

for LDMOS phase responses results in vastly improved results and NMSE improve-

ments making the new Cann 12B AM/PM model suitable for use as an AM/PM model

for LDMOS devices. Fig. 5.5 (a) shows the results of the Optimised segmentation ap-

proach as applied to a BLM7G1822S device [117]. A comparison of the initial fit versus

optimised segmentation fit approach for absolute phase errors for the BLM7G1822S

device is shown in Fig. 5.5 (b), with NMSE results shown in Table 5.5.

Frequency Domain Comparisons & Discontinuity Effects at Segment Boundaries -

AM/PM

A comparison using Glock and Cann 2012 models over the full input range, without

segmentation and optimisation, against measured data for the SHF-0189 HFET [145] is

given in Fig. 5.6. The test set up is shown in Fig. 5.1. These plots show that the new

model provides a better fit to the measured data compared to Glock’s model and that

the Optimised segmented method provides further modelling improvement.

Investigations into the effects of discontinuities at segment boundaries have revealed

that although the new Cann 12B AM/PM model does not have continuous derivatives
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(a)

(b)

Figure 5.5. Comparison of curve fits for BLM7G1822S. (a) Comparison of curve fits between

the Cann 12B and Glock AM/PM models for the BLM7G1822S device manufacturer’s

measured data from datasheet Fig. 12 [117] & Cann 12B AM/PM model all segments

after optimisation, for the BLM7G1822S device manufacturer’s measured data from

datasheet Fig. 12 [117] and (b) Comparison of |Output Phase errors| versus input

voltage from the BLM7G1822S device manufacturer’s measured data from datasheet

Fig. 12[117], showing the before and new segmented approach after optimisation.
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Figure 5.6. SHF-0189 measured versus Simulink simulations for WCDMA. Comparison of

measured versus Simulink simulations for WCDMA, comparing Glock versus Cann 2012

full & Optimised segmented models for measured SHF-0189, [145], device data. Reso-

lution bandwidth (RBW) for both measured & simulation data is 30 kHz.

over the segment boundaries, the phase shift errors between the segment boundaries,

after optimisation, are very small and have a negligible effect on the Adjacent Chan-

nel Leakage Ratio (ACLR) response. This has been investigated for a WCDMA digi-

tally modulated signal with the same power spectral density level as used in Glock’s

Fig. 9 in [128]. The worst case discontinuity error, of 0.0333 degrees, for either of the

linear-nonlinear or nonlinear-saturation segment boundaries was increased, above the

optimised value, until the second ACLR level increased by 1 dB and this occurred at

100 times the worst case discontinuity error with no noticeable increase found for the

first ACLR, concluding that the Optimised segmented new Cann 12B AM/PM model

has negligible discontinuity effects, even when considering worst case discontinuities

at the segment boundaries. Comparisons between the Optimised segmentation dis-

continuity error result and 100 times this error are shown in Fig. 5.7. The Resolution

Bandwidth (RBW) for both Figs. 5.6 and 5.7 is 30 kHz.
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Figure 5.7. Discontinuity effects on a WCDMA modulated signal. Discontinuity effects on a

WCDMA modulated signal, simulated using Simulink, for Optimised segmented Cann’s

2012 AM/AM & AM/PM model of Glock’s Fig.11 in [128], 2V2 curve, data. With no

discontinuity ACLR1L/2L = -31.8/-52.1 dBc. With 3.33 deg. discontinuity ACLR1L/2L

= -32.0/-51.1 dBc. The In-band wanted signal is between the dashed blue vertical lines

with ACLR1 between the dashed red vertical lines and ACLR2 between the dashed green

vertical lines (only lower ACLR bands are shown) all with 3.84 MHz integration band-

widths. The integrated power over the in-band wanted signal is 21.5 dBm. Resolution

bandwidth (RBW) is 30 kHz.

5.1.6 Impact on IMDs & Linearisation Improvement

An assessment of how the simple models perform in predicting 3rd IMD performance

of RF PAs over a wide dynamic range has been made by simulating the 3rd IMDs us-

ing Simulink and comparing the simulations against manufacturer’s measured IMD

data, SHF-0189 device [155] page 5. Plots of the 3rd IMD comparisons are shown in

Fig. 5.8. Comparisons of the absolute 3rd IMD errors are shown in Fig. 5.9. The 3rd

IMD results of the combined Cann 2012 AM/AM and new AM/PM model perform

better than other models, even though the O’Droma (Modified Saleh) model shows

very good curve fitting results, in terms of AM/AM and AM/PM absolute measured

minus modeled amplitude and phase errors, compared to the Rapp / Glock model or

Cann 2012 AM/AM and new AM/PM model presented here. Figure 5.8 also shows a
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plot of the manufacturer’s measured 5th IMDs indicating that 3rd IMDs are the dom-

inant IMDs. Based on this and the results of the comparison of the measured versus

simulated results for a WCDMA signal shown in Fig. 5.6, where effects of higher or-

der IMD products are included, the simple model presented here is considered to be

suitable, particularly for an analog predistorter.

The Cann 2012 AM/AM & new AM/PM model have ≈ 2 dB improvement in Average

Error (AE) compared to the O’Droma model and over 5 dB AE improvement compared

to the Glock model. The Optimised segmented Cann12B model method improves the

AE by a further ≈ 1 dB. The model presented here does not account for ”sweet spots”

that may be seen in some devices. This is beyond the scope of this section and simple

model.

Figure 5.8. SHF0189 measured versus Simulink comparison of 3rd & 5th IMDs. 3rd & 5th

IMD manufacturer’s measured data for the SHF-0189 device from [155] page 5 versus

Simulink simulated comparison of the O’Droma (Modified Saleh), Glock & Cann 2012

models, all including both AM/AM & AM/PM components. For the segmented model

of this work the Optimised linear segment point & P1dB point are shown as the solid

orange vertical line. The optimised saturation region point is at 24 dBm per carrier but

that is beyond the available data. The 5th IMD trace shows that the 3rd IMDs dominate

IMD performance.

In terms of the new model and method’s 3rd IMD linearisation improvement, as dis-

cussed in Section 5.1.3, the maximum absolute amplitude error for the Cann 2012
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Figure 5.9. SHF0189 measured versus Simulink error comparison of 3rd IMDs. 3rd IMD

|measured minus Simulink simulated| error for the O’Droma (Modified Saleh), Glock,

Cann 2012 & Optimised segmented Cann 2012 models, all including both AM/AM &

AM/PM components. The AE for Cann 2012 AM/AM & AM/PM is ≈ 6 dB compared

to ≈ 8 & 11 dB for the O’Droma and Glock models respectively. The Optimised

segmented Cann 2012 model AE improves 3rd IMD over the Cann 2012 model by a

further ≈ 1 dB. For the segmented model of this work the Optimised linear segment

point & P1dB point are shown as the solid orange vertical line. The optimised saturation

region point is at 24 dBm per carrier but that is beyond the available data.

AM/AM model LSC fit, between the measured data and modeled results is 0.14 dB,

with the absolute amplitude error defined as the maximum absolute difference be-

tween the model and data values in dB. The full and Optimised segmented Cann 12B

AM/PM absolute output phase errors are 0.86 and 0.05 degrees respectively, shown as

the solid and dotted horizontal lines in Fig. 5.4(c). The output phase error is defined

as the difference between the measured and modeled output phase. Figure 5.10 shows

a plot of (5.3), where the intermodulation distortion reduction is plotted against phase

error for various amplitude errors. For the 0.14 dB Cann 2012 AM/AM amplitude error

curve, the full and segmentation phase errors are at 0.86 and 0.05 degrees, respectively,

as indicated by the solid red arrowed lines. The 2.7 dB difference between these two

points is the improvement in the linearisation performance that can be achieved due

to the proposed improved accuracy Cann 12B AM/PM model. For each of the various
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technologies, TWTA, BJT, HFET, LDMOS, HBT, E-pHEMT, GaAs, CMOS, GaN/SiC

and including Glock’s device data, the AM/PM NMSEs were determined for both the

full and segmented methods. The NMSE improvements between the full and segmen-

tation methods are shown in comparison to the linearisation 3rd IMD improvements

for each technology type in Table 5.6.

Figure 5.10. Lineariser 3rd IMD reduction versus phase errors for a range of amplitude errors.

Improvement in 3rd IMDs as a result of the new model segmentation method when

applied to Glock’s Fig.11 in [128], 2V2 curve, data.

5.1.7 Summary

In this section we have presented and described a new semi-physical AM/PM model,

derived from a simple more accurate AM/AM model, showing its suitability over a

range of RF PA device technologies. The combination of the new AM/PM model and

more accurate AM/AM model accurately predict 3rd IMD and ACPR performance

against measured device data.

A segmented curve-fitting approach, using the new AM/PM model, has also been pre-

sented showing up to 20 dB NMSE improvement when modelling amplifier AM/PM

characteristics, also resulting in lineariser 3rd IMD improvements of over 5 dB. Simula-

tions of segment boundary discontinuities have shown that worst case discontinuities

have no effect on the modeled amplifier spectrum for digitally modulated signals.
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Table 5.6. Technology NMSE & linearization improvement comparison.

Cann 12B AM/PM NMSE Seg. IMD

Device NMSE (dB) Improvement Improvement

Full Opt. Seg. (dB) (dB)

TWTA [109] -34.74 -42.81 8.07 0.102

BJT [112] -53.03 -56.56 3.53 0.002

HFET [145] -31.98 -48.36 16.38 6.428

LDMOS1 [146] -31.90 -48.14 16.24 0.046

HBT [147] -64.24 -75.58 11.34 0.299

E-pHEMT [148] -34.02 -45.78 11.74 1.018

LDMOS2 [117] -17.65 -33.71 16.06 0.270

GaAs [128] -29.77 -52.72 22.95 0.001

CMOS [128] -53.14 -75.81 22.67 2.700

GaN/SiC [149] -40.92 -44.79 3.87 0.017

Throughout this section, data from within the literature, manufacturer’s datasheets or

our testing have been used.

5.2 Memoryless (AM/AM only) Behavioral Model for RF

Power Amplifiers

5.2.1 Introduction

With the ever pressing demands for modern wireless communications systems to pro-

vide increased data capacity, as well as reduced spectral emissions and increased power

efficiencies, RF PA devices play a crucial role in being able to achieve these demanding

goals. As such improved behavioural modelling of PA devices at the system level is

essential. Having a simple, fast and efficient BM that can be used over a range of de-

vice technologies, for RF PA devices, would be most advantageous in allowing the RF

PA designer the ability to select this RF PA device quickly and accurately from a range

of different devices and technologies. Solid State device AM/AM responses are of

the same generic shape, hence having a semi-physical model, enabling the estimation

of AM/AM response performance with improved accuracy, for these devices over a

large dynamic range and technologies would provide a significant advantage to RF PA
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Algorithm 1 Minimize AM/PM NMSE in dB.

Require: Combined AM/PM NMSE (dB) is minimum.

Ensure: Vin, Vout & φout are real & > 0.

1: INPUT Vout vs. Vin & φout vs. Vin dataset for the device under test (DUT).

2: Determine d2Vout/dV2
in (2nd Deriv.)

3: if d2Vout/dV2
in 6= 0 after the first occurrence when d2Vout/dV2

in = 0 then

4: Vout vs. Vin data does not extend far enough into the Saturation region so extend

the Vout vs. Vin data using [137], refer to Fig. 5.4 (b).

5: end if

6: if d2Vout/dV2
in = 0, on the first occurrence. then

7: VinLin
is the Linear region stop point.

8: else if d2Vout/dV2
in = 0, on the second occurrence. then

9: VinSat
is the Saturation region start point.

10: end if

11: Note: φout vs. Vin data between VinLin
& VinSat

is the Nonlinear region data.

12: for Vin = 0 to VinLin
do

13: Least Squares Curve Fit (LSCF) φout vs. VinLin
using φ(r), Eqn. (5.7),

14: end for

15: for Vin = VinLin
to VinSat

do

16: LSCF φout using φ(r), Eqn. (5.7), for the Nonlinear region.

17: end for

18: for Vin = VinSat
to Vinmax

do

19: LSCF φout vs. VinSat
using φ(r), Eqn. (5.7), for the Saturation region data.

20: end for

21: for Vin = 0 to Vinmax
do

22: Calculate AM/PM NMSE A (dB), using (5.2), for the combined Linear, Nonlinear

& Saturation region segments.

23: Adjust VinLin
& VinSat

to give VinLin1
& VinSat1

24: end for

25: repeat

26: Steps 12: to 24: using VinLin1
& VinSat1

calculate AM/PM NMSE B (dB), using

Eqn. (5.2), for the combined Linear, Nonlinear & Saturation region segments.

27: until NMSE B (dB) < NMSE A (dB)

28: Note: It may occur that NMSE A (dB) < NMSE B (dB), i.e. the initial segmentation

is optimum.

29: Output all calculated curve fit coefficients. END
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designers. Such a model would allow system level modelling and performance eval-

uation without the need for complex and in depth device models or further complex

testing.

This section only focuses on AM/AM modelling, and does not cover AM/PM mod-

elling as covered in Section 5.1, in investigating how simple modelling can be used

to quickly asses RF PA device performance for solid state devices, as AM/PM perfor-

mance can be considered to be small enough to be neglected [111], in some cases. This

will also reduce the complexity and computation times thus aiding in a faster device

selection process. Improving the AM/AM modelling accuracy will also benefit the RF

PA device selection process. Section 5.2.2 presents the need for simple BMs, including

a brief review of other modelling approaches and technology modelling capabilities.

Benefits of BM accuracy improvements to lineariser performance are discussed in Sec-

tion 5.2.3. Section 5.2.2 presents a new method that is based on a recent AM/AM

model which is capable of producing the correct 3rd IMD response in the small sig-

nal region. A segmentation and optimisation method is proposed and discussed that

further improves the overall accuracy of the AM/AM model and demonstrates its ap-

plicability over a range of different technologies. Consideration of the proposed model

and accuracy improvement method, with respect to 3rd IMD performance and impact

on linearisation improvement are discussed in Section 5.2.5, followed by a summary.

A summary of the contributions presented in this section are: (i) an Optimised seg-

mented AM/AM curve-fitting approach, using a recent improved accuracy AM/AM

model, providing up to 20 dB NMSE improvement, (ii) demonstration of up to 17 dB

in lineariser 3rd IMD reduction predication improvement, (iii) an accurate AM/AM

model that is applicable for a wide range of solid state power amplifier technologies,

(iv) a model parameter fitting approach that uses a simple algorithm and simulation

that takes into account segment boundary discontinuities, and (v) demonstration that

worst case discontinuities have no noticeable effect on the modeled amplifier spectrum

when using digitally modulated signals.

5.2.2 SSPA Behavioural Models - AM/AM

Section 5.1.2 and Section 5.1.2 have discussed the need for simple models and also

provided a review of these simple BMs with a summary comparison of these models,

along with the definitions of their respective parameters, provided in Table 5.1.
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Comparing PA Behavioural Models - AM/AM

To facilitate comparing these BMs, the NMSE in dB can be used. The definition that will

be used throughout this section is given by the definition given in [144], as provided

in Section 5.1.2 and (5.2).

To evaluate these BMs and the new method presented here, in the frequency domain,

comparisons are made using Simulink, where a WCDMA baseband envelope digi-

tally modulated signal is applied to the RF PA model and the output is presented in

the frequency domain via the Simulink FFT based spectrum analyzer element, for the

AM/AM models described in this section.

AM/AM Model Selection

For the reasons provided in Section 5.1.4, Cann’s new memoryless AM/AM model,

presented recently [125], will again be used and is given as

A(r) =
L

s
ln

[

1 + es(
gr
L +1)

1 + es(
gr
L −1)

]

− L, (5.8)

where g, r, L and s are the small signal gain, input amplitude, output limit level, and

sharpness parameters, respectively. It should be noted that the issues in the old model

are related to modelling two discrete tones used to generate IMD products, how-

ever for a typical digital modulation scheme no issues were observed. This improved

AM/AM model will be used as the basis for this AM/AM modelling method.

5.2.3 Lineariser Benefits From AM/AM Accuracy Improvements

Similar to the discussion of Section 5.1.3 related to the need for low cost RF predis-

tortion linearisers being comparable to DPD linearisers, in terms of accuracy while

reducing cost and complexity, Nojima and Konno’s analysis is again used to quantify

the benefits of this trade-off. Equation (5.3) is used to determine the 3rd IMD reduction

benefits, achievable as a result of a PA’s AM/AM modelling accuracy improvements,

for the combination of a PA and PD when the PD amplitude and phase errors are con-

sidered to be fixed. The impact of AM/AM modelling improvement on the 3rd IMDs

and linearisation performance, due to the AM/AM accuracy improvement method

presented here, is discussed further in Section 5.2.5.
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5.2.4 Segmented Curve Fitting Method to Improve AM/AM Model

Accuracy

Glock et al. [128] recently described a new QM BM for AM/PM. The rationale for

the development of this model was that simple static models are both less complex

and less computationally intensive. Glock utilized techniques to determine the lin-

ear, non-linear and saturation regions from the AM/AM characteristic response and

these techniques can also be utilized to determine the linear, non-linear or saturation

region segments of AM/AM responses of Cann’s 2012 AM/AM model. Furthermore,

the curve fits of these segments can be applied in a similar approach to that used by

Zhu et al, [127], for piecewise curve fitting of non-linear segments of AM/AM and

AM/PM envelope-tracking amplifiers. As a result, the segmented curve fitting pro-

vides more accurate model results and assists with comparing devices for system anal-

ysis purposes, as well as defining potential improvements in linearisation margin for

a particular device.

By applying the recent Cann AM/AM model for each segmented region across a range

of technologies and by optimising the end of the linear region segment and start of the

saturation region segment, an overall improvement of between 5 dB to 20 dB can be

achieved in AM/AM NMSE at the expense of further simple processing steps for each

segment, depending on RF PA device technology. The recent Cann AM/AM model

also has the ability to provide starting values for LSC fitting for each of the segments.

To improve the AM/AM accuracy estimation of this model, the second derivative of

the AM/AM response is used to determine both the linear and saturation regions. Us-

ing AM/AM data from Glock’s Fig. 11 2V2 curve, it can be seen that more data points

are required when penetrating further into the saturation region, so the approach de-

veloped by [137], based on Rapp’s AM/AM model, to extrapolate the AM/AM perfor-

mance into the saturation region can be used. As Glock’s paper uses the Rapp AM/AM

model then this AM/AM data can be extended into the saturation region. Similarly for

Cann’s recent AM/AM model, data can be extended into the saturation region. Using

the extended AM/AM data, the transition from the linear to saturation regions can be

determined as a function of input level when the 2nd derivative of the AM/AM data

equals zero, see Fig. 5.11. As can be seen from this plot, the linear region stop point

(vertical blue solid line) occurs when the input level = 0 V and the saturation region

start point (vertical orange solid line) occurs well beyond the available data, by the 2nd

derivative calculation. This means that the practical LSCF data starting range extends
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from when the input level = 0 V to where the input level is at the full extent of the avail-

able data (vertical red solid line), in this case when the input level = 0.5 V. The region

between the solid blue and red lines is practically the full AM/AM model region for

initial LSCF with these points being the starting points for the AM/AM segmentation

method optimisation.

Figure 5.11. Glock’s Fig. 11, 2V2 curve. Saturation extension and second derivative re-

sponse. Glock’s Fig. 11, 2V2 curve, [128] AM/AM data (green dotted curve), ex-

tended AM/AM data (solid black curve), using [137] & normalised (to the maximum

value) numerical 2nd derivative of extended AM/AM data (cyan solid circle curve)

using Matlab. The solid blue vertical line is the initial end of the linear region, the

solid orange vertical line is start of saturation region by the 2nd derivative calculation.

The solid red vertical line is the end of the available AM/AM data, effectively the end

of the saturation region for the available data.

Initial AM/AM curve fits for both the recent Cann and Glock (Rapp) AM/AM models

have been performed over the entire available data for Glock’s Fig. 11, 2V2 curve

data, with the results from both the Glock (Rapp) (green down triangle curve) and

the recent Cann AM/AM (magenta circle curve) models shown in Fig. 5.12. These are

single segment fits between the linear region stop and saturation region start points.

This is the same as using the AM/AM model over the entire available data range.
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Figure 5.12. Glock Fig. 11, 2V2 curve. AM/AM curve fit comparisons. Comparison of

curve fit for Glock Fig. 11, 2V2 curve, data [128] (black solid curve), Glock’s (Rapp)

AM/AM model (green dotted curve) & recent Cann AM/AM model (magenta solid

circle trace).

Optimised Segmented Curve Fitting - AM/AM

To further improve the accuracy of the AM/AM model an optimisation routine was

developed to identify the optimum linear stop and saturation start region points to

provide an enhanced data fit in terms of NMSE performance. A comparison between

the initial fit and the optimised fit for each of the segments is shown in Fig. 5.13 (yellow

curves). This is only shown for the recent Cann AM/AM model.

When comparing the LSC fit over the full range of data, Fig. 5.12, compared to the seg-

mented linear, non-linear and saturation region data, Fig. 5.13, it is difficult to see any

difference. However a comparison between the Glock (Rapp) and recent Cann abso-

lute AM/AM errors (in dB), for both initial and optimised segmentation versus input

voltage for Glock’s Fig. 11, 2V2 curve, data are shown in Fig. 5.14, reveals the improve-

ments in absolute error obtained by using the segmentation method. The initial re-

sults are shown as solid curves with the optimised segmented results shown as dotted

curves. An NMSE AM/AM comparison between these models and the corresponding

improvements using the segmentation technique show that, following segmentation
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Figure 5.13. Glock Fig. 11, 2V2 curve. AM/AM segmented curve fit comparisons. Compar-

ison of curve fit for Glock Fig. 11, 2V2 curve, data [128] (black solid curve) and the

optimised segmented curve fits for the recent Cann AM/AM model (yellow curves).

The optimised linear segment is between the input voltage range of 0 V to 0.26 V,

with the optimised non-linear segment between 0.26 V and 0.36 V and the remaining

saturation segment is between 0.36 V and 0.5 V.

optimisation, the recent Cann AM/AM model has better than 10 dB improvement. In

Section 5.2.5, Table 5.7 shows the improvements in NMSE by using the segmentation

method over a range of technologies.

An algorithm for optimising segmented curve fitting was prepared to further improve

NMSE and is presented as Algorithm 2. The algorithm starting points for the second

derivatives cannot be zero due to their numerical nature, so there is a requirement

to have 2nd derivative zero limits, in our case we have selected this value to be be-

low 0.001, to suit the numerical data. During the minimisation process there are some

segment ranges where the discontinuities at segment boundaries are higher than the

given data resulting in poorer segment fits. This is due to using parameter starting

values for the full range of data in those segments. This can be corrected by determin-

ing suitable starting points for each segment but this has not been implemented within

this algorithm. Even with such improvement in the starting point, the overall curve fit

performance is still worse than the segmented approach.
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Figure 5.14. Glock Fig. 11, 2V2 curve. AM/AM output amplitude error comparisons.

Comparison of |Output Amplitude errors| versus input voltage from Glock’s Fig. 11,

2V2 curve, data [128], showing before and after segmented approach optimisation.

Also shown are the maximum for Cann’s recent AM/AM model amplitude errors for

both the initial (magenta solid line) & segmented (red solid line) approach being 0.14

and 0.115 dB respectively.

Frequency Domain Comparisons & Discontinuity Effects at Segment Boundaries -

AM/AM

A comparison of the recent Cann model, with and without optimised segmentation,

against measured data with a WCDMA signal applied, for the SHF-0189 HFET [145],

are given in Fig. 5.15. These plots show that the optimised segmentation method pro-

vides a better fit to the measured data compared to the non segmented model.

To determine the effects of discontinuities, due to not having continuous derivatives

over the segment boundaries, further investigation of Cann’s AM/AM model showed

that after optimisation, the voltage errors between the segment boundaries are very

small and have a negligible effects on the ALCR response. This has been investigated

using a digitally modulated WCDMA signal with the same power spectral density

level as used in Glock’s Fig. 9. The worst case discontinuity error, of 0.0111 volts, for

either of the linear-to-nonlinear or nonlinear-to-saturation segment boundaries was

increased, above the optimised value, until the second ACLR level increased by ≈ 1
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Figure 5.15. Comparison of measured versus Simulink simulations for WCDMA, AM only.

Comparing Glock versus recent Cann full & Optimised segmented models for the SHF-

0189, [145], data. Resolution bandwidth for both measured & simulation data is 30

kHz. Measured center frequency is 881.5 MHz.

dB and this occurred at 10 times the worst case discontinuity error. So it is clear that

the Optimised segmented recent Cann AM/AM model has negligible discontinuity

effects, even when considering worst case discontinuities at the segment boundaries.

Comparisons between the Optimised segmentation discontinuity error result and 10

times this error are shown in Fig. 5.16.

5.2.5 Impact on IMDs & Linearisation Improvement - AM/AM

Cann’s recent AM/AM model and the optimised segmentation method have been as-

sessed to determine how they perform in predicting 3rd IMD performance for RF PAs

over a wide dynamic range by simulating the 3rd IMDs using Simulink and compar-

ing the simulations against manufacturer’s measured IMD data, SHF-0189 device [155]

page 5. Plots of the 3rd IMD comparisons are shown in Fig. 5.17 with comparisons of

the absolute 3rd IMD errors shown in Fig. 5.18. The results indicate that the recent

Cann AM/AM model performs better than the Rapp or O’Droma AM/AM (Modified

Saleh) models, even though the O’Droma (Modified Saleh) model shows very good

curve fitting results. The recent Cann AM/AM model has ≈ 2.6 dB improvement in
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Figure 5.16. Discontinuity effects on a WCDMA modulated signal, simulated using

Simulink, AM/AM only. Cann’s recent Optimised segmented AM/AM model of

Glock’s Fig.11, 2V2 curve, data [128] data. With no discontinuity ACLR1L/2L =

-33.75/-56.2 dBc. With 0.111 volt discontinuity ACLR1L/2L = -33.0/-57.3 dBc. In-

band wanted between dashed blue vertical lines, ACLR1 between dashed red vertical

lines and ACLR2 between dashed green vertical lines (lower bands only shown) with

3.84 MHz integration bandwidth. The integrated power over the wanted 3.84 MHz

BW is 21.6 dBm. RBW is 30 kHz.

AE compared to the O’Droma model and over 10 dB AE improvement compared to

the Glock (Rapp) model. The optimised segmented method, using the recent Cann

AM/AM model, improves the AE by a further ≈ 0.7 dB.

The maximum absolute amplitude error, of the full and optimised segmented method,

using the recent Cann AM/AM model, of Glock’s Fig. 11 AM/AM device data, from

LSC fitting, are 0.141 dB and 0.115 dB respectively. These are shown on a plot of (5.3),

Fig. 5.19, where the intermodulation distortion improvement is plotted against phase

error for various amplitude errors. The difference between the full and optimised seg-

mented method equates to a 3rd IMD improvement of 1.79 dB at 0.1◦ phase error.

Table 5.7 shows the NMSE for each of the various technologies, BJT, HFET, LDMOS

FET, HBT, E-pHEMT, GaAs (Glock’s Fig. 8 device data), CMOS (Glock’s Fig. 11 device

data) and GaN on SiC HEMT. The AM/AM NMSEs were determined for both the full

and segmented methods. Table 5.7 also shows the 3rd IMD linearisation improvement
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Figure 5.17. SHF-0189 measured device 3rd IMD data versus Simulink simulation compari-

son, AM only. [155] page 5, comparing O’Droma (Modified Saleh), Glock & recent

Cann models, all including both AM/AM components. Two tone measurements at

900 MHz, 1 MHz tone spacing.

across device technology as a result of the optimised segmentation method AM/AM

improvements.

5.2.6 Summary

In this section we have presented and demonstrated the use of a more accurate simple

AM/AM model that is suitable for use over a range of RF PA device technologies.

A segmented curve-fitting approach, using the proposed recent AM/AM model, has

also been presented that provides up to 20 dB NMSE improvement when modelling

the AM/AM characteristics of the amplifier, further resulting in lineariser 3rd IMD

improvements of up to 17 dB.

A model parameter fitting approach using a simple algorithm has been indicated along

with simulations accounting for segment boundary discontinuities, demonstrating that

such worst case discontinuities have no effect on the modeled amplifier spectrum when

using digitally modulated signals.

Page 167



5.2 Memoryless (AM/AM only) Behavioral Model for RF Power Amplifiers

Figure 5.18. SHF-0189 measured device 3rd IMD data versus Simulink simulation error

comparison, AM only. 3rd IMD |measured minus Simulink simulated| error for the
O’Droma (Modified Saleh), Glock (Rapp), recent Cann & Optimised segmented re-

cent Cann models for AM/AM only. The AE for Cann’s recent AM/AM model is

≈ 4dB compared to ≈ 6.5 & 13.9 dB for the O’Droma and Glock (Rapp) models

respectively. The Optimised segmented recent Cann model AE further improves 3rd

IMD over the recent Cann model by ≈ 0.7 dB.

Table 5.7. Technology NMSE & linearisation improvement comparison AM/AM only.

Cann 12B AM/AM NMSE IMD Improvement

Device NMSE (dB) Improvement (dB)

Full Segmented (dB)

BJT [112] -30.16 -35.28 5.12 3.02

HFET [145] -43.53 -62.84 19.31 13.51

HBT [147] -58.88 -64.86 5.98 6.43

E-pHEMT [148] -44.77 -63.41 18.64 13.90

LDMOS [117] -37.68 -42.40 4.72 1.39

GaAs [128] -39.61 -58.20 18.59 0.75

CMOS [128] -46.04 -56.07 10.03 1.79

GaN/SiC [149] -43.10 -48.40 5.30 17.62
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Figure 5.19. Lineariser 3rd IMD reduction versus phase errors for a range of amplitude errors,

AM only. The cyan vertical arrow shows the 3rd IMD improvement in linearisation for

the optimised segemnted approach compared to the full recent Cann AM/AM model,

red dotted vertical arrow, both at 0.1◦ phase error.

5.3 Conclusion

This chapter has presented and demonstrated a new semi-physical AM/PM model,

derived from a simple more accurate AM/AM model, showing its suitability over a

range of RF PA device technologies. The combination of the new AM/PM model and

more accurate AM/AM model accurately predict 3rd IMD and ACPR performance

against measured device data.

A segmented curve-fitting approach, using the new AM/PM model, has also been pre-

sented showing up to 20 dB NMSE improvement when modelling amplifier AM/PM

characteristics, also resulting in lineariser 3rd IMD improvements of over 5 dB. Simula-

tions of segment boundary discontinuities have shown that worst case discontinuities

have no effect on the modeled amplifier spectrum for digitally modulated signals.

Throughout this chapter, data from within the literature, manufacturer’s datasheets or

testing has been used. For any device selection it is recommend that appropriate testing

on one or more devices be performed in order to validate any device performance

against requirements.
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5.3 Conclusion

This chapter has also presented and demonstrated the use of a more accurate simple

AM/AM model that is suitable for use over a range of RF PA device technologies.

A segmented curve-fitting approach, using the proposed recent AM/AM model, has

also been presented that provides up to 20 dB NMSE improvement when modelling

the AM/AM characteristics of the amplifier, further resulting in lineariser 3rd IMD

improvements of up to 17 dB over the range of technologies shown in Table 5.7.

A model parameter fitting approach using a simple algorithm has been indicated along

with simulations accounting for segment boundary discontinuities, demonstrating that

such worst case discontinuities have no effect on the modeled amplifier spectrum when

using digitally modulated signals.

In the next chapter the use of some of these simple behavioural models has been ap-

plied to simple low cost analog pre-distorter linearisers in line with less complex, low

cost approaches more suited to small cell cellular repeaters compared to more expen-

sive and complex, power hungry DPD approaches.
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Chapter 5 Generalised Quasi-Memoryless and Memoryless Behavioural Models

Algorithm 2 Minimize AM/AM NMSE in dB.

Require: Combined AM/AM NMSE (dB) is minimum.

Ensure: Vin & Vout are real & > 0.

1: INPUT Vout vs. Vin data-set for the amplifier.

2: Determine d2Vout/dV2
in (2nd Derivative)

3: if d2Vout/dV2
in 6= 0 after the first occurrence when d2Vout/dV2

in = 0 then

4: Vout vs. Vin data does not extend far enough into the saturation region so extend

the Vout vs. Vin data using [137], refer to Fig.5.11.

5: end if

6: if d2Vout/dV2
in = 0, on the first occurrence. then

7: VinLin
is the linear region stop point.

8: else if d2Vout/dV2
in = 0, on the second occurrence. then

9: VinSat
is the saturation region start point.

10: end if

11: Note: Vout vs. Vin data between VinLin
& VinSat

is the non-linear region data.

12: for Vin = 0 to VinLin
do

13: Least Squares Curve Fit (LSCF) Vout vs. VinLin
using (5.8)

14: end for

15: for Vin = VinLin
to VinSat

do

16: LSCF Vout using (5.8), for the non-linear region.

17: end for

18: for Vin = VinSat
to Vinmax

do

19: LSCF Vout vs. VinSat
using (5.8), for the saturation region data.

20: end for

21: for Vin = 0 to Vinmax
do

22: Calculate AM/AM NMSE A (dB), using (5.2), for the combined linear, non-linear

& saturation region segments.

23: Adjust VinLin
& VinSat

to give VinLin1
& VinSat1

24: end for

25: repeat

26: Steps 12: to 24: using VinLin1
& VinSat1

calculate AM/AM NMSE B (dB), using (5.2),

for the combined linear, non-linear & saturation region segments.

27: until NMSE B (dB) < NMSE A (dB)

28: Note: It may occur that NMSE A (dB) < NMSE B (dB), i.e. the initial segmentation

is optimum.

29: Output all calculated curve fit coefficients. END
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Chapter 6

RF PA Linearisation
Techniques

T
HIS chapter describes an envelope predistortion lineariser

scheme that uses integrated analog components for the low cost

implementation of IMD reduction in RF PAs. Integrated logarith-

mic amplifiers and phase detectors are used to sample the input and output

signals before and after the RF PA to measure the complex gain and phase

information, which is used to control an integrated predistorter IC that con-

tains adjustable gain and phase components within a single IC package.

Comparisons of a range of well-known and developed RF PA behavioural

models are evaluated to determine the most suitable behavioural model

for this linearisation scheme, including the RF PA driver and memory ef-

fects. All component models are based on parameters extracted from read-

ily available device datasheets for the driver and RF PA, thus minimizing

the need for extra measurements.
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Introduction

6.1 Analog RF Predistorter Simulation using Well-Known

Behavioural Models - Introduction

There is a continual need for improved spectrally efficient communication schemes at

ever reducing costs. The RF PA is a major component within a communication sys-

tem thus having a significant impact on both the spectral purity and system cost. It is

therefore important to consider the performance of the RF PA to achieve these system

requirements. To achieve maximum system efficiency then an RF PA needs to be op-

erated at or near its maximum output power. With today’s digital modulation, such

a need impacts on spectral regrowth and other users, so linearisation schemes must

be employed to overcome this shortcoming. The type of linearisation scheme will also

have an impact on both the output spectrum and overall system cost. This chapter

investigates a simple low cost lineariser implementation using readily available ana-

log components. The use of these simple components offers moderate linearisation

improvements at low cost compared to more complex; in size, implementation cost

and power consumption, digital pre-distortion or other linearisation schemes such as

Cartesian loop or feed forward, or envelope restoration, Kennington [156]. This chap-

ter demonstrates that gain and phase detection offer the benefit of reducing lineariser

complexity by eliminating any down / up conversions, also reducing potential spu-

rious issues and system complexity and costs are also reduced by combining the lin-

eariser elements within a single IC. An estimate of the PCB area needed for this lin-

eariser is 25 mm x 25 mm. In addition, this chapter evaluates a number of behavioural

models and demonstrates their linearisation performance when included in this pro-

posed linearisation approach.

6.2 Proposed linearisation Scheme

The envelope pre-distortion scheme to be used is shown in Fig. 6.1 based on Woo [157].

This scheme uses simple low cost readily available analog ICs. The original paper [157]

uses individual discrete Voltage Variable Attenuators (VVAs) and Voltage Variable

Phase Shifters (VVPSs), whereas this chapter proposes the use of an all-in-one ad-

justable gain and phase shifter linearisation IC from Maxim, the MAX2010 [158] shown

in Fig. 6.2.

The MAX2010 offers a range of gain and phase breakpoints that are adjustable thus

suitable for a range of RF PA gain and phase expansion points. Coarse and fine gain
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1/a1

Figure 6.1. Analog envelope pre-distortion lineariser. Analog envelope pre-distortion lineariser

from Woo [157] including driver amplifier and splitter.

Figure 6.2. Maxim MAX2010, gain and phase lineariser IC. [158].

and phase slope adjustments are also available for wide range of RF PAs. The MAX2010

device data is sufficient to enable the extraction of the needed phase and gain param-

eters for the behavioural models. Parameters KM and KP are formed via operational

amplifiers and these can be optimally adjusted for magnitude and phase gains plus
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6.2 Proposed linearisation Scheme

offsets to cater for the 30 mV/dB and 10 mV/◦ slopes of the Analog Devices gain /

phase logarithmic detector, AD8302 IC [159].

6.2.1 Lineariser Theory

The theory of this lineariser is as follows. An example lineariser structure is as shown

in Fig. 6.3

1/a1

Figure 6.3. Existing predistortion model.

where x(t) = input signal, z(t) = predistorted input signal to the RF PA, G {•} = com-

plex gain function of the RF PA and F {•} = pre-distortion function. Conventional

predistorters use x(t) to calculate the predistortion function F {•}.

y(t) = z(t) · G(|z(t)|) (6.1)

= [x(t) · F(|x(t)|)] · G(|z(t)|), (6.2)

= [x(t) · F(|x(t)|)] · G(|x(t) · F)|x(t)|)|). (6.3)

G(|z(t)|) ∼=
n

∑
k=1

ak · |z(k−1)(t)|. (6.4)

where ak are complex coefficients of kth order and F(|x(t)|) = Polynomial pre-inverse

of G(|x(t) · F(|x(t)|)|). However determining the inverse of G(•) is complex and not

straightforward for an analog implementation. For analog implementation the lin-

eariser can be configured as shown in Fig. 6.4

Using z(t) as the reference signal,
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1/a1

Figure 6.4. New predistortion model. New predistortion model.

y(t) = z(t) · G(|z(t)|), (6.5)

= [x(t) · F(|z(t)|)] · G(|z(t)|). (6.6)

F(|x(t)|) = a1 · G−1(|z(t)|). (6.7)

where F(•) = the inverse of G(•), a1 sets the overall system gain and τ, shown in

Fig. 6.4, equalises the delay between z(t) and y(t) and this can be implemented using

analog components, as shown in more detail in Fig. 6.1.

6.2.2 Logarithmic Detector Theory

Referring to Fig. 6.1 the controlling inputs to the vector modulator’s voltage variable

attenuator and phase shifter, from the gain / phase detector’s outputs are given by

VMAG(t) = VSLP · log

[

MA(t)

MB(t)

]

, (6.8)

VPHS(t) = Vφ · [∠PA −∠PB − 90◦]. (6.9)

where parameters VSLP and Vφ are the voltage slope in V/dB and phase slope in ◦/dB

respectively. MA and MB are the magnitudes of the AD8302’s inputs and PA and PB

are the phases of the AD8302’s inputs. For the logarithmic detector, AD8302 [159], this

device can be modeled by the following equations

Vout(t) = KSLP · log

[

Vin(t)

VL

]

+ ǫ. (6.10)
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6.2 Proposed linearisation Scheme

where KSLP = detector log slope, VL = minimum input voltage and ǫ = deviation from

ideal,

Vin(t) = Re[(vIin(t) + jvQin(t))e
jωct], (6.11)

A(t) =
√

v2
Iin(t) + v2

Qin(t). (6.12)

where A(t) is the envelope of the input signal,

PA = 10 log

[

A2(t)

2Rin

]

+ 30. (6.13)

where PA is the power of the envelope in dBm,

ǫ = SE sin

[

2π

(

PA − PMin

Ec

)]

. (6.14)

where S = sensitivity (V/dB), E = peak log error (dB), Ec = log cycle error (dB) and

PMin= minimum input power in dBm.

VL =
√

2

[

Rin10

(

PMin−30
10

)]0.5

. (6.15)

where VL is the voltage level corresponding to PMin,

M(t) = 20S log

[

A(t)

VL

]

+ ǫ , i f A(t) < VL (6.16)

= 0 , otherwise. (6.17)

Then

Vout =

[

M(t)

A(t)

]

vin(t). (6.18)

These equations are used for the Simulink modeling discussed in Section 6.4.
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6.2.3 Vector Modulator Elements

The vector modulator consists of the VVA and VVPS elements. Details relating to the

amplitude and phase variations for these elements are given in Section 6.2.3 and 6.2.3

that follow.

Voltage Variable Attenuator

The VVA’s gain and phase vary with applied voltage with the phase change being

minimal as shown in Fig. 6.5. This element is modeled using a 5th order polynomial

with co-efficients as given in Table 6.1.

Figure 6.5. Voltage variable attenuator response. VVA Gain and phase response versus |Vctrl |.

Voltage Variable Phase Shifter

Similar to the VVA the VVPS’s gain and phase vary with applied voltage with this

time the gain change being minimal as shown in Fig. 6.6. This element is also modeled

using a 5th order polynomial and the co-efficients are given in Table 6.2.
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6.2 Proposed linearisation Scheme

Table 6.1. VVA 5th order polynomial coefficients.

Coefficient Gain (dB) Phase (◦)

x0 -23.10 -52.48 (constant)

x1 0.25 -52.48

x2 15.06 -52.48

x3 -19.53 -52.48

x4 11.01 -52.48

x5 -2.04 -52.48

Figure 6.6. Voltage variable phase shifter response. VVPS Phase and gain response versus Vctrl.

6.2.4 RF Power Amplifier

The RF PA device used is the same as the one used in [157]. This amplifier is a 0.5 W,

GaAs HFET PA, Sirenza SHF-0189, operated at 881.5 MHz. The AM/AM and AM/PM

characteristics versus Pin are shown in Fig. 6.7. For modeling this RF PA, the original

Rapp model [111] is used for the amplitude response, while the phase model used is

based on the updated version of the Honkanen and Haggman phase model [112] as

given in Table 6.3.
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Table 6.2. VVPS 5th order polynomial coefficients.

Coefficient Gain (dB) Phase (◦)

x0 -0.02 3.22

x1 -0.08 -13.63

x2 0.11 22.52

x3 -0.04 -21.64

x4 -0.08 33.41

x5 -1.59 -83.58
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Figure 6.7. Sirenza SHF-0189 Pin versus Pout and phase data. Derived from Woo [157].

For this study, several other well-known models, with some recent additions as de-

tailed in Table 6.3 [112, 109, 110, 113, 114, 137], were also used to model the RF PA

device data and a comparison has been made to evaluate their applicability for this

type of linearisation scheme.
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6.2 Proposed linearisation Scheme

Table 6.3. Improved simple behavioural models for RF power amplifiers.

Model AM/AM AM/PM

r = input voltage,

A(r) = output voltage φ(r) = output phase

Saleh [109] ASaleh(r) =
αarηa

(1+βarγa )νa − ǫa =
αar

1+βar2
φSaleh(r) =

αφr
ηφ

(1+βφr
γφ)

νφ − ǫφ =
αφr

1+βφr2

αa = AFP, βa = AFP, ηa = 1, γa = 2, νa

= 1, ǫa = 0

αφ = PFP, βφ = PFP, ηφ = 1, γφ = 2, νφ

= 1, ǫφ = 0

Ghorbani

and Sheikan

[110]

AGhorbani(r) =
x1rx2

1+x3rx2 + x4r AGhorbani(r) =
y1ry2

1+y3ry2 + y4r

x1, x2, x3, x4 = AFPs y1, y2, y3, y4 = PFPs

Rapp [111]

AM/AM,

Honka-

nen and

Haggman

AM/PM

inc. Fisher

and Al-

Sarawi [137]

phase offset

addition1

ARapp(r) =
gr

[

1+( gr
L )

2s
]1/2s

φHH(r) =
bφHH

1+e
−cφHH

(r−aφHH
) · 1

p1r+p2
−

dFA

L = SLL, g = SSG, s = sharpness

param.

aφHH
= input (BJT) turn-on voltage,

bφHH
= turn-on |phase|, cφHH

= step

change steepness, p1, p2 = downward

slope adj. params., dFA = phase offset

White et

al [113],

AM/AM

corrected2

by Fisher

and Al-

Sarawi [137]

AWhite(r)=aw[[[
(

1 − e−bwr
)

+cwre−dwr2
]]]

φWhite(r) = fw

(

1 − e−gw(r−hw)
)

, r ≥
hw

φWhite(r) = 0, r < hw

aw = SLL, bw = SSG, cw, dw = AFPs
fw = magnification factor, gw = curve

slope, hw = r-axis range shift

O’Droma et

al [114]
AO’Droma(r) =

αarηa

(1+βarγa )νa − ǫa φO’Droma(r) =
αφr

ηφ

(1+βφr
γφ)

νφ − ǫφ

αa, βa, ηa, γa, νa, ǫa = AFPs αφ, βφ, ηφ, γφ, νφ, ǫφ = PFPs

1 Fisher and Al-Sarawi phase offset addition, dFA, allows positive phase shifts.

2 Fisher and Al-Sarawi correction of White et al’s AM/AM model, square brackets []

addition, provides a correct match to White et al’s results [113].

Page 182



Chapter 6 RF PA Linearisation Techniques

6.2.5 Group Delay

The MAX2010 has a maximum given group delay of 2.4 ns and the group delay of

the Sirenza SHF-0189 is 1.4 ns from [157]. To accommodate this delay in a physical

implementation, a small footprint, low cost, Surface Mount Technology (SMT), Low

Temperature Co-fired Ceramic (LTCC) component(s) are used. These devices are avail-

able from Elmec Technology [160] and operate over the frequency range of interest and

cover delays from ps up to 3 ns. The total group delay of 3.8 ns can be obtained by the

series combination of two of these LTCC SMT components. These group delays are

utilised in the following simulations.

6.3 Amplitude and Phase Error Impacts on Predistorter

Intermodulation Reduction

Variations of the gain and phase logarithmic amplifier detector IC and the variable gain

and pre-distortion lineariser IC have an effect on the overall ability of the lineariser to

improve the output IMD performance. The equation describing the combined effects

of these variations on the amount of IMD improvement is given by (6.19), [150].

SIMD = −10 log10

[

1 + 10δ/10 − 2 · 10δ/20cos(∆θ)
]

. (6.19)

where SIMD is the intermodulation improvement in dB, δ is the amplitude variation in

dB and ∆θ is the phase variation in degrees. This equation is plotted in Fig. 6.8 and

indicates that to maintain a 20 dB IMD improvement, the gain variation must be less

than ±1 dB and the phase variation must be less than 6 degrees.

Errors for the gain-phase detector IC and gain-phase linearisation IC, taken from the

datasheets, are provided in Table 6.4.

Considering all of the errors listed in Table 6.4 and following an Root Sum Squared

(RSS) analysis, then an IMD improvement of greater than 15 dB should be expected.

6.4 Modelling and Simulation

The behavioural modeling of the RF PA was developed using the least squares curve

fitting technique for the equations given in Table 6.3. The input and output voltages
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6.4 Modelling and Simulation

Figure 6.8. Pre-distorter 3rd IMD reduction versus gain and phase errors.

are normalized to the 1 dB compression point (P1dB) of the Sirenza SHF-0189 being

at Pin = 11.5 dBm and Pout = 27.12 dBm. Details of all extracted parameters for each

of the models are given in Table 6.5. The lineariser, shown in Fig. 6.1, and vector

modulator, shown in Fig. 6.2, are modeled using Simulink with the simulated before

and after lineariser 3rd and 5th order IMDs are shown in Fig. 6.10, using the original

Rapp AM/AM model and the Honkanen and Haggman AM/PM model [112] with the

phase update, d, provided in [137].

6.4.1 3rd and 5th Order Intermodulation Simulation Results

To validate this method and the RF PA models used, a Simulink model was created as

shown in Fig. 6.9.

The simulation results from the Simulink model are shown in Fig. 6.10 and show a

third order intermodulation performance (3IMD) improvement of between 3.5 dB to

10.8 dB for the original Rapp model including the Honkanen and Haggman phase

model plus the addition from these authors [137]. All models showed linearisation

improvement except the O’Droma model, as shown in Table 6.6, which shows both the
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6.4 Modelling and Simulation

Table 6.4. Gain / Phase detector and linearisation IC errors.

Parameter Specification

Attenuator / Phase shift IC

Phase Breakpoint vs Temperature ±1.5 dB

Phase slope vs Temperature 0.05 ◦/dB

Phase Parasitic Gain expansion +0.4 dB

Gain Breakpoint vs Temperature -0.5 dB

Gain slope vs Temperature -0.01 dB/dB

Gain Parasitic Gain expansion +3◦

Detector IC

Magnitude Dynamic Range (900 MHz) ±1 dB per 58 dB

Magnitude Slope 28.7 mV/dB/dB

Gain Deviation vs Temperature 0.25 dB

Gain Measurement Balance 0.20 dB

Phase Dynamic Range (900 MHz) ±1 dB per 143◦

Phase slope 10.1 mV/◦

Phase Deviation vs Temperature 0.75◦

Phase Measurement Balance 0.8◦

worst case and best case for both the 3rd and 5th order IMD products. Surprisingly the

O’Droma [114] model did not show a 3rd order IMD product improvement as per all

of the other models considering NMSE as a FOM performance, as defined by [116] and

listed for all models in Table 6.7.

No further optimization of the input path delay or optimization of the Km and Kp

parameters provided further improved IMD suppression performance. Over a power

input range from +13 to +21 dBm per carrier, the amount of linearisation improvement

varied with each model for both the 3rd and 5th order IMD products. The 3rd and

5th order IMD performance and simulated results for the SHF-0189 device are shown

in Fig. 6.11. There was also a degree of asymmetry seen with some models more than

others. The asymmetry may be caused by variations in the variable attenuator or phase

shifter models.
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Chapter 6 RF PA Linearisation Techniques

Table 6.5. Extracted behavioural model parameters. Normalized to P1dB.

Model AM/AM AM/PM

Saleh [109] αa=1.2015 αφ=0.0288

βa=0.1974 βφ=-0.6472

Ghorbani and Sheikan [110] x1=273.044 y1=0.2769

x2=1.0013 y2=6.7083

x3=0.0029 y3=1.5281

x4=-271.264 y4=-0.0172

Rapp [111] AM/AM & Honkanen and Haggman [112] AM/PM

with Fisher and Al-Sarawi [137] addition

A=1.1449 a=0.9174

b=2.1904

α=1.1151 c=9.9697

p1=7.2366

β=2.8142 p2=7.8934

d=0.0072

White et al [113] with Fisher and Al-Sarawi [137] AM/AM

correction

a=-0.0798 f=273.3693

b=-0.5017 g=4.677e-8

c=-14.4528 h=0.9496

d=0.1925

O’Droma et al [114] αa=1.1344 αφ=-0.1426

βa=1.3359 βφ=0.0484

ηa=0.9902 ηφ=0.3467

γa=6.2165 γφ=6.3138

νa=0.1504 νφ=4.5738

ǫa=0 ǫφ=-0.1293
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6.4 Modelling and Simulation

Table 6.6. Intermodulation improvement versus model type at +24 dBm total output level.

Model lineariser OFF lineariser ON Improvement

(dBc) (dBc) (dB)

3rd 5th 3rd 5th 3rd 5th

Worst Best Worst Best

Saleh [109] 27.5 49.6 32.6 42.7 5.0 6.6 -6.9 -0.06

Ghorbani and Sheikan [110] 27.3 38.1 30.8 38.6 3.5 10.8 0.4 6.0

Rapp [111] AM/AM

& Honkanen and Hag-

gman [112] AM/PM with

Fisher and Al-Sarawi [137]

addition

27.8 39.5 31.2 38.8 3.4 10.4 -0.7 7.9

White et al [113] with

Fisher and Al-Sarawi [137]

AM/AM correction

28.3 57.8 28.8 60.3 0.6 0.65 2.4 3.0

O’Droma et al [114] 28.9 41.5 27.2 46.1 -1.7 -1.1 4.7 6.5

Table 6.7. Improved behavioural models versus NMSE comparison.

Model AM/AM NMSE

(dB)

Saleh, [109] -36.5

Ghorbani and Sheikan, [110] -42.5

Rapp [111] AM/AM & Honkanen and Haggman [112] AM/PM

with Fisher and Al-Sarawi [137] addition

-58.7

White et al [113] with Fisher and Al-Sarawi [137] AM/AM

correction

-37.1

O’Droma et al [114], (Modified Saleh) -61.8
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3.7 dB
improvement

10 dB
improvement

Figure 6.10. RF PA IMD Simulink simulations. Simulink simulation result of the RF PA before

(top) and after (bottom) linearisation. Tone spacing is 1 MHz with an output level of

+21 dBm per tone.

6.4.2 WCDMA Simulation Results

Results for a WCDMA input signal are shown in Fig. 6.12, with the linearisation im-

provement occurring more in the first adjacent channels compared to the next adjacent

channels further from the center frequency. This is predictable when the 5th order lin-

earisation performance is examined with this not being as significant as the 3rd order

improvements.
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6.5 Conclusion

Figure 6.11. SHF-0189 measured versus simulated IMD performance. SHF-0189 measured

IMD performance, from [155], plus simulated pre-distorter (using original Rapp model

plus update Honkanen and Haggman phase model) IMD performance vs input level

per carrier (dBm).

6.5 Conclusion

An envelope predistortion lineariser, using small, targeting low cost analog compo-

nents, has been simulated using several well-known existing and improved behavioural

models, with the results indicating that the combination of a simple analog lineariser

with an improved simple behavioural model can provide lineariser performance im-

provements to a maximum of 10 dB over a limited input power range of 3 to 4 dB from

the device P1dB point.
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Figure 6.12. RF PA WCDMA Simulink simulations. Simulink simulation results of the RF PA

before (top) and after (bottom) linearisation. WCDMA input signal, Pout=24 dBm.
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Chapter 7

Conclusion and Future
Research

T
HIS thesis has presented and investigated concepts for obtain-

ing higher power amplifiers based on combining technologies as

well as proposing a technology selection and design methodology

method. It has also presented improvements, new models and techniques

for behavioural modelling associated with RF PAs for the purpose of fast

RF PA output device comparison and selection while preserving modelling

accuracy in system analysis. Low cost RF linearisation methods have also

been investigated to cater for low cost, low power, low complexity appli-

cations. This chapter provides conclusions from this research including a

look at possible future research areas.
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7.1 Introduction

7.1 Introduction

The research work presented in this thesis covers three areas. The first part investi-

gates combining technologies and techniques and developes a design methodology to

be able to select the most appropriate solution for a range of parameters. Part two in-

vestigates and presents new memoryless and quasi-memoryless behavioural models

and techniques for RF PA device comparison and selection. The final part looks at low

cost analog lineariser simulation using a range of memoryless and quasi-memoryless

behavioural models.

7.2 Power Combining Technologies and a FOM Design

Methodology

7.2.1 Power Amplifier Combining Technologies: Chapter 2

Background: Chapter 2 highlighted a need for power combining techniques that can

meet the emerging requirements for high power output stages. In the literature a

wide range of techniques and technologies are presented, however a comprehensive

overview of these different techniques and technologies seems to be lacking, so there

is need to provide an overview of the different approaches to power combining tech-

niques and technologies.

Contribution: This thesis provides a comprehensive and updated review of available

power combining technologies for solid state power amplifiers. These technologies

cover a broad range of frequencies and methods. It also investigates and reviews other

techniques that can further enhance the outcomes associated with spatial combining

technologies. It also considers the use of established combining technologies, like cor-

porate combining in the form of IMFETs, in concert with spatial combining techniques.

7.2.2 FOM Design Methodology for Power Amplifier Combining:

Chapter 3

Background: After considering the different power combining techniques, a number

of Figure’s of Merit exist that are commonly used to highlight specific power com-

bining parameters suited to application requirements. Nonetheless, a Figure of Merit
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approach for evaluating a suitable technology for a range of requirements, including

specifications as well as less well defined parameters, appears to be missing from the

literature. Hence the need for a design methodology, over a broader range of parame-

ters, that allows for such a comparison.

Contribution: From the review in Chapter 2 a need emerged for a way of being able

to select the most appropriate combining technologies and technique in order to meet

a range of requirements that go beyond only hard requirements and also considered

other factors that are less tangible, for example amplifier graceful degradation or ser-

vicing requirements. The method developed is based around FOMs already published

in the literature and also modern decision making techniques. This has been demon-

strated through a case study and commercially validated and described in the litera-

ture by other research groups.

7.3 Quasi-Memoryless and Memoryless Behavioural Mod-

elling of SSPAs

7.3.1 Behavioural Modelling of SSPAs: Chapter 4

Background: Much of the RF PA modelling in the literature is memoryless or quasi-

memoryless behavioural modelling with limited accuracy and is technology specific,

so the need exists for improved accuracy models that can be applied to a range of de-

vices and characteristics. Such a requirement is to develop a generic model that allows

behavioural modelling of different amplifier technologies without compromising ei-

ther the speed and accuracy of these models. In addition it would be preferred to have

models that are physics-based, reflect currently available devices, with operation well

into saturation, and that include memory effects.

Contribution: This chapter investigated improvements to existing memoryless and

quasi-memoryless behavioral models and also extended them so that they could be

used beyond the limitation of zero degrees phase shift that can occur for LDMOS

devices. A technique was also introduced that extended AM/AM device data into

the saturation region and the models were compared into this region. Simulation re-

sults indicated that for models extracted from existing data that when extended into

the saturation region the Rapp model showed the best performance being relevant to
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7.4 RF PA Linearisation Techniques

currently used LDMOS devices. Also provided is a physics based model that incor-

porates memory effects to enable designers to quickly model devices from manufac-

turer’s datasheet, thus enabling them to make fast device selections.

7.3.2 Generalised Quasi-memoryless and Memoryless Behavioural Mod-

els: Chapter 5

Background: Recent more accurate AM/AM and AM/PM models and techniques

are used to generate a more accurate quasi-memoryless model that is semi-physically

based. The accuracy is further enhanced by using an optimised segmentation tech-

nique based on derivatives of a devices’ AM/AM data. Performance is validated for

both two tone and WCDMA signals. Discontinuity effects at segmentation boundaries

are also considered and are shown to have no impact on modelling or accuracy.

Contribution: This chapter provides a comprehensive review of memoryless and quasi-

memoryless behavioural models over the last 40 years and identifies more suitable

models for the PA designer. The development of a new AM/PM model, based on a

more accurate AM/AM model, is provided as well as a straightforward segmentation

method that provides even further modelling accuracy improvements. The benefits

of accuracy enhancements are quantitatively shown to improve linearisation perfor-

mance for both two tone and WCDMA signals.

7.4 RF PA Linearisation Techniques

Background: With the current need for enhanced data access, cellular systems are

trending towards Small Cell repeaters. These are typically smaller and need to be

low cost and less complex, as a result, and also more efficient. This means that more

complex power hungry DPD type linearisers are less favourable options from a com-

mercial perspective. For these low cost linearisers to be viable they need to approach

the operating performance of DPD type linearisers.

Contribution: This chapter investigates and simulates, using Simulink, an analog based,

low cost lineariser. The simulation also uses and compares a range of memoryless and

quasi-memoryless behavioural models. In this work digital WCDMA signals, as well

as two tone signals, are used to evaluate the analog lineariser performance by moni-

toring ACLR and 3rd IMDs.
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7.5 Future Research Directions

Like many theses, along the way, many questions arise, suggesting other areas for pos-

sible research, and some other areas that are not fully explored. Also like many theses

time does not permit further research time to be spent in answering these questions or

in fully exploring some areas. These questions and open research areas are gathered

here and discussed as possible further research areas.

Power Amplifier Combining Technologies: Chapter 2 Further review the use of GaN

devices, that are now starting to establish themselves and compete against GaAs MES-

FETs and LDMOS devices in the market place, by providing more power in the same

area as well as operating at higher temperatures and power supply voltages. The im-

pacts of both higher operating temperatures and power supply voltages require further

review from a thermal management perspective as well as impact related to power

supply design. Also associated with higher RF power densities is the need for further

investigations on the impact of RF power handling on transition methods and field

modification techniques.

FOM Design Methodology for Power Amplifier Combining: Chapter 3 expanded

design and technology selection methodologies. Further research and investigations

into alternative mechanical, thermal, field modification, electro-magnetic and optimi-

sation techniques for low cost design of higher power SSPAs would also be beneficial.

A number of parameters and a majority of FOMs in Table 3.4 are not listed so future

work would be to fully specify these parameters and FOMs so that more accurate se-

lections can be made.

Behavioural Modelling of SSPAs: Chapter 4 Investigate the application of the tech-

nique developed by Schmidt [161], with subsequent software [162], for the use in de-

termining equations based on measured data. This could be used to model AM/AM

and AM/PM from measured data.

Generalised Quasi-memoryless and Memoryless Behavioural Models: Chapter 5

Combine both the new segmented AM/AM model and AM/PM model. Investigations

would be required to see if this further improves modelling accuracy. Also consider

developing an optimisation routine, for the combined AM/AM and AM/PM models

using the segmentation technique, for further additional accuracy improvements.

For any device selection it is recommend that appropriate testing on one or more de-

vices be performed in order to validate any device performance against requirements.
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7.5 Future Research Directions

Investigate if the memoryless and quasi-memoryless models can be expanded to in-

clude both 5th order IMDs and ”Sweet spot” as both of these can be useful in further

improving lineariser performance.

Investigate the performance of the newly developed AM/PM model when it is oper-

ated deep into saturation.

RF PA Linearisation Techniques: Chapter 6 Investigate ”Direct Sideband RF PD lin-

earisers” where a sample of the ACLR is measured directly at the PA output, with no

down conversion via mixing using local oscillators, and is filtered and fed back via the

analog gain / phase logarithmic detector to control a vector modulator for the purpose

of low cost linearisation.
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Appendix A

T
HIS appendix contains the AM/AM & AM/PM plots used for

generating the NMSE data shown in Figs. 5.3 (a) and (b) and in

Table 5.3.
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Cann 2012
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Figure A.1. TWTA (Fig. 2 Saleh) AM/AM plots. (a) = Saleh [109], (b) = Ghorbani [110], (c)

= Rapp [111], (d) = White (corrected) [137], (e) = O’Droma (Modified Saleh) [114],

(f) = Cann 2012 [125], & (g) = O’Droma (Modified Bessel Fourier) [136] M = 7.
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Figure A.2. TWTA (Fig. 2 Saleh) AM/PM plots. (i) = Saleh [109], (ii) = Ghorbani [110],

(iii) = Honkanen & Haggman [112], (iv) = White [113], (v) = O’Droma (Modified

Saleh) [114], (vi) = Fisher [137], (vii) = Glock [128], (viii) = O’Droma (Modified

Bessel Fourier) [136] M = 7, & (ix) = This work including segmentation.
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Figure A.3. BJT (Fig. 2 Honkanen & Haggman) AM/AM plots. (a) = Saleh [109], (b) =

Ghorbani [110], (c) = Rapp [111], (d) = White (corrected) [137], (e) = O’Droma

(Modified Saleh) [114], (f) = Cann 2012 [125], & (g) = O’Droma (Modified Bessel

Fourier) [136] M = 7.
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BJT data (Fig. 2 H&H)
This work Lin. Seg.
This work Nonlin. Seg.
This work Sat. Seg.
This work

(vii) NMSE = -53.08 dB (viii) NMSE = -27.22 dB (ix) NMSE = -53.03 dB

& -56.56 dB (Seg.)

Figure A.4. BJT (Fig. 2 Honkanen & Haggman) AM/PM plots. (i) = Saleh [109], (ii) =

Ghorbani [110], (iii) = Honkanen & Haggman [112], (iv) = White [113], (v) = O’Droma

(Modified Saleh) [114], (vi) = Fisher [137], (vii) = Glock [128], (viii) = O’Droma

(Modified Bessel Fourier) [136] M = 15, & (ix) = This work including segmentation.
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Saleh

0 0.2 0.4 0.6 0.8 1 1.2
0

1

2

3

4

5

6

Input Level, (V)

O
ut

pu
t L

ev
el

, (
V

)
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HFET data (SHF−0189)
Rapp

(a) NMSE = -31.68 dB (b) NMSE = -32.18 dB (c) NMSE = -49.22 dB
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HFET data (SHF−0189)
White (Corr.)
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HFET data (SHF−0189)
Cann 2012

(d) NMSE = -33.52 dB (e) NMSE = -52.67 dB (f) NMSE = -43.53 dB
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HFET data (SHF−0189)
MBF7

(g) NMSE = -56.95 dB

Figure A.5. HFET (SHF-0189) AM/AM plots. (a) = Saleh [109], (b) = Ghorbani [110], (c) =

Rapp [111], (d) = White (corrected) [137], (e) = O’Droma (Modified Saleh) [114], (f)

= Cann 2012 [125], & (g) = O’Droma (Modified Bessel Fourier) [136] M = 7.
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HFET data (SHF−0189)
H&H

(i) NMSE = -10.59 dB (ii) NMSE = -36.14 dB (iii) NMSE = -27.65 dB
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HFET data (SHF−0189)
H&H+F&A

(iv) NMSE = -21.25 dB (v) NMSE = -49.18 dB (vi) NMSE = -25.19 dB
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HFET data (SHF−0189)
Glock
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HFET data (SHF−0189)
MBF15
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HFET (SHF−0189)
This work Lin. Seg.
This work Nonlin. Seg.
This work Sat. Seg.
This work

(vii) NMSE = -36.25 dB (viii) NMSE = -35.77 dB (ix) NMSE = -31.98 dB

& -48.36 dB (Seg.)

Figure A.6. HFET (SHF-0189) AM/PM plots. (i) = Saleh [109], (ii) = Ghorbani [110],

(iii) = Honkanen & Haggman [112], (iv) = White [113], (v) = O’Droma (Modified

Saleh) [114], (vi) = Fisher [137], (vii) = Glock [128], (viii) = O’Droma (Modified

Bessel Fourier) [136] M = 15, & (ix) = This work including segmentation.
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LDMOS data (MW6S004N)
Saleh
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LDMOS data (MW6S004N)
Ghorbani
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LDMOS data (MW6S004N)
Rapp

(a) NMSE = -28.69 dB (b) NMSE = -33.94 dB (c) NMSE = -38.83 dB
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LDMOS data (MW6S004N)
White (Corr.)
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LDMOS data (MW6S004N)
ODroma
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LDMOS data (MW6S004N)
Cann 2012

(d) NMSE = -38.79 dB (e) NMSE = -50.85 dB (f) NMSE = -36.43 dB
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LDMOS data (MW6S004N)
MBF7

(g) NMSE = -49.10 dB

Figure A.7. LDMOS (MW6S004N) AM/AM plots. (a) = Saleh [109], (b) = Ghorbani [110], (c)

= Rapp [111], (d) = White (corrected) [137], (e) = O’Droma (Modified Saleh) [114],

(f) = Cann 2012 [125], & (g) = O’Droma (Modified Bessel Fourier) [136] M = 7.
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LDMOS data (MW6S004N)
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LDMOS data (MW6S004N)
Ghorbani
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LDMOS data (MW6S004N)
H&H

(i) NMSE = -0.32 dB (ii) NMSE = -18.82 dB (iii) NMSE = -3.08 dB
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LDMOS data (MW6S004N)
White
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LDMOS data (MW6S004N)
ODroma
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LDMOS data (MW6S004N)
H&H+F&A

(iv) NMSE = -2.28 dB (v) NMSE = -40.03 dB (vi) NMSE = -29.01 dB
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LDMOS data (MW6S004N)
Glock
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LDMOS data (MW6S004N)
MBF15
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LDMOS (MW6S004N)
This work Lin. Seg.
This work Nonlin. Seg.
This work Sat. Seg.
This work

(vii) NMSE = -30.41 dB (viii) NMSE = -20.84 dB (ix) NMSE = -30.48 dB

& -46.72 dB (Seg.)

Figure A.8. LDMOS (MW6S004N) AM/PM plots. (i) = Saleh [109], (ii) = Ghorbani [110],

(iii) = Honkanen & Haggman [112], (iv) = White [113], (v) = O’Droma (Modified

Saleh) [114], (vi) = Fisher [137], (vii) = Glock [128], (viii) = O’Droma (Modified

Bessel Fourier) [136] M = 15, & (ix) = This work including segmentation.
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HBT data (MMG3005)
Saleh
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HBT data (MMG3005)
Ghorbani
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HBT data (MMG3005)
Rapp

(a) NMSE = -29.68 dB (b) NMSE = -37.13 dB (c) NMSE = -56.70 dB

0.2 0.4 0.6 0.8 1 1.2 1.4
1

2

3

4

5

6

7

8

Input Level, (V)

O
ut

pu
t L

ev
el

, (
V

)

 

 

HBT data (MMG3005)
White (Corr.)
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HBT data (MMG3005)
ODroma
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HBT data (MMG3005)
Cann 2012

(d) NMSE = -33.31 dB (e) NMSE = -59.54 dB (f) NMSE = -51.88 dB
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HBT data (MMG3005)
MBF7

(g) NMSE = -63.22 dB

Figure A.9. HBT (MMG3005) AM/AM plots. (a) = Saleh [109], (b) = Ghorbani [110], (c) =

Rapp [111], (d) = White (corrected) [137], (e) = O’Droma (Modified Saleh) [114], (f)

= Cann 2012 [125], & (g) = O’Droma (Modified Bessel Fourier) [136] M = 7.

Page 208



Appendix A AM/AM & AM/PM plots
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HBT (MMG30059) data
H&H

(i) NMSE = -31.08 dB (ii) NMSE = -24.70 dB (iii) NMSE = -52.92 dB
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HBT data (MMG3005)
ODroma
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HBT data (MMG3005)
H&H+F&A

(iv) NMSE = -38.39 dB (v) NMSE = -48.09 dB (vi) NMSE = -58.67 dB
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HBT data (MMG3005)
Glock
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HBT data (MMG3005)
MBF15
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HBT data (MMG3005)
This work Lin. Seg.
This work Nonlin. Seg.
This work Sat. Seg.
This work

(vii) NMSE = -60.16 dB (viii) NMSE = -63.60 dB (ix) NMSE = -64.24 dB

& -75.58 dB (Seg.)

Figure A.10. HBT (MMG3005) AM/PM plots. (i) = Saleh [109], (ii) = Ghorbani [110], (iii)

= Honkanen & Haggman [112], (iv) = White [113], (v) = O’Droma (Modified

Saleh) [114], (vi) = Fisher [137], (vii) = Glock [128], (viii) = O’Droma (Modified

Bessel Fourier) [136] M = 15, & (ix) = This work including segmentation.
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EpHEMT data (ALM−31122)
Saleh
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EpHEMT data (ALM−31122)
Ghorbani
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EpHEMT data (ALM−31122)
Rapp

(a) NMSE = -31.74 dB (b) NMSE = -34.79 dB (c) NMSE = -53.26 dB

0 0.5 1 1.5 2 2.5
1

2

3

4

5

6

Input Level, (V)

O
ut

pu
t L

ev
el

, (
V

)

 

 

EpHEMT data (ALM−31122)
White (Corr.)
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EpHEMT data (ALM−31122)
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EpHEMT data (ALM−31122)
Cann 2012

(d) NMSE = -43.01 dB (e) NMSE = -57.95 dB (f) NMSE = -44.77 dB
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EpHEMT data (ALM−31122)
MBF7

(g) NMSE = -48.26 dB

Figure A.11. E-pHEMT (ALM-31122) AM/AM plots. (a) = Saleh [109], (b) = Ghor-

bani [110], (c) = Rapp [111], (d) = White (corrected) [137], (e) = O’Droma (Modified

Saleh) [114], (f) = Cann 2012 [125], & (g) = O’Droma (Modified Bessel Fourier) [136]

M = 7.
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Appendix A AM/AM & AM/PM plots
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EpHEMT data (ALM−31122)
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EpHEMT data (ALM−31122)
H&H

(i) NMSE = -10.73 dB (ii) NMSE = -21.23 dB (iii) NMSE = -23.38 dB
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EpHEMT data (ALM−31122)
H&H+F&A

(iv) NMSE = -16.82 dB (v) NMSE = -34.59 dB (vi) NMSE = -39.81 dB
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EpHEMT data (ALM−31122)
Glock
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EpHEMT data (ALM−31122)
MBF7
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EpHEMT data (ALM−31122)
This work Lin. Seg.
This work Nonlin. Seg.
This work Sat. Seg.
This work

(vii) NMSE = -33.48 dB (viii) NMSE = -31.41 dB (ix) NMSE = -34.02 dB

& -45.78 dB (Seg.)

Figure A.12. E-pHEMT (ALM-31122) AM/PM plots. (i) = Saleh [109], (ii) = Ghorbani [110],

(iii) = Honkanen & Haggman [112], (iv) = White [113], (v) = O’Droma (Modified

Saleh) [114], (vi) = Fisher [137], (vii) = Glock [128], (viii) = O’Droma (Modified

Bessel Fourier) [136] M = 7, & (ix) = This work including segmentation.

Page 211



0 0.2 0.4 0.6 0.8 1 1.2
0

10

20

30

40

Input Level, (V)

O
ut

pu
t L

ev
el

, (
V

)

 

 

LDMOS data (BLM7G1822S)
Saleh

0 0.2 0.4 0.6 0.8 1 1.2
0

10

20

30

40

Input Level, (V)

O
ut

pu
t L

ev
el

, (
V

)

 

 

LDMOS data (BLM7G1822S)
Ghorbani

0 0.2 0.4 0.6 0.8 1 1.2
0

10

20

30

40

Input Level, (V)

O
ut

pu
t L

ev
el

, (
V

)

 

 

LDMOS data (BLM7G1822S)
Rapp

(a) NMSE = -27.38 dB (b) NMSE = -32.50 dB (c) NMSE = -38.81 dB
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LDMOS data (BLM7G1822S)
Cann 2012

(d) NMSE = -28.10 dB (e) NMSE = -51.60 dB (f) NMSE = -37.70 dB
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MBF7

(g) NMSE = -49.00 dB

Figure A.13. LDMOS (BLM7G1822S) AM/AM plots. (a) = Saleh [109], (b) = Ghor-

bani [110], (c) = Rapp [111], (d) = White (corrected) [137], (e) = O’Droma (Modified

Saleh) [114], (f) = Cann 2012 [125], & (g) = O’Droma (Modified Bessel Fourier) [136]

M = 7.
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(i) NMSE = -10.93 dB (ii) NMSE = -18.72 dB (iii) NMSE = -16.09 dB
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LDMOS data (BLM7G1822S)
H&H+F&A

(iv) NMSE = -9.43 dB (v) NMSE = -36.16 dB (vi) NMSE = -23.10 dB

0 0.5 1 1.5
−8

−6

−4

−2

0

2

Input Level, (V)

O
ut

pu
t P

ha
se

, (
D

eg
re

es
)
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LDMOS data (BLM7G1822S)
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LDMOS (BLM7G1822S)
This work Lin. Seg.
This work Nonlin. Seg.
This work Sat. Seg.
This work

(vii) NMSE = -18.61 dB (viii) NMSE = -32.81 dB (ix) NMSE = -17.65 dB

& -33.71 dB (Seg.)

Figure A.14. LDMOS (BLM7G1822S) AM/PM plots. (i) = Saleh [109], (ii) = Ghorbani [110],

(iii) = Honkanen & Haggman [112], (iv) = White [113], (v) = O’Droma (Modified

Saleh) [114], (vi) = Fisher [137], (vii) = Glock [128], (viii) = O’Droma (Modified

Bessel Fourier) [136] M = 7, & (ix) = This work including segmentation.
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GaAs data (Fig. 8 Glock)
Rapp

(a) NMSE = -33.00 dB (b) NMSE = -35.74 dB (c) NMSE = -43.44 dB

0 0.1 0.2 0.3 0.4 0.5 0.6
0

1

2

3

4

Input Level, (V)

O
ut

pu
t L

ev
el

, (
V

)

 

 

GaAs data (Fig. 8 Glock)
White (Corr.)

0 0.1 0.2 0.3 0.4 0.5 0.6
0

1

2

3

4

Input Level, (V)

O
ut

pu
t L

ev
el

, (
V

)

 

 

GaAs data (Fig. 8 Glock)
ODroma

0 0.1 0.2 0.3 0.4 0.5 0.6
0

1

2

3

4

Input Level, (V)

O
ut

pu
t L

ev
el

, (
V

)

 

 

GaAs data (Fig. 8 Glock)
Cann 2012

(d) NMSE = -36.63 dB (e) NMSE = -47.55 dB (f) NMSE = -39.61 dB
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GaAs data (Fig. 8 Glock)
MBF7

(g) NMSE = -37.09 dB

Figure A.15. GaAs (Fig. 8 Glock) AM/AM plots. (a) = Saleh [109], (b) = Ghorbani [110], (c)

= Rapp [111], (d) = White (corrected) [137], (e) = O’Droma (Modified Saleh) [114],

(f) = Cann 2012 [125], & (g) = O’Droma (Modified Bessel Fourier) [136] M = 7.
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GaAs data (Fig. 8 Glock) data
H&H

(i) NMSE = -11.79 dB (ii) NMSE = -12.07 dB (iii) NMSE = -17.68 dB
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GaAs data (Fig. 8 Glock)
H&H+F&A

(iv) NMSE = -10.27 dB (v) NMSE = -16.17 dB (vi) NMSE = -19.27 dB
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GaAs data (Fig. 8 Glock) data
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GaAs data (Fig. 8 Glock)
MBF13
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GaAs data (Fig. 8 Glock)
This work Lin. Seg.
This work Nonlin. Seg.
This work Sat. Seg.
This work

(vii) NMSE = -30.37 dB (viii) NMSE = -223.54 dB (ix) NMSE = -29.77 dB

& -52.72 dB (Seg.)

Figure A.16. GaAs (Fig. 8 Glock) AM/PM plots. (i) = Saleh [109], (ii) = Ghorbani [110],

(iii) = Honkanen & Haggman [112], (iv) = White [113], (v) = O’Droma (Modified

Saleh) [114], (vi) = Fisher [137], (vii) = Glock [128], (viii) = O’Droma (Modified

Bessel Fourier) [136] M = 13, & (ix) = This work including segmentation.
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CMOS data (Fig. 11 Glock)
Rapp

(a) NMSE = -34.64 dB (b) NMSE = -38.92 dB (c) NMSE = -47.33 dB
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CMOS data (Fig. 11 Glock)
Cann 2012

(d) NMSE = -36.30 dB (e) NMSE = -57.20 dB (f) NMSE = -44.56 dB
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CMOS data (Fig. 11 Glock)
MBF7

(g) NMSE = -59.20 dB

Figure A.17. CMOS (Fig. 11 Glock) AM/AM plots. (a) = Saleh [109], (b) = Ghor-

bani [110], (c) = Rapp [111], (d) = White (corrected) [137], (e) = O’Droma (Modified

Saleh) [114], (f) = Cann 2012 [125], & (g) = O’Droma (Modified Bessel Fourier) [136]

M = 7.
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CMOS data (Fig. 11 Glock)
H&H

(i) NMSE = -36.31 dB (ii) NMSE = -35.86 dB (iii) NMSE = -48.37 dB
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CMOS data (Fig. 11 Glock)
H&H+F&A

(iv) NMSE = -37.76 dB (v) NMSE = -59.71 dB (vi) NMSE = -53.87 dB
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CMOS data (Fig. 11 Glock)
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CMOS (Fig. 11 Glock)
This work Lin. Seg.
This work Nonlin. Seg.
This work Sat. Seg.
This work

(vii) NMSE = -54.00 dB (viii) NMSE = -23.54 dB (ix) NMSE = -53.14 dB

& -75.81 dB (Seg.)

Figure A.18. CMOS (Fig. 11 Glock) AM/PM plots. (i) = Saleh [109], (ii) = Ghorbani [110],

(iii) = Honkanen & Haggman [112], (iv) = White [113], (v) = O’Droma (Modified

Saleh) [114], (vi) = Fisher [137], (vii) = Glock [128], (viii) = O’Droma (Modified

Bessel Fourier) [136] M = 13, & (ix) = This work including segmentation.
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Ghorbani
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GaN/SiC data (APN180)
Rapp

(a) NMSE = -35.75 dB (b) NMSE = -44.76 dB (c) NMSE = -46.44 dB
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GaN/SiC data (APN180)
White (Corr.)
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GaN/SiC data (APN180)
Cann 2012

(d) NMSE = -40.18 dB (e) NMSE = -39.48 dB (f) NMSE = -43.11 dB
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GaN/SiC data (APN180)
MBF7

(g) NMSE = -50.73 dB

Figure A.19. GaN/SiC (APN180) AM/AM plots. (a) = Saleh [109], (b) = Ghorbani [110], (c)

= Rapp [111], (d) = White (corrected) [137], (e) = O’Droma (Modified Saleh) [114],

(f) = Cann 2012 [125], & (g) = O’Droma (Modified Bessel Fourier) [136] M = 7.

Page 218



Appendix A AM/AM & AM/PM plots

0.5 1 1.5 2 2.5
−2

0

2

4

6

8

10

12

Input Level, (V)

O
ut

pu
t P

ha
se

, (
D

eg
re

es
)

 

 

GaN/SiC data (APN180)
Saleh

0.5 1 1.5 2 2.5
−2

0

2

4

6

8

10

12

Input Level, (V)

O
ut

pu
t P

ha
se

, (
D

eg
re

es
)

 

 

GaN/SiC data (APN180)
Ghorbani

0.5 1 1.5 2 2.5
−2

0

2

4

6

8

10

12

Input Level, (V)

O
ut

pu
t P

ha
se

, (
D

eg
re

es
)

 

 

GaN/SiC data (APN180)
H&H

(i) NMSE = -24.25 dB (ii) NMSE = -32.81 dB (iii) NMSE = -29.72 dB
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GaN/SiC data (APN180)
H&H+F&A

(iv) NMSE = -24.62 dB (v) NMSE = -35.45 dB (vi) NMSE = -40.13 dB
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GaN/SiC data (APN180)
Glock
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GaN/SiC data (APN180)
MBF3
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GaN/SiC data (APN180)
This work Lin. Seg.
This work Nonlin. Seg.
This work Sat. Seg.
This work

(vii) NMSE = -35.77 dB (viii) NMSE = -34.72 dB (ix) NMSE = -40.92 dB

& -44.79 dB (Seg.)

Figure A.20. GaN/SiC (APN180) AM/PM plots. (i) = Saleh [109], (ii) = Ghorbani [110],

(iii) = Honkanen & Haggman [112], (iv) = White [113], (v) = O’Droma (Modified

Saleh) [114], (vi) = Fisher [137], (vii) = Glock [128], (viii) = O’Droma (Modified

Bessel Fourier) [136] M = 3, & (ix) = This work including segmentation.
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Appendix B

Derivative Calculation of
Cann’s 2012 AM/AM

Model

T
HIS appendix shows the derivative calculation of Cann’s 2012

AM/AM model for use in determining a new AM/PM model.
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Simplified - this is the result shown in (5.6)
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An Optimized Segmented Quasi-Memoryless

Nonlinear Behavioral Modeling Approach

for RF Power Amplifiers
Paul O. Fisher, Member, IEEE, and Said F. Al-Sarawi, Member, IEEE

Abstract—This paper presents an optimized segmented
modeling approach using a new quasi-memoryless (QM) behav-
ioral model (BM) that allows for RF power amplifier (RF PA)
modeling over a range of different solid state PA technologies.
The presented model is a combination of an existing semiphysical
amplitude-modulation-to-amplitude-modulation (AM/AM) mem-
oryless BM, which correctly predicts third-order intermodulation
distortion (3rd IMD) response in the small signal region, with
the newly proposed amplitude-modulation-to-phase-modulation
(AM/PM) model derived from the existing AM/AM model. Using
the segmentation and optimization methods, performance com-
parisons with this new model are presented, showing normalized
mean squared error AM/PM improvements up to 20 dB, as
well as over 5-dB improvement in predicting the 3rd IMD
using the proposed model. Comparisons against other well-
known QM BMs are conducted using measured data as well
as with data presented in the literature. The effects of these
improvements on linearizer performance are also evaluated. The
model significantly improves system-level modeling by allowing
designers to accurately predict system performance using various
RF PA devices over a range of technologies, based on data
available through manufacturers’ data or simple tests.

Index Terms—Behavioral models (BMs), linearization
techniques, power amplifier (PA) technologies, quasi-
memoryless (QM) modeling, RF power amplifiers (RF PAs).

I. INTRODUCTION

T
HERE are increasing requirements for modern wire-

less communications systems to provide improved data

throughput as well as improved spectral distortion performance

and increased power efficiencies. As PA devices have a very

significant impact on achieving these demanding requirements,

improved behavioral modeling of PA devices at the system

level is essential. Having a behavioral model (BM), with an

aim to provide PA designers with a simple means of modeling

PA devices quickly over a range of technologies would be most

advantageous.
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Another need for improved amplitude-modulation-

to-amplitude-modulation (AM/AM) and AM-to-phase-

modulation (AM/PM) models is associated with RF analog

predistortion systems, which are commonly used as an

alternative to produce simple and low-cost solutions for small

cell repeaters [1], in contrast to advanced digital predistortion

(DPD) systems where simplicity and cost are traded for

increased performance. Improved accuracy models operating

over a wider dynamic range also have benefits for use in

envelope-predistortion linearizers that operate over larger

dynamic ranges [2]. Recently, Glock et al. [3] described a

new QM BM for AM/PM modeling to address certain phase

responses in gallium arsenide (GaAs) and complementary

metal oxide semiconductor (CMOS) technologies. Glock’s

justification for using a QM BM is based on the proposition

that simple static models are both less complex and less

computationally intensive and that well-designed RF PAs

exhibit low memory effects, as indicated by the careful

application of device biasing networks and techniques to

reduce memory effects, as noted in [4], with the levels of

errors associated with static BMs being acceptable for mobile

handset applications.

Glock’s proposed new model is a semiphysical AM/PM

model, derived from Rapp’s AM/AM model [5], providing

the benefit of a simple QM BM, where model parameters

are based on measured device performance. The model’s

semiphysical parameters can also be reused from the AM/AM

model, making it attractive to RF PA designers. This is very

powerful for PA designers as it provides immediate initial

starting points for curve fitting of semiphysical parameters for

the AM/AM model that are also used in the AM/PM modeling.

The recent application of standard CMOS processing tech-

nology, being applied to the manufacture of low-cost wireless

RF PAs, used for mobile handsets [6], will be a useful advance;

however, not all CMOS devices have AM/PM responses sim-

ilar to those discussed in [3]. CMOS phase responses similar

to [3] have been reported in [7], but phase responses similar

to laterally diffused metal oxide semiconductor (LDMOS)

devices in CMOS are shown in [8] and [9]. Considering

the need for miniaturization and the need for system-level

modeling before moving to an integrated solution, there is

also a need for simple QM BMs that cover a range of device

technologies and varying phase responses.

In this paper, Section II presents the need for simple BMs,

including a brief review of other modeling approaches and

0018-9480 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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technology modeling capability. A discussion on the benefits

of BM accuracy improvements to linearizer performance is

given in Section III. Section IV presents a new AM/PM

model that is based on a recent AM/AM model that is

capable of producing the correct third-order intermodulation

distortion (3rd IMD) response in the small signal region. This

new AM/PM model also has a semiphysical basis provid-

ing an accurate, usable, and relevant BM for PA designers.

In Section V, segmentation and optimization methods are

proposed and discussed to further improve the overall accuracy

of the AM/PM model, allowing the model to be used over

a range of different technologies. Verification of the model

and methods proposed in this paper are demonstrated through

comparison with measured data as well as with data presented

in the literature. Consideration of the proposed model and

accuracy improvement method is presented, with respect to 3rd

IMD performance and impact on linearization improvement,

in Section VI, followed by the conclusion and the acknowledg-

ment. For the benefit of the reader, this paper is best viewed

in color.

The primary contribution presented in this paper is an

optimized segmented modeling approach using a new AM/PM

model based on a simple AM/AM model that provides more

accurate small signal 3rd IMD performance. This approach

gives up to 20-dB normalized mean squared error (NMSE)

improvement when modeling the AM/PM characteristics of an

amplifier and further results in linearizer 3rd IMD predication

improvements of over 5 dB, as discussed in Section VI.

Segment boundary discontinuities are also considered, and

it is demonstrated that worst-case discontinuities have no

noticeable effect on the modeled amplifier spectrum when

using digitally modulated signals. Further to this, the model

is semiphysical and is shown to be suitable over a range of

technologies.

II. SSPA BEHAVIORAL MODELS

A. Need for Simple Models

As nonlinearities of RF PAs are the major contributors to

the performance degradation of a wireless system, a system-

level simulation is used to evaluate the impact of RF PA on

the overall system performance. The use of time domain or

frequency domain techniques requires a full knowledge of all

of the relevant circuit elements and accurate nonlinear models

of the RF PA, which for an initial system-level evaluation may

not be easily available or might require too much effort for

an initial evaluation. In addition, such modeling is computa-

tionally demanding and requires a very long simulation times.

A more suitable method for system-level modeling is to use

simple bandpass QM BMs of an RF PA, resulting in fast,

but still accurate, simulations that can be used to assess the

impact of RF PA on system performance and allow for rapid

RF PA device comparisons and selections. In such amplifiers,

the complex input to output envelope voltage relationship is

given by

vout(t) = Re[G(v(t))e j (φ(t)+ϕ(v(t))+ωct)] (1)

where G(v(t)) and ϕ(v(t)) describe the instantaneous input

to output envelope voltage gain and phase and these represent

Fig. 1. Test setup for measuring the SHF-0189 HFET. 1) Device under
test. 2) Vector network analyzer. 3) Signal generator. 4) Power supply 1.
5) Spectrum analyzer. 6) Digital storage oscilloscope. 7) Power meter.
8) Power supply 2. 9) Multimeter. 10) Computer.

the AM/AM and AM/PM responses of RF PA, respectively.

The RF carrier frequency is given by ωc. The envelope model

described by (1) thus describes the nonlinearities of RF PA

in terms of its AM/AM and AM/PM responses. These can be

readily determined either from device manufacturer datasheets

or through further measurements and testing. Thus, there is

a need for an accurate and simple RF PA BM for use in

system-level simulations that can allow for device evaluation

and selection. Here, a memoryless BM is an AM/AM only

model and a quasi-memoryless (QM) BM is an AM/AM plus

AM/PM model as defined in [10, Fig. 1].

The very significant benefit of semiphysical device BMs

is that they provide the best starting point for any least

squared curve fitting (LSCF) that will typically be required in

order to extract these parameters plus any nonphysical model

parameters. This is particularly important and powerful for

practical PA designers as it provides them with a fast way

of assessing suitable PA device alternatives, using parameters

that are readily available in device datasheets, without the need

for further complex testing and measurements. This can be

used for both the AM/AM and AM/PM response estimations.

Glock et al. [3] used Rapp’s AM/AM model for the AM/AM

component and also to extract the AM/PM model. In that

model, only the smoothness parameter s and linear slope d

parameters are nonphysical. This paper defines a semiphysical

model as one where most model parameters are determined by

the physical nature of the device performance, for example,

Cann’s 2012 AM/AM model [12] uses small signal gain

and saturation levels as parameter values. For the sharpness

parameter, this is readily determined by an initial estimate that

when evaluated can quickly be adjusted to provide a value that

matches device performance.

A further significant benefit for PA designers would be to

have one model that is suitable for both AM/AM and AM/PM

modeling and that: spans a range of current technologies and

is simple, computationally efficient, physical or semiphysical

in nature, accurate, and fast.

Figure C.2. Journal article 2017, Page 2.

Page 227



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

FISHER AND AL-SARAWI: OPTIMIZED SEGMENTED QM NONLINEAR BM APPROACH FOR RF PAs 3

The O’Droma model [11] can provide an excellent fit

to a range of AM/AM and AM/PM curve shapes but the

parameters for this model do not have a physical origin.

As a result, determining the starting point values for this and

other nonphysically-based model parameters for LSCF can be

difficult and may require more sophisticated methods to deter-

mine these starting point values. So an appropriate selection

of the starting points is needed to ensure a final optimum

outcome. With semiphysical-based models, the majority of

parameter starting points are taken from available data, thus

avoiding possible guessing or further measurements. For the

nonphysical parameters of the Rapp and Cann 2012 AM/AM

models several plots of the AM/AM responses can be made for

a particular device, for different s values. By comparing these

plots with measured data, an estimate of the starting value

for s can be found. Having semiphysical starting points is

also a very useful means of self-checking the LSCF parameter

results, as the final values for LSCF parameter results should

be very close to the starting values.

B. Review of Simple PA Behavioral Models

This paper recognizes the heritage of several BMs from

traveling wave tube amplifier (TWTA) backgrounds, as this

has been an early starting point for several PA BMs. Although

TWTAs are still relevant and in use nowadays, the focus of

this paper is on solid state PA (SSPA) technologies, such as

GaAs, CMOS, and LDMOS.

There are several existing well-established QM BMs that

offer PA designers a simple and fast means of providing

system analyses to assist them in selecting a suitable device

for their RF PA requirements. Cann [12] introduced a simple

AM/AM semiphysical memoryless model for an overdriven or

soft-limiting solid state amplifier that used bipolar technology,

allowing the knee sharpness to be adjusted while maintaining

small signal linearity. Then, Saleh [13] introduced a simple

model for a TWTA that required only two parameters for both

AM/AM and AM/PM modeling.

Ghorbani and Sheikhan [14] proposed an SSPA spe-

cific model, for both AM/AM and AM/PM of the same

form, having only four parameters to address inaccura-

cies of using TWTA-based models for SSPAs. Rapp [5]

presented a memoryless AM/AM only model for GaAs

FET SSPAs that also included semiphysical parameters.

Honkanen and Haggman [15] applied Rapp’s model as part

of a bipolar junction transistor (BJT) AM/AM model while

introducing a new AM/PM model defined with a maximum of

0° phase shift. White et al. [16] introduced new models for

AM/AM and AM/PM to better model Ka-Band SSPAs, when

compared with the Saleh, Ghorbani, and Rapp models.

Saleh’s model was further developed in [11], with respect to

LDMOS, addressing the discontinuity seen in the application

of Saleh’s original AM/PM model when applied to typical

LDMOS AM/PM characteristics.

Cann [17] updated his 1980 model to eliminate issues

found with the original model when calculating small signal

3rd IMD products, with the model again based on semiphysical

parameters.

Later, O’Droma and Yiming [18] proposed a modified

Bessel–Fourier model that provided improved accuracy with

performance extending into the saturation region beyond avail-

able data. The model can be used with a low number of fitting

parameters, and accuracy can be improved by increasing the

number of fitting parameters. It is suitable for memoryless

modeling including both AM/AM and AM/PM characteristics

of nonlinear PAs. Although accurate, it is not physically based.

We proposed [19], an extension to Honkanen and

Haggman’s AM/PM model, allowing it to model phase shifts

greater than 0° and also provided a correction to White’s

AM/AM model. Also, Glock et al. [3] presented an approach

based on Rapp’s AM/AM model but introduced a new AM/PM

model determined from the first derivative of the Rapp

AM/AM model plus additional terms.

In this paper, these simple models, along with the definitions

of their respective parameters, are summarized in Table I.

Other models that have also been considered in the liter-

ature are as follows. Cunha et al. [20] proposed a rational

function-based model that includes memory effects, while

Rawat et al. [21] proposed generalized rational functions

for reduced complexity BMs but was targeted at inverse

modeling, including memory effects, for DPD applications.

Harguem et al. [22] proposed using Gegenbauer polynomials

and Jebali et al. [23] proposed using Zernike polynomials.

Both of these approaches target improved numerical stability

with minimal computational cost, when compared to Volterra

series approaches, but the models are more mathematically

complex compared with the simple memoryless models of this

paper. Safari et al. [24] proposed using cubic splines. While

these models are alternatives to the simple BMs presented

in Table I, they also tend to be more complex mathematically

and depart from the simple semiphysical BM approach.

C. Comparing PA Behavioral Models

In order to compare these BMs, NMSE, using (2) below, as

well as frequency domain comparisons, made via SIMULINK

with a wide-band code division multiple access (WCDMA)

digitally modulated baseband envelope signal applied to the

RF PA model’s input and with its output presented in the

frequency domain via the SIMULINK fast-Fourier-transform

(FFT)-based spectrum analyzer element. These comparisons

are presented for the various AM/PM and AM/AM models

described in this paper.

NMSE is used to provide a measure of the error between

the estimate from the model and measured data, for both the

AM/AM and AM/PM models, and is defined in dB, as [26]

NMSEdB = 10 log10

(∑N
n=0 |ymeas.(n) − ymodel(n)|

2∑N
n=0 |ymeas.(n)|2

)

(2)

where N is the number of samples, ymeas. is the complex

baseband envelope of the measured PA output, and ymodel is

the complex baseband envelope of the model output.

Another comparison for SSPA BMs is computational speed

and parameter count. In terms of computational speed this

has not been included as for several models, fits could not

Figure C.3. Journal article 2017, Page 3.
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TABLE I

SIMPLE BMS FOR RF PAS, COMPARISONS AND TECHNOLOGIES

be obtained from initial starting points, except for semiphys-

ical models, where the starting points were readily avail-

able from the measured or manufacturer’s data, a significant

advantage.

In terms of parameter count, Table II shows the number of

parameters required for each model listed in Table I.

D. Technology Comparisons

To investigate the suitability of the various models as pre-

sented in Table I, including the new model of this paper, testing

was performed, via the simple test setup shown in Fig. 1, on

devices from a range of technologies, such as an LDMOS FET,

GaAs heterojunction FET (HFET), GaAs enhancement mode

Figure C.4. Journal article 2017, Page 4.
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TABLE II

BM VERSUS NUMBER OF PARAMETERS COMPARISON

pseudomorphic high-electronmobility-transistor (E-pHEMT),

indium gallium phosphide (InGaP) heterojunction-bipolar-

transistor (HBT), silicon (Si) CMOS FETs, and a galliun

nitride (GaN) on silicon carbide (SiC) HEMT.

The modeling results for these devices and other devices

from the literature are shown below in terms of AM/AM

and AM/PM NMSE, in Table III. These results show that

the O’Droma’s models, both the Mod. Saleh and Mod.

Bessel–Fourier (M = 7) models perform very well for

AM/AM followed by the Rapp and Cann 2012 models.

In terms of AM/AM modeling, it can be seen from the

AM/AM section of Table III that most models perform rea-

sonably well over a range of technologies. This would be

expected based on similar AM/AM curve shapes for typical

AM/AM responses.

In terms of AM/PM performance, the results are quite

different. For some devices, the NMSE values present as

acceptable; however, examination of actual curve fit data

reveals a different outcome. For space reasons, plots could

not be included so various marginal fits and failures have

been identified within Table III and are now discussed. Some

models are unable to fit the data, while others perform better

for some technologies. Again the O’Droma’s (Mod. Saleh)

model performs very well over the range of technologies

followed by the Glock’s model and the model presented in this

paper, based on Cann’s 2012 AM/AM model. The O’Droma

Mod. Bessel–Fourier model requires from 3 to 15 parameters

to fit the range of technologies; however when used to model

Glock’s data [3, Fig. 11, 2V2 curve], although it provides a

general shape fit for M = 13, it has a superimposed rippled

response. The benefit of the AM/PM model presented here is

that it fits all technologies, is semiphysical, is accurate in terms

of predicting 3rd IMDs with a moderate number of fitting

parameters (M = 7). For the models that do not perform well

or fail, no analysis, similar to that given in [11], is presented

as this is beyond the scope of this paper.

The results presented in this paper are based on either

measured data by the authors, data from device manufacturer’s

Fig. 2. PD/PA combination showing the vector cancellation process for
3rd IMDs.

datasheets, or data presented in the literature. Device data mea-

sured by the authors uses a single tone continuous wave (CW)

signal for modeling and uses a WCDMA modulated signal

for frequency comparison. Data from manufacturer’s data

sheets is a single tone CW signal. For data used from

within the literature, this is identified, where provided. The

frequencies and signal types for this data are identified in the

header of Table III. Literature and device manufacturer’s data

within figures include the literature or device manufacturer’s

references.

III. LINEARIZER BENEFITS FROM

ACCURACY IMPROVEMENTS

For simple low cost RF predistortion linearizers to compete

with other more sophisticated linearizers, e.g., DPD linearizers

that are complex and require expensive hardware having higher

power consumption, their accuracy must also be compara-

ble [1]. Thus, a means to quantify the benefits of AM/AM

and AM/PM modeling accuracy improvement, when applied

to a low-cost linearizer, is required.

Nojima and Konno’s [33] analysis, for a combined predis-

torter (PD) and PA that uses a third-order approximation for

the PA, as shown in Fig. 2, provides an equation for calculating

the achievable 3rd IMD reduction SIMD. In this equation, the

difference in the PD amplitude error (δ in dB) and phase error

(!θ in degrees) from the complete cancellation conditions of

equal amplitude and opposite phase, between the PD and the

PA and is given by

SIMD = −10 log10 [1+ 10
δ/10

− 2 · 10δ/20cos(!θ)]. (3)

For this combination, the distortion reduction achievable is

a function of the amplitude and phase errors between the

combined PD and PA as a result of the PD. Normally, the PD

is adjusted to provide an equal amplitude and opposite phase

for the 3rd IMD component at the output of the PA. Using

Faulkner et al.’s [34] approach, the PD is configured to be an

ideal PD for the measured PA AM/AM and AM/PM responses.

By replacing the measured PA results with the AM/AM and

AM/PM models, the IMD distortion can be attributed to the

PA BM performance. An assessment of further AM/AM and

AM/PM modeling improvement on IMDs and linearization

performance can thus be determined for the model and seg-

mentation method presented here. This assessment is given

in Section VI.

Figure C.5. Journal article 2017, Page 5.
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TABLE III

AM/AM AND AM/PM NMSE RESULTS COMPARISON OF MODELS VERSUS TECHNOLOGIES

IV. NEW AM/PM MODEL GENERATION

A. AM/AM Accuracy Improvement

Rapp’s AM/AM model [5] has the same equation form

as the model first proposed in [12] but without the modulus

function. Cann’s 1980 AM/AM model equation is given as

A(r) =
Lsgn(r)

[

1+
(

L
g|r |

)s]1/s
=

gr
[

1+

(

g|r |
L

)s]1/s
(4)

where g, r, L, and s are the small signal gain (SSG),

input amplitude, output limit level, and sharpness parameters,

respectively.

Litva and Lo [35] identified that Cann’s 1980 AM/AM

model had issues in generating correct small signal 3rd IMD

responses. This was confirmed and the reason for this issue

was determined in [25]. Cann’s new memoryless AM/AM

model, presented in 2012, is given as [17]

A(r) =
L

s
ln









1+ e
s

(

gr
L

+1

)

1+ e
s

(

gr
L

−1

)









− L (5)

with the parameters as described in Table I. It should be noted

that the issues in the old model are related to modeling two

discrete tones used to generate IMD products; however, for a

typical digital modulation scheme, no issues were observed.

This more accurate AM/AM model will form the basis for the

new AM/PM model discussed below.

Glock’s approach of taking the derivative of the AM/AM

model, to create an AM/PM model, has been applied to Cann’s

2012 AM/AM model.

Following Glock’s derivative technique, Cann’s 2012

improved AM/AM model can similarly be fully described by

its derivatives in the linear and saturation regions, hence the

first derivative of the improved Cann’s 2012 AM/AM model

can serve as the basis for a new AM/PM model. This new

AM/PM model, derived from Cann’s 2012 AM/AM model, is

termed the Cann’s 2012 AM/AM-based AM/PM model and

hereafter will be referred to as Cann 12B. With reference

to (5), the SSG normalized first derivative of the improved

Cann AM/AM equation is given by

A′(r)

g
=











(

e
s

(

gr
L

+1

)

− e
s

(

gr
L

−1

)

)

[

1+ e
s

(

gr
L

+1

)

][

1+ e
s

(

gr
L

−1

)

]











(6)

with the parameters as described in Table I. Similar

to Glock’s derivation, the resulting AM/PM model is

Figure C.6. Journal article 2017, Page 6.
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Fig. 3. (a) Comparison of [3, Fig. 11, 2V2 curve], data (solid black curve), Glock’s AM/PM model (dotted green curve) and new Cann 12B AM/PM model
derived using Glock’s method, from this paper (solid magenta circle trace). (b) Glock’s model in [3, Fig. 11, 2V2 curve], AM/AM data (dotted green curve),
extended AM/AM data (solid black curve), using [19] and normalized (to the maximum value) numerical second derivative of extended AM/AM data (solid
cyan circle curve) using MATLAB. The solid blue vertical line is the initial end of the linear region, the solid orange vertical line is start of saturation region
by the second derivative calculation. The solid red vertical line is the end of the available AM/PM data, effectively the end of the saturation region for the
available data. (c) Comparison of |Output Phase errors| versus input voltage in [3, Fig. 11, 2V2 curve], data, showing before and after segmented approach
optimization. Also, shown are the maximum Cann 12B AM/PM model absolute output phase errors for both the initial (solid black line) and segmented
(dotted black line) approach being 0.86° and 0.05°, respectively.

determined as

φ(r) = [(a − b)r + c − d]
A′(r)

g
+ br + d (7)

where a and b are the gradients in the linear and saturation

regions, respectively, c defines the phase difference when the

input amplitude is zero, and d in combination with b are a

linear approximation of the phase difference in the saturation

region. These parameters are also given in Table I.

This alternative AM/PM model gives very similar results

to Glock’s AM/PM model, i.e., it is within 1 dB of AM/PM

NMSE in [3, Fig. 11, 2V2 curve], shown as part of Glock’s

model in [3, Fig. 11] test data, reproduced here in Fig. 3(a).

V. METHOD TO IMPROVE NEW AM/PM

MODEL ACCURACY

A. Segmented Curve Fitting

Glock’s technique, for determining the linear, nonlinear, and

saturation regions from the AM/AM characteristic response

can also be utilized for further AM/PM modeling improve-

ments. This technique can be used to determine the linear,

nonlinear, or saturation region segments of AM/PM responses

so that curve fits of these segments can be applied in a similar

approach to that used in [2], for piecewise curve fitting of

nonlinear segments of AM/AM and AM/PM envelop tracking

amplifiers and more recently in [36], presenting an optimal

segmentation approach but with an increased number of seg-

ments. In this case, the benefits of segmented curve fitting

are that a more accurate model results, thus assisting with

the comparisons for device selection after system analysis,

and also for defining potential improvements in linearization

margin for a particular device.

By applying the new Cann 12B AM/PM model for each

segmented region and by optimizing the end of the linear

region segment and start of the saturation region segment,

an overall improvement of around 20 dB can be achieved in

AM/PM NMSE at the expense of further simple processing

steps for each segment. This technique can be applied to both

the models of Glock and Cann across a range of technologies.

Similar to Glock’s AM/PM model, the Cann’s 12B AM/PM

model has the ability to provide starting values for LSCF for

each of the segments.

In order to use these models for an improved AM/PM

accuracy estimation, the second derivative of the AM/AM

response is used to determine the linear and saturation regions.

From Glock’s AM/AM data, it can be seen that more data

points into the saturation region are required. Previously, we

have developed an approach [19] based on Rapp’s AM/AM

model that extrapolates the AM/AM performance into the

saturation region, which has been demonstrated through testing

of an LDMOS device. As Glock’s paper uses the Rapp

AM/AM model, this data can be extended into the saturation

region. Similarly for Cann’s 2012 AM/AM model, data can

be extended into the saturation region. Using the extended

AM/AM data, the transition from the linear to saturation

regions can be precisely determined as a function of vin
when the second derivative of the AM/AM data equals zero

[see Fig. 3(b)]. As can be seen from this plot, the linear

region stop point (vertical solid blue line) is at vin = 0 V

and saturation region start point (vertical orange solid line)

is well beyond the available data, by the second derivative

calculation. This means that the practical LSCF data starting

range extends from vin = 0 V to where vin is at the full

extent of the available data (vertical red solid line), in this

case where vin = 0.5 V. The region between the solid blue

and red lines is practically the full AM/PM model region for

initial LSCF and these points being the starting points for the

AM/PM segmentation method optimization.

Initial AM/PM curve fits for both the Glock and Cann 12B

AM/PM models have been performed over the entire available

data in [3, Fig. 11, 2V2 curve] data, with the results from

both the Glock (green down triangle curve) and the Cann 12B

AM/PM (magenta circle curve) models shown in Fig. 3(a).

These are single segment fits between the linear region stop

and saturation region start points. This is the same as using

the AM/PM model over the entire data range. Although the

Figure C.7. Journal article 2017, Page 7.
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TABLE IV

GLOCK’S MEASURED DEVICE DATA FROM [3, FIG. 11, 2V2 CURVE],
AM/AM AND AM/PM NMSE COMPARISON

device phase range is small for some devices, around 6◦ to 8◦,

this is still significant in terms of linearizers being able to

reduce IMDs, particularly for analog PDs, as indicated in [37].

Further improvements as a result of increased accuracy will

be beneficial in this area.

The following section will discuss how to improve the

modeling accuracy by identifying and then optimizing the

linear and saturation regions.

B. Optimized Segmented Curve Fitting

To further improve the accuracy of the AM/PM model, an

optimization routine was developed to identify the optimum

linear stop and saturation start region points to provide an

enhanced data fit in terms of NMSE performance. A compari-

son between the initial fit and the optimized fit for each of the

segments is shown in Fig. 3(a) (yellow curves). This is only

shown for the new Cann 12B AM/PM model.

A comparison between the Glock and Cann 12B absolute

phase errors, for both initial and optimized segmentation

versus input voltage for [3, Fig. 11, 2V2 curve], data are

shown in Fig. 3(c). The inital results are shown as solid curves

with the optimized segmented results shown as dotted curves.

An NMSE AM/PM comparison between these models and the

corresponding improvements using the segmentation technique

are given in Table IV. It can be seen that for an initial full data

range fit, both models have an NMSE AM/PM within 1 dB

of each other; however, after the segmentation optimization,

the new Cann 12B AM/PM model has better than 20-dB

improvement compared with a 14-dB improvement for the

Glock’s AM/PM model.

An optimizing segmented curve-fitting algorithm, shown in

the Appendix, was prepared to further improve NMSE. The

algorithm starting points for the second derivatives cannot be

zero due to their numerical nature, so there is a requirement

to have second derivative zero limits, in our case we have

selected this value to be below 0.001, to suit the numerical

data. During the minimization process, there are some segment

ranges where the discontinuities are higher than the given data

resulting in poorer segment fits. This is due to using parameter

starting values for the full range of data in those segments.

This can be corrected by determining suitable starting points

for each segment but this has not been implemented within

this algorithm. Even with such improvement in the starting

point, the overall curve fit performance is still worse than the

segmented approach.

C. Application to LDMOS Devices

Applying the new Cann 12B AM/PM model to devices

having LDMOS type phase responses shows that this model

Fig. 4. (a) Comparison of curve fits between the Cann 12B and
Glock AM/PM models for the BLM7G1822S device manufacturer’s measured
data from datasheet [31, Fig. 12] and Cann 12B AM/PM model all segments
after optimization, for the BLM7G1822S device manufacturer’s measured data
from datasheet [31, Fig. 12]. (b) Comparison of |Output Phase errors| versus
input voltage from the BLM7G1822S device manufacturer’s measured data
from datasheet [31, Fig. 12], showing the before and new segmented approach
after optimization.

can also be used to fit data from such devices. Glock’s AM/PM

model also fits LDMOS phase data [see Fig. 4(a)].

Applying the optimized segmentation approach to the new

Cann 12B AM/PM model for LDMOS phase responses results

in vastly improved results and NMSE improvements making

the new Cann 12B AM/PM model suitable for use as an

AM/PM model for LDMOS devices. Fig. 4(a) shows the

results of the optimized segmentation approach as applied to

a BLM7G1822S device [31]. A comparison of the initial fit

versus optimized segmentation fit approach for absolute phase

errors for the BLM7G1822S device is shown in Fig. 4(b), with

NMSE results shown in Table V.

D. Frequency Domain Comparisons and Discontinuity

Effects at Segment Boundaries

A comparison using Glock and Cann 2012 models over

the full input range, without segmentation and optimization,

Figure C.8. Journal article 2017, Page 8.
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TABLE V

BLM7G1822S DEVICEMANUFACTURER’SMEASURED DATA
FROM DATASHEET [31, FIG. 12], AM/AM AND

AM/PM NMSE COMPARISON

Fig. 5. Comparison of measured versus SIMULINK simulations for
WCDMA, comparing Glock versus Cann 2012 full and optimized segmented
models for measured SHF-0189 device data [27]. Resolution bandwidth
(RBW) for both measured and simulation data is 30 kHz.

against measured data for the SHF-0189 HFET [27] is given

in Fig. 5. The test setup is shown in Fig. 1. These plots

show that the new model provides a better fit to the measured

data compared with Glock’s model and that the optimized

segmented method provides further modeling improvement.

Investigations into the effects of discontinuities at segment

boundaries have revealed that although the new Cann 12B

AM/PM model does not have continuous derivatives over

the segment boundaries, the phase shift errors between the

segment boundaries, after optimization, are very small and

have a negligible effect on the adjacent channel leakage

ratio (ACLR) response. This has been investigated for a

WCDMA digitally modulated signal with the same power

spectral density level as used in [3, Fig. 9]. The worst case dis-

continuity error, of 0.0333°, for either of the linear-nonlinear

or nonlinear-saturation segment boundaries was increased,

above the optimized value, until the second ACLR level

increased by 1 dB and this occurred at 100 times the worst

case discontinuity error with no noticeable increase found

for the first ACLR, concluding that the optimized segmented

new Cann 12B AM/PM model has negligible discontinuity

effects, even when considering worst case discontinuities at

the segment boundaries. Comparisons between the optimized

segmentation discontinuity error result and 100 times this error

are shown in Fig. 6.

VI. IMPACT ON IMDS AND

LINEARIZATION IMPROVEMENT

An assessment of how the simple models perform in pre-

dicting the 3rd IMD performance of RF PAs over a wide

dynamic range has been made by simulating the 3rd IMDs

Fig. 6. Discontinuity effects on a WCDMA modulated signal, simulated
using SIMULINK, for optimized segmented Cann’s 2012 AM/AM and
AM/PM model in [3, Fig. 11, 2V2 curve], data. With no discontinuity
ACLR1L/2L = −31.8/−52.1 dBc. With 3.33° discontinuity ACLR1L/2L =
−32.0/−51.1 dBc. The in-band wanted signal is between the dashed blue
vertical lines with ACLR1 between the dashed red vertical lines and ACLR2
between the dashed green vertical lines (only lower ACLR bands are shown)
all with 3.84-MHz integration BWs. The integrated power over the in-band
wanted signal is 21.5 dBm. RBW is 30 kHz.

Fig. 7. Third and fifth IMD manufacturer’s measured data for the SHF-0189
device from [38, p. 5] versus SIMULINK simulated comparison of the models
of O’Droma (Mod. Saleh), Glock, and Cann, all including both AM/AM and
AM/PM components. For the segmented model of this paper, the optimized
linear segment point and P1dB point are shown as the solid orange vertical
line. The optimized saturation region point is at 24 dBm per carrier but that
is beyond the available data.

using SIMULINK and comparing the simulations against man-

ufacturer’s measured IMD data, SHF-0189 device [38, p. 5].

Plots of the 3rd IMD comparisons are shown in Fig. 7. Com-

parisons of the absolute 3rd IMD errors are shown in Fig. 8.

The 3rd IMD results of the combined 2012 Cann’s AM/AM

and new AM/PM model perform better than other models,

even though the O’Droma’s (Mod. Saleh) model shows very

good curve-fitting results, in terms of AM/AM and AM/PM

absolute measured minus modeled amplitude and phase errors,

compared with the Rapp/Glock or 2012 Cann’s AM/AM and

new AM/PM models presented here. Fig. 7 also shows a plot

of the manufacturer’s measured 5th IMDs indicating that 3rd

IMDs are the dominant IMDs. Based on this and the results of

the comparison of the measured versus simulated results for a

Figure C.9. Journal article 2017, Page 9.
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Fig. 8. Third IMD |measured minus SIMULINK simulated| error for the
O’Droma (Mod. Saleh), Glock, Cann, and optimized segmented Cann 2012
models, all including both AM/AM and AM/PM components. The AE for
Cann 2012 AM/AM and AM/PM is ≈ 6 dB compared with ≈ 8 and 11 dB
for the models of O’Droma and Glock, respectively. The optimized segmented
Cann 2012 model AE improves 3rd IMD over the Cann’s 2012 model by a
further ≈ 1 dB. For the segmented model of this paper the optimized linear
segment point and P1dB point are shown as the solid orange vertical line. The
optimized saturation region point is at 24 dBm per carrier but that is beyond
the available data.

WCDMA signal shown in Fig. 5, where effects of higher order

IMD products are included, the simple model presented here

is considered to be suitable, particularly for an analog PD.

The Cann’s 2012 AM/AM and new AM/PM models

have ≈ 2-dB improvement in average error (AE) compared

with the O’Droma’s model and over 5-dB AE improvement

compared with the Glock’s model. The optimized segmented

Cann12B model method improves the AE by a further ≈ 1 dB.

The model presented here does not account for “sweet spots”

that may be seen in some devices. This is beyond the scope

of this paper and simple model.

In terms of the new model and method’s 3rd IMD lineariza-

tion improvement, as discussed in Section III, the maximum

absolute amplitude error, for the Cann’s 2012 AM/AM model

LSC fit, between the measured data and modeled results,

is 0.14 dB, with the absolute amplitude error defined as the

maximum absolute difference between the model and data

values in dB. The full and optimized segmented Cann 12B

AM/PM absolute output phase errors are 0.86° and 0.05°,

respectively, shown as the solid and dotted horizontal lines

in Fig. 3(c). The output phase error is defined as the difference

between the measured and modeled output phases. Fig. 9

shows a plot of (3), where the IMD reduction is plotted against

phase error for various amplitude errors. For the 0.14 dB Cann

2012 AM/AM amplitude error curve, the full and segmented

phase errors are at 0.86° and 0.05°, respectively, as indicated

by the solid red arrowed lines. The 2.7-dB difference between

these two points is the improvement in the linearization per-

formance that can be achieved due to the proposed improved

accuracy Cann’s 12B AM/PM model. For each of the various

technologies, TWTA, BJT, HFET, LDMOS, HBT, E-pHEMT,

GaAs, CMOS, GaN/SiC, and including Glock’s device data,

the AM/PM NMSEs were determined for both the full and

segmented methods. The NMSE improvements between the

Fig. 9. Third IMD reduction versus phase errors for a range of amplitude
errors. Improvement in 3rd IMDs as a result of the new model segmentation
method when applied to [3, Fig.11], 2V2 curve, data.

TABLE VI

TECHNOLOGY NMSE AND LINEARIZATION IMPROVEMENT COMPARISON

full and segmented methods are shown in comparison with

the linearization 3rd IMD improvements for each technology

type in Table VI.

VII. CONCLUSION

In this paper, we have presented and demonstrated a new

semiphysical AM/PM model, derived from a simple more

accurate AM/AM model, showing its suitability over a range

of RF PA device technologies. The combination of the new

AM/PM model and more accurate AM/AM model accurately

predict 3rd IMD and ACLR performance against measured

device data.

A segmented curve-fitting approach, using the new AM/PM

model, has also been presented showing up to 20-dB NMSE

improvement when modeling amplifier AM/PM characteris-

tics, also resulting in linearizer 3rd IMD improvements of

over 5 dB. Simulations of segment boundary discontinuities

have shown that worst case discontinuities have no effect

on the modeled amplifier spectrum for digitally modulated

signals.

Throughout this paper, data from within the literature,

manufacturer’s data sheets, or our testing have been used.

For any device selection, it is recommended that appropriate

testing on one or more devices be performed in order to

validate any device performance against requirements.

Figure C.10. Journal article 2017, Page 10.

Page 235



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

FISHER AND AL-SARAWI: OPTIMIZED SEGMENTED QM NONLINEAR BM APPROACH FOR RF PAs 11

APPENDIX

SEGMENTATION OPTIMIZATION ALGORITHM

Algorithm 1 Minimize AM/PM NMSE in dB

Require: Combined AM/PM NMSE (dB) is minimum.

Ensure: Vin , Vout & φout are real & > 0.

1: INPUT Vout vs. Vin & φout vs. Vin data set for the device

under test (DUT).

2: Determine d ′′Vout/dVin (2nd Deriv.)

3: if d ′′Vout/dVin != 0 after the first occurrence when

d ′′Vout/dVin = 0 then

4: Vout vs. Vin data does not extend far enough into the

Saturation region so extend the Vout vs. Vin data using

[19], refer to Fig. 3(b).

5: end if

6: if d ′′Vout/dVin = 0, on the first occurrence. then

7: VinLin is the Linear region stop point.

8: else if d ′′Vout/dVin = 0, on the second occurrence. then

9: VinSat is the Saturation region start point.

10: end if

11: Note: φout vs. Vin data between VinLin & VinSat is the

Nonlinear region data.

12: for Vin = 0 to VinLin do

13: Least Squares Curve Fit (LSCF) φout vs. VinLin using

φ(r), Eqn. (7),

14: end for

15: for Vin = VinLin to VinSat do

16: LSCF φout using φ(r), Eqn. (7), for the Nonlinear region.

17: end for

18: for Vin = VinSat to Vinmax do

19: LSCF φout vs. VinSat using φ(r), Eqn. (7), for the

Saturation region data.

20: end for

21: for Vin = 0 to Vinmax do

22: Calculate AM/PM NMSE A (dB), using (2), for the com-

bined Linear, Nonlinear & Saturation region segments.

23: Adjust VinLin & VinSat to give VinLin1 & VinSat1
24: end for

25: repeat

26: Steps 12: to 24: using VinLin1 & VinSat1 calculate AM/PM

NMSE B (dB), using Eqn. (2), for the combined Linear,

Nonlinear & Saturation region segments.

27: until NMSE B (dB) < NMSE A (dB)

28: Note: It may occur that NMSE A (dB) < NMSE B (dB),

i.e., the initial segmentation is optimum.

29: Output all calculated curve fit coefficients. END
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Abstract— A comparative analysis between well established
and more recent solid state power amplifier (SSPA) combining
techniques is presented. Based on this analysis, a new Figure of
Merit (FOM) methodology is presented that can form part of a
process to optimise SSPA design within the constraints of service,
technology and performance requirements. Also, this formalises
the process of determining the most appropriate SSPA design
path, from the earliest stages, based on the above constraints
as well as providing a detailed technology comparison to allow
optimum technology selection.

Index Terms—Solid State Power Amplifiers, Power-combining
networks, Design methodology.

I. INTRODUCTION

THERE is a continuing need, in both the commercial and

defense markets, for SSPAs that can deliver high output

power and high efficiency while operating at high frequencies

with reduced size and area, all at low cost. So there is a need to

investigate and determine which power combining techniques

or architectures can be used to achieve this within a given

number of constrains [1], [2].

The goal of this paper is to demonstrate how to select

an appropriate SSPA technology that can deliver a required

outcome based on a customer’s service and performance

requirements. This forms part of the overall SSPA technology

selection and design methodology with the aim of delivering

an outcome using the most appropriate technology by making

decisions from both tangible requirements, for example per-

formance specifications, and less tangible requirements such

as graceful degradation, time to market or ease of use. The

tangible requirement selections will be made by developing

and building on available or new FOMs, with technology se-

lections including more recent spatial combining technologies

applied to SSPAs. Tangible and less tangible selections will

be made using a fuzzy logic approach followed by modern

statistical and optimisation design and manufacturing methods,

e.g. Monte Carlo, Simulated Annealing and Design For Six

Sigma (DFSS) [3], that will then be employed to complete

the detailed design. Reliability prediction will be made using

the Telcordia method [4].

The structure of this paper includes an overview of the

different types of services, performance requirements and

priority compromises that need to be considered before de-

ciding on a power combining technology, as presented in

Section II. A range of suitable FOMs is presented in Section III

followed by a review of amplifier parameters and weightings

to be used as part of the technology selection process in

Section IV. Available SSPA combining technologies are briefly

reviewed in Section V. This will provide the starting point

for the selection of the most appropriate technology for any

particular service requirement. Having provided, and analysed

a comparison of technologies, then the design methodology

will be proposed in Section VI, that is intended to formalise,

from early conceptual requirements, the optimum technology

that is appropriate to the SSPA design. Section VII provides

a combiner technology case study followed by a conclusion

and acknowledgment.

II. TYPES OF SERVICE

SSPAs are required for a wide range of services with varying

requirements and priorities for particular performance param-

eters. This means that particular performance parameters for

one type of service can have a different importance placed on it

in another service. This change in importance can significantly

affect the design outcome. The type of technology that is most

appropriate to a particular type of service will benefit from an

optimisation process that includes, from the start, both the

service requirements and the performance requirements [5].

Such a process allows a greater range of possibilities when

a compromise is required. The types of services that are

being considered are: Land Fixed (terrestrial and satellite earth

station), Land Mobile (cell phone, vehicular and mobile earth

stations terminals), Naval (mobile), Air (mobile) and Space

based (satellites and spacecraft) services. Different services

impose different requirements on aspects such as frequency,

weight, size, power, environmental factors and reliability.

Additional constraints are imposed by regulation, time to

market and cost. All of the above require compromises that

a more inclusive optimisation can improve. A service level

requirements priority analysis is conducted, combined with

the parameter weightings assessed for both commercial and

defense markets and presented in Section VI.

III. FIGURES OF MERIT

In order to be able to make a more meaningful comparison

between power combining technologies, a combination of

suitable FOMs is proposed. Several different FOMs, useful
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for comparing SSPA performance, have been considered from

the literature and are presented in Table I, from active device

comparisons through to system comparison levels.

TABLE I: Combining Technology FOMs

Figure of Merit Equation Ref.

Power State Of PSOA =
(f3
·P2

out)

(4·105)
, (1) [6]

the Art (PSOA) f = frequency (GHz),
Pout = output power (watts)

PAE PAE =
Pout−Pin

PDC
, (2)

PAE - Corporate1 CPAE = PAE
(LicGLoc−1)
(Lic(G−1))

, (3)

where: αic = I/P comb.2loss / stage,

Lic = α
log 2(Nc)
ic = I/P comb. loss,

Loc = α
log 2(Nc)
oc = O/P comb. loss, [7]

αoc = O/P combiner loss / stage
G = Gain, Nc = No. of comb. stages

PAE - Spatial SPAE = PAE
(LisGLos−1)
(Lis(G−1))

, (4)

where: G = Gain,
Lis = I/P combiner loss,
Los = O/P combiner loss,

Device O/P 3rd order- OIP3d = Pout/tone+
3IMD

2
, (5)

intercept-point where: 3IMD = 3rd-order-
intermodulation-distortion

Linearity - combined OIP3c = Nc · Lc ·OIP3d, (6) [8]
where: Lc = comb. in or out loss

Linearity - alternative LFOM =
OIP3d, or c

PDC
, (7) [9]

Device Spurious Free SFDRd =

[

OIP3d
(FGkBT0∆f)

]2/3
, (8)

Dynamic Range where: F = noise factor, G = gain,
(SFDR) kB = Boltzman’s constant, [8]

T0 = ambient temperature,
∆f = instantaneous bandwidth

SFDR - combined SFDRc = Nc
2/3SFDRd, (9)

Cost dollars/watt = $/W , (10)

Reliability R = e−(t/MTTF ), (11)

where: t = time, MTTF =
∑

i ti/U , [4]

ti = time to failure in hours,
for the ith element &
U = No. of units

1Ideal combiner, no amplitude or phase imbalance. 2comb. = combiner.

The aim of this work is to select the most suitable combining

technology by determining the maximum of the sum of the

FOMs, after the parameter weightings of Table II have been

applied, compared to a straight sum of specification parameters

(SP)
FOMmax =

∑

i

Wi · FOMi, (12)

SPmax =
∑

j

Wj · SPj , (13)

where FOMi = FOM of the ith parameter from Table I, SPj =

jth specification parameter and Wi,j = i, jth weightings from

Table II, respectively.

IV. AMPLIFIER PARAMETERS

The parameters listed in Table II, cover the majority of

parameters needed to describe an SSPA. These parameters

will be used for initial technology comparisons. The parameter

weightings in Table II are determined by the combination of a

Quality Function Deployment (QFD) [10] analysis and Failure

Mode Effects Analysis (FMEA) [11] for the particular service

requirements of Section II.

TABLE II: SSPA Parameters and Weightings

Main Specification Secondary Specification Weightings

Parameter3 Parameter SP FOM

Frequency Center Frequency 5.26 4.8

(1) Bandwidth 3.45 *

RF Power P1dB at centre frequency 3.45 4.8

(1), (2), (3), Psaturation 3.45 *

Gain Small signal 2.56 *

Slope 2.04 *

Ripple 2.04 *

Return Loss Input 2.04 *

Output 2.56 *

Linearity AM/PM 2.56 *

(5), (6), (7), Group Delay 1.69 *

(8), (9) Spur / harmonics 2.04 *

IMDs (OIP3) 2.56 3.9

Noise Figure 2.04 *

Spurious Free Dynamic Range 2.56 3.9

Phase Noise * *

Response time Rise * *

Fall * *

Pulse overshoot * *

Pulse droop * *

Ringing/settling * *

Mode Coaxial 2.56 *

Waveguide 2.56 *

Planar 2.56 *

DC power Power (PDC ) 1.69 *

Voltage 1.69 *

Current 1.69 *

Power-Added- Device 1.69 *

Efficiency (PAE) Corporate combining 1.69 5.9

(2), (3), (4) Spatial combining 1.69 5.9

Number of stages 1.69 5.9

Conducted & Emissions * *

Radiated Susceptibility * *

Size Dimensions 1.0 *

Mass 1.0 *

Reliability Number of components 1.69 1.69

(11) MTTF 1.69 1.69

Maintenance * *

Vibration Vibration * *

& Shock Shock * *

Thermal Temperature above ambient 1.69 *

Operating temperature range 1.69 *

Device junction temperature 2.56 *

Heatsink type 1.0 *

Humidity * *

Altitude Air Vbreakdown * *

Space Multipaction * *

Sealing Ingress Protection rating * *

Corrosion Resistance * *

Cost (10) $/W * *

Commercial Manufacturability * *

Time to Market * *

Volume * *

Ease of use * *

Graceful degradation 2.56 *

3Related FOM as defined in Table I. ∗Not considered at this stage.
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V. COMBINING TECHNOLOGIES

The combining technologies to be compared have been

drawn from the available literature, [12]–[28], and cover more

established combining technologies, e.g. corporate and serial

combining, as well as more recent techniques and technologies

like spatial tile and tray combining and various hybrids of both.

Recent applications for spatial combining are at much higher

frequencies using monolithic chips, although enhancements of

other methods continue as applications arise. The combining

technologies that will be compared are listed in Table III.

In the following comparison some demonstration technologies

are also included as reference points. If a particular parameter

from Table III is not available for a particular technology,

then a typical worst case weighting value is assigned based

on parameters from [29].

TABLE III: Combining Technologies

Combining Technology Class Reference

Corporate Monolithic [12]

Corporate Chip Corporate [13]

Corporate Hybrid Waveguide [14],

Tile Discrete Spatial [15]

Tile Chip Spatial [16]

Tile Monolithic Spatial (Transmission) Tile [17]

Tile Monolithic Spatial (Reflection) [18]

Tile Discrete Spatial Class-E [19]

Tray Coaxial Spatial [8], [20]

Tray Waveguide Spatial (TE10) [21]

Tray Hard Boundary Waveguide Tray [22]

Tray Alternate Mode Waveguide (TE20) [23]

2D Planar TE Mode 2D Planar [24]

2D Planar TM Mode [25]

3D Planar Chain Slotted Waveguide 3D Planar [26]

Conical Waveguide Conical [27], [28]

VI. PROPOSED SELECTION METHODOLOGY

The proposed design methodology is shown in Fig. 1,

with fuzzy sets [30] used to formalise the early service level

requirements and when these are used with appropriate FOMs

from Section III, the fuzzy set outcomes will determine the

technology parameters that will be most suited to optimisation.

Table IV shows the importance of various service parameter

requirements following a QFD analysis, based on a commer-

cial customer case study.

TABLE IV: Service vs parameter requirement examples

Service Parameter4

type MTTF $/W PAE Mass Corrosion

Resistance

Land Fixed 7 7 6 1 2

Land mobile 3 9 8 8 3

Naval (mobile) 7 3 2 1 8

Air (mobile) 9 2 6 8 1

Space 9 1 7 9 1

41 = least important, 9 = most important.

Modern statistical and optimisation design and manufac-

turing methods, e.g. Monte Carlo, Simulated Annealing and
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Fig. 1: Proposed design methodology flowchart.

DFSS, will then be used as part of the detailed design, fol-

lowed by reliability predictions using the Telcordia method [4].

VII. COMBINER TECHNOLOGY CASE STUDY

Having identified the technologies and appropriate SSPA

performance parameters, the FOMs shown in Section III have

been used to achieve an initial technology comparison. The

blue columns of Fig. 2 show the sum of weighted SPs, with

both SPs and SP weightings from Table II and weightings

appropriate for a small satellite earth station SSPA. This

shows that for initial SPs, a tile monolithic (Reflection) spatial

combiner would provide the best outcome for SSPA design.

The red columns of Fig. 2 show the comparison for the sum

of weighted FOMs, with FOMs from Table II and weightings

from Table I. This alternative comparison now suggests that a

2D planar TE mode spatial combining approach would be a

more suitable approach. To be able to validate these outcomes

a detailed design followed by a prototype build and test of each

type solution would be the ultimate, however tracking research

or market trends may be a less costly but longer approach. A

design and validation will be provided at a future time.

FOMs need to be carefully chosen, so the development of

meaningful FOMs is a major proportion of the current work

and future work will determine the most suitable combination

of FOMs to be used as part of the design methodology

approach for selecting the most appropriate technology suited

to a particular service requirement. Comparisons at this stage

cover separate monolithic, chip and module level designs but

a combination of these approaches may also provide the best

solution for an overall design.

VIII. CONCLUSION

This paper has presented an initial comparison of SSPA

combining technologies based on already developed and well

Figure C.15. Conference paper 2016-2, Page 3.
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Fig. 2: Comparison of combiner type vs SPmax, (12) &

FOMmax, (13) for a small satellite earth station SSPA. The

y-axis represents the normalised SP or FOM.

accepted FOMs. In addition, it has proposed a design method-

ology that considers the balance of service requirements and

performance parameters. Based on this method, as demon-

strated, an appropriate technology to meet these requirements

can be selected. The work forms part of an initial study into

a SSPA design methodology with future work to consider

aspects such as thermal and electro-magnetic compatibility

(EMC) performance, further assisting in determining the best

SSPA combining technology outcome.
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Abstract— This paper presents a technique that al-
lows a simple semi-physical amplitude-modulation-to-amplitude-
modulation (AM/AM) model for RF power amplifier modeling,
over a wide range of solid state technologies, with improved
accuracy. The proposed technique builds on a recent memoryless
behavioral model (BM), recently proposed by Cann, and demon-
strates between 5 dB to 20 dB normalized mean squared error
(NMSE) improvement, compared to the existing memoryless BM
model, in AM/AM modeling over a range of RF power amplifier
(RF PA) technologies, through comparison with our and other
measured data from the literature. In addition, it provides an
accurate prediction of third order intermodulation distortion (3rd
IMD) linearization improvement of up to 17 dB. The proposed
model can be used for system modeling or RF PA linearization
applications. Issues related to segmentation discontinuities are
also discussed.

Index Terms—Memoryless Behavioral Models, Simulation,
Linearizer, Low Cost, RF Power Amplifiers, Analog Predistor-
tion, Adjacent Channel.

I. INTRODUCTION

With the ever pressing demands for modern wireless com-

munications systems to provide increased data capacity, as

well as reduced spectral emissions and increased power ef-

ficiencies, RF PA devices play a crucial role in being able to

achieve these demanding goals. As such improved behavioral

modeling of PA devices at the system level is essential. Having

a simple, fast and efficient BM that can be used over a range

of device technologies, for RF PA devices, would be most

advantageous in allowing the RF PA designer the ability to

select this RF PA device quickly and accurately from a range

of different devices and technologies.

Recent approaches for providing linear communication sys-

tems are to utilize advanced digital processing techniques

which can be complex, expensive and less power efficient.

However, in applications where the emphasis is more on sim-

ple, low cost and efficient solutions rather high performance,

e.g. Small Cell repeaters [1], there is a need to develop

techniques that allow for improved modeling accuracy while

considering device operation over a wider dynamic range. This

can have added benefits for use with envelope-tracking, predis-

tortion linearizers that operate over larger dynamic ranges [2].

A new quasi memoryless (QM) BM for amplitude-

modulation-to-phase-modulation (AM/PM) was recently de-

scribed by Glock et al. [3]. The rationale for the development

of this model is that simple static models are both less complex

and less computationally intensive. Their work emphasized

that memory effects are less prominent in well designed RF

PAs and thus can be reduced to an acceptable level for mobile

handset applications by careful amplifier biasing [4]. Their

model addresses certain phase responses in semiconductor

technologies such as gallium arsenide (GaAs) and Comple-

mentary Metal Oxide Semiconductor (CMOS).

Solid State device AM/AM responses are of the same

generic shape, hence having a semi-physical model to estimate

the AM/AM response of these devices with improved accuracy

over a large dynamic range and range of technologies would

be beneficial. Such models are of significant advantage to RF

PA designers as they allow system modeling and performance

evaluation without the need for complex and in depth device

models.

This paper only focuses on AM/AM modeling, and does not

cover AM/PM modeling in investigating how simple modeling

can be used to quickly asses RF PA device performance for

solid state devices, as AM/PM performance can be considered

to be small enough to be neglected [5]. This will also reduce

the complexity and computation times thus aiding in a faster

device selection process. Improving the AM/AM modeling

accuracy will also benefit the RF PA device selection process.

Section II presents the need for simple BMs, including a brief

review of other modeling approaches and technology modeling

capabilities. Section II-D presents a new method that is based

on a recent AM/AM model which is capable of producing the

correct 3rd IMD response in the small signal region. Benefits

of BM accuracy improvements to linearizer performance are

discussed in Section III. A segmentation and optimization

method is proposed and discussed in Section IV further

improving the overall accuracy of the AM/AM model and

demonstrating its applicability over a range of different tech-

nologies. Consideration of the proposed model and accuracy

improvement method, with respect to 3rd IMD performance

and impact on linearization improvement are discussed in

Section V. Followed by a conclusion and acknowledgment.

A summary of the contributions presented in this paper are:

(i) an optimized segmented curve-fitting approach, using a

recent improved accuracy AM/AM model, providing up to 20

dB NMSE improvement, (ii) demonstrated improvement of up

to 17 dB in linearizer 3rd IMD predication, (iii) an accurate

AM/AM model that is applicable for a wide range of solid
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state power amplifier technologies, (iv) a model parameter

fitting approach that uses a simple algorithm and simulation

that takes into account segment boundary discontinuities, and

(v) demonstrating that worst case discontinuities have no

noticeable effect on the modeled amplifier spectrum when

using digitally modulated signals.

II. SSPA BEHAVIORAL MODELS

A. The Need for Simple Models

One of the major factors contributing to the performance

degradation of a wireless system are the non-linearities con-

tributed by RF PAs, so for a system level evaluation the impact

of this amplifier on the system’s performance needs to be

investigated. This can be achieved using detailed RF PA device

parameters and accurate nonlinear models. However for an

initial system level evaluation such information may not be

available or may require too much effort to obtain. In addition,

such modeling is computationally intensive and requires very

long simulation times. In contrast, a system level modeling that

use simple bandpass BMs of an RF PA can result in fast, but

still accurate, simulations that can be used to assess the RF PA

technologies and their impact on system performance. Hence

allowing for rapid RF PA device comparisons, evaluations and

selections.

The envelope model describing an RF PAs non-linearities,

in terms of its AM/AM and AM/PM responses, can be derived

from the complex input to output envelope voltage relationship

as given by

vout(t) = Re
[

G(v(t))ej(φ(t)+ϕ(v(t))+ωct)
]

, (1)

where ωc is the RF carrier frequency, G(v(t)) and ϕ(v(t))
describe the instantaneous input to output envelope voltage

gain and phase and these represent the RF PA’s AM/AM

and AM/PM responses, respectively. Some of these can be

obtained from the manufacturer’s datasheet or through further

measurements and testing.

As part of performing a rapid and accurate system analysis,

and selecting the RF PA device, then having a semi-physical

based device BM provides the very significant benefit of the

best starting point for least squared curve fitting (LSCF) that

will typically be required in order to extract these model’s

parameters, plus any non-physical model parameters. This is

extremely important and powerful for practical PA designers

as it provides them with a fast way of assessing suitable PA

device alternatives, using parameters that are readily available

in device datasheets, without the need for further complex

testing and measurements. Only the smoothness parameter,

s, is non-physical. By having a unified physical or semi-

physical AM/AM model that spans a range of solid state power

amplifier technologies, is simple and computationally efficient,

then this will greatly facilitate system level modeling.

B. Review of Simple PA Behavioral Models

In the literature several well established memoryless BMs

offer PA designers with both a simple and fast means to

conduct system level modeling, hence allowing them to be

used for selecting a suitable device to meet system level

requirements. Of these BMs, Cann 1980 [6] introduced a semi-

physical AM/AM memoryless model. The model can be used

for an over driven or soft-limiting bipolar based solid state

amplifier by allowing the knee sharpness to be adjusted. Then

Saleh [7] introduced a simple behavioral model that requires

only 2 parameters for both AM/AM and AM/PM modeling,

however this model was focused around Traveling Wave Tube

Amplifiers (TWTAs). Another model that specifically targeted

modeling the AM/AM and AM/PM of SSPAs was proposed

by Ghorbani and Sheikhan [8]. Both the AM/AM and AM/PM

models have the same form, and use only 4 parameters, while

addressing inaccuracies associated with using TWTA based

models for SSPAs. It is worth mentioning that the parameters

for these models were not physically based.

At the same time Rapp [5], presented another memoryless

AM/AM model for GaAs FET SSPAs that did included semi-

physical parameters. Later on Honkanen and Haggman [9]

applied Rapp’s model as part of a bipolar junction transistor

(BJT) AM/AM model. They also provided a new AM/PM

model however it has the limitation of a maximum zero de-

grees phase shift. Then new models for AM/AM and AM/PM

where introduced by White et al. [10] to better model Ka Band

SSPAs. The proposed model for Ka band SSPAs provided

improved accuracy when compared to the Saleh, Ghorbani and

Rapp models.

Saleh’s model was further developed by O’Droma et

al. [11], with respect to Laterally Diffused Metal Oxide Semi-

conductor (LDMOS) field-effect-transistors (FETs), address-

ing the discontinuity seen in the application of Saleh’s original

AM/PM model when applied to typical LDMOS AM/PM

characteristics, thus making Saleh’s TWTA model suitable for

use with solid state devices, however the parameters are still

not physically based.

Cann 2012 [12] updated his earlier model to eliminate issues

found with the original model when calculating small signal

3rd order IMD products, with the model again based on semi-

physical parameters.

Recently Glock [3] presented an approach based around

Rapp’s AM/AM model but introduced a new AM/PM model

determined from the first derivative of the Rapp AM/AM

model plus additional terms.

The O’Droma model [11], can provide an excellent fit to a

range of AM/AM and AM/PM curve shapes but the parameters

for this model do not have a physical origin. As a result,

determining the starting point values for this and other non-

physically based model parameters for LSCF can be difficult

and may require more sophisticated methods to determine

these starting point values. So an appropriate selection of the

starting points is needed to ensure an optimum outcome. With

semi-physical based models, the majority of parameter starting

points are taken from available data, thus avoiding possible

guessing or further measurements.

For the non-physical parameters of the Rapp and recent

Cann 2012 AM/AM only models, several plots of the AM/AM
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responses can be made for a particular device, for different

s values. By comparing these plots with measured data, an

estimate of the starting value for s can be found. Having semi-

physical starting points is also a very useful means of self

checking the LSCF parameter results, as the final values for

LSCF parameter results should be very close to the starting

values.

C. Comparing PA Behavioral Models

To facilitate comparing these BMs, the NMSE in dB can be

used. The definition that will be used through out this paper

is given by [13]

NMSEdB = 10 log10









N
∑

n=0
|yMOD[n]− y[n]|2

N
∑

n=0
|y[n]|2









, (2)

where N is the number of samples, y[n] is the complex
baseband envelope of the measured PA output and yMOD[n]
is the complex baseband envelope of the model output.

To evaluate these BMs and new method in the frequency

domain, comparisons are made using Simulink, where a wide-

band code division multiple access (WCDMA) baseband en-

velope digitally modulated signal is applied to the RF PA

model and the output is presented in the frequency domain via

the Simulink Fast Fourier Transform (FFT) based spectrum

analyzer element, for the AM/AM models described in this

paper.

D. AM/AM Model Selection

Rapp’s AM/AM model [5], used by Glock, has the same

equation form as the model originally proposed by Cann but

without the modulus function. Cann’s original 1980 AM/AM

model equation is given as

A(r) =
Lsgn(r)

[

1 +
(

L
g|r|

)s]1/s
=

gr

[

1 +
(

g|r|
L

)s]1/s
, (3)

where g, r, L and s are the small signal gain, input amplitude,

output limit level, and sharpness parameters, respectively.

Litva and Lo [14] identified that Cann’s original 1980

AM/AM model had issues related to correctly generating

3rd IMD responses in the small signal region. This was

confirmed and the reason for this issue was determined by

Loyka [15]. Cann’s new memoryless 2012 AM/AM model,

presented recently, is given as [12]

A(r) =
L

s
ln

[

1 + e
s( gr

L
+1)

1 + e
s( gr

L
−1)

]

− L, (4)

where g, r, L and s are the small signal gain, input amplitude,

output limit level, and sharpness parameters, respectively. It

should be noted that the issues in the old model are related to

modeling two discrete tones used to generate IMD products,

however for a typical digital modulation scheme no issues

were observed. This improved AM/AM model will be used as

the basis for our modeling method.

III. LINEARIZER BENEFITS FROM ACCURACY

IMPROVEMENTS

For simple low cost RF predistortion linearizers to be

able to compete with more sophisticated linearizers, like

DPD linearizers having complex and expensive hardware with

higher power consumption, then the accuracy of low cost RF

predistortion linearizers must be comparable to DPD lineariz-

ers [1]. To quantify the benefits of AM/AM modeling accuracy

improvement, when applied to a low cost RF predistortion

linearizer, a means of quantifying this benefit is required.

Based on an analysis by Nojima and Konno [16], an equation

for calculating the amount of 3rd IMD reduction, SIMD,

achievable from a predistorter (PD) and power amplifier as

function of the AM/AM and AM/PM errors, is given by

SIMD = −10 log10
[

1 + 10δA/10 − 2 · 10δA/20cos(δθ)
]

, (5)

where δA and δθ are the amplitude error in dB and the

phase error in degrees respectively. For this combination,

the amount of distortion reduction achievable is a function

of the amplitude and phase errors as contributed by the

PD. If the PD errors are considered to be fixed, then any

degradation in the intermodulation distortion reduction can be

attributed to BM amplitude inaccuracies for a fixed phase.

The impact of AM/AM modeling improvement on the IMDs

and linearization performance, due to this model is discussed

further in Section V.

IV. SEGMENTED CURVE FITTING METHOD TO IMPROVE

AM/AM MODEL ACCURACY

Similar to the techniques utilized by Glock to determine

the linear, non-linear and saturation regions from the AM/AM

characteristic response, this technique can also be utilized to

determine the linear, non-linear or saturation region segments

of the AM/AM responses of Cann’s 2012 AM/AM model.

Furthermore, the curve fits of these segments can be applied in

a similar approach to that used by Zhu et al, [2], for piecewise

curve fitting of non-linear segments of AM/AM and AM/PM

envelop-tracking amplifiers. As a result, the segmented curve

fitting provides more accurate model results and assists with

comparing devices for system analysis purposes, as well as

defining potential improvements in linearization margin for a

particular device.

By applying the recent Cann 2012 AM/AM model for

each segmented region across a range of technologies and by

optimizing the end of the linear region segment and start of the

saturation region segment, an overall improvement of between

5 dB to 20 dB can be achieved in AM/AM NMSE at the

expense of further simple processing steps for each segment,

depending on RF PA device technology. The recent Cann 2012

AM/AM model also has the ability to provide starting values

for LSC fitting for each of the segments.

To improve the AM/AM accuracy estimation of this model,

the second derivative of the AM/AM response is used to de-

termine both the linear and saturation regions. Using AM/AM

data from Glock’s Fig. 11 2V2 curve, it can be seen that
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more data points are required when penetrating further into

the saturation region, so the approach developed by [17],

based on Rapp’s AM/AM model, to extrapolate the AM/AM

performance into the saturation region can be used. As Glock’s

paper uses the Rapp AM/AM model then this AM/AM data

can be extended into the saturation region. Similarly for

Cann’s recent 2012 AM/AM model, data can be extended

into the saturation region. Using the extended AM/AM data,

the transition from the linear to saturation regions can be

determined as a function of vin when the 2nd derivative of

the AM/AM data equals zero, see Fig. 1. As can be seen

from this plot, the linear region stop point (vertical blue solid

line) is at vin = 0 V and saturation region start point (vertical

orange solid line) is well beyond the available data, by the 2nd

derivative calculation. This means that the practical LSCF data

starting range extends from vin = 0 V to where vin is at the

full extent of the available data (vertical red solid line), in this

case where vin = 0.5 V. The region between the solid blue

and red lines is practically the full AM/AM model region for

initial LSCF with these points being the starting points for the

AM/AM segmentation method optimization.
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Fig. 1. Glock’s Fig. 11, 2V2 curve, [3] AM/AM data (green dotted curve),
extended AM/AM data (solid black curve), using [17] & normalised (to the
maximum value) numerical 2nd derivative of extended AM/AM data (cyan
solid circle curve) using Matlab. The solid blue vertical line is the initial end
of the linear region, the solid orange vertical line is start of saturation region
by the 2nd derivative calculation. The solid red vertical line is the end of the
available AM/AM data, effectively the end of the saturation region for the
available data.

Initial AM/AM curve fits for both the recent Cann 2012

and Glock (using Rapp’s AM/AM model) AM/AM models

have been performed over the entire available data for Glock’s

Fig. 11, 2V2 curve data, with the results from both the Glock

(using Rapp’s AM/AM model) (green down triangle curve)

and the recent Cann 2012 AM/AM (magenta circle curve)

models shown in Fig. 2. These are single segment fits between

the linear region stop and saturation region start points. This is

the same as using the AM/AM model over the entire available

data range.
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Fig. 2. Comparison of curve fit for Glock’s Fig. 11, 2V2 curve, data [3]
(black solid curve), Glock’s (using Rapp’s AM/AM model) AM/AM model
(green dotted curve) & recent Cann 2012 AM/AM model (magenta solid circle
trace).

A. Optimized Segmented Curve Fitting

To further improve the accuracy of the AM/AM model an

optimization routine was developed to identify the optimum

linear stop and saturation start region points to provide an

enhanced data fit in terms of NMSE performance. A compar-

ison between the initial fit and the optimised fit for each of

the segments is shown in Fig. 3 (yellow curves). This is only

shown for the recent Cann 2012 AM/AM model.
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Fig. 3. Comparison of curve fit for Glock’s Fig. 11, 2V2 curve, data [3] (black
solid curve) and the optimised segmented curve fits for the recent Cann 2012
AM/AM model (yellow curves). The optimised linear segment is between the
input voltage range of 0 V to 0.26 V, with the optimised non-linear segment
between 0.26 V and 0.36 V and the remaining saturation segment is between
0.36 V and 0.5 V.

When comparing the LSC fit over the full range of data,

Fig. 2, compared to the segmented linear, non-linear and

saturation region data, Fig. 3, it is difficult to see any differ-

ence. However a comparison between the Glock (using Rapp’s

AM/AM model) and recent Cann 2012 absolute AM/AM er-

rors (in dB), for both initial and optimised segmentation versus

input voltage for Glock’s Fig. 11, 2V2 curve, data are shown in
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Fig. 4, reveals the improvements in absolute error obtained by

using the segmentation method. The improvements can be seen

between the Cann 2012 (solid magenta) and segmented Cann

2012 (solid red) curves. The initial maximum error result is

shown as the horizontal dotted magenta line with the optimised

segmented result shown as the horizontal red dash - dot

line. An NMSE AM/AM comparison between these models

and the corresponding improvements using the segmentation

technique show, following segmentation optimization, that the

recent Cann 2012 AM/AM model has better than 10 dB

improvement. In Section V, Table I shows the improvements

in NMSE by using the segmentation method over a range of

technologies.
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Fig. 4. Comparison of |Output Amplitude errors| versus input voltage from
Glock’s Fig. 11, 2V2 curve, data [3], showing before and after segmented
approach optimization. Also shown are the maximum for Cann’s recent 2012
AM/AM model amplitude errors for both the initial (magenta solid line) &
segmented (red solid line) approach being 0.14 and 0.115 dB respectively.

An algorithm for optimising segmented curve fitting was

prepared to further improve NMSE and is presented as

Algorithm 1. The algorithm starting points for the second

derivatives cannot be zero due to their numerical nature, so

there is a requirement to have 2nd derivative zero limits,

in our case we have selected this value to be below 0.001,

to suit the numerical data. During the minimisation process

there are some segment ranges where the discontinuities are

higher than the given data resulting in poorer segment fits.

This is due to using parameter starting values for the full

range of data in those segments. This can be corrected by

determining suitable starting points for each segment but this

has not been implemented within this algorithm. Even with

such improvement in the starting point, the overall curve fit

performance is still worse than the segmented approach.

B. Frequency Domain Comparisons & Discontinuity Effects

at Segment Boundaries

A comparison of the recent Cann 2012 model, with and

without optimised segmentation, against measured data with

a WCDMA signal applied, for the SHF-0189 HFET [18] are

given in Fig. 5. These plots show that the optimized segmented

Algorithm 1 Minimize AM/AM NMSE in dB

Require: Combined AM/AM NMSE (dB) linear, non-linear

& saturation region segments are minimum.

Ensure: Vin & Vout are real & > 0.

1: INPUT Vout vs. Vin data-set for the amplifier.

2: Determine d′′Vout/dVin (2nd Derivative)

3: if d
′′
Vout/dVin 6= 0 after the first occurrence when

d
′′
Vout/dVin = 0 then

4: Vout vs. Vin data does not extend far enough into the

saturation region so extend the Vout vs. Vin data using

[17], refer to Fig.1.

5: end if

6: if d′′Vout/dVin = 0, on the first occurrence. then

7: VinLin
is the linear region stop point.

8: else if d′′Vout/dVin = 0, on the second occurrence. then

9: VinSat
is the saturation region start point.

10: end if

11: Note: Vout vs. Vin data between VinLin
& VinSat

is the

non-linear region data.

12: for Vin = 0 to VinLin
do

13: Least Squares Curve Fit (LSCF) Vout vs. VinLin
using

(4)

14: end for

15: for Vin = VinLin
to VinSat

do

16: LSCF Vout using (4), for the non-linear region.

17: end for

18: for Vin = VinSat
to Vinmax

do

19: LSCF Vout vs. VinSat
using (4), for the saturation region

data.

20: end for

21: for Vin = 0 to Vinmax
do

22: Calculate AM/AM NMSE A (dB), using (2), for the

combined linear, non-linear & saturation region seg-

ments.

23: Adjust VinLin
& VinSat

to give VinLin1
& VinSat1

24: end for

25: repeat

26: Steps 12: to 24: using VinLin1
& VinSat1

calculate

AM/AM NMSE B (dB), using (2), for the combined

linear, non-linear & saturation region segments.

27: until NMSE B (dB) < NMSE A (dB)

28: Note: It may occur that NMSE A (dB) < NMSE B (dB),

i.e. the initial segmentation is optimum.

29: Output all calculated curve fit coefficients. END

method provides a better fit to the measured data compared to

the non segmented model.

To determine the effects of discontinuities at segment

boundaries, investigations have revealed that although the re-

cent Cann 2012 AM/AM model, using the optimised segmen-

tation method does not have continuous derivatives over the

segment boundaries, the voltage errors between the segment

boundaries, after optimization, are very small and have a

negligible effect on the adjacent channel leakage ratio (ALCR)

response. This has been investigated for a WCDMA digitally
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Fig. 5. Comparison of measured versus Simulink simulations for WCDMA,
comparing Glock versus recent Cann 2012 full & optimized segmented models
for the SHF-0189, [18], data. Resolution bandwidth (RBW) for both measured
& simulation data is 30 kHz. Measured center frequency is 881.5 MHz.

modulated signal with the same power spectral density level as

used in Glock’s Fig. 9. The worst case discontinuity error, of

0.0111 volts, for either of the linear to nonlinear or nonlinear

to saturation segment boundaries was increased, above the

optimised value, until the second ACLR level increased by

≈ 1 dB and this occurred at 10 times the worst case discon-

tinuity error with no noticeable increase found for the first

ACLR, concluding that the optimized segmented recent Cann

2012 AM/AM model has negligible discontinuity effects, even

when considering worst case discontinuities at the segment

boundaries. Comparisons between the optimized segmentation

discontinuity error result and 10 times this error are shown in

Fig. 6.

V. IMPACT ON IMDS & LINEARIZATION IMPROVEMENT

Cann’s recent 2012 AM/AM model and the optimised

segmentation method have been assessed to determine how

they perform in predicting 3rd IMD performance for RF PAs

over a wide dynamic range by simulating the 3rd IMDs using

Simulink and comparing the simulations against manufac-

turer’s measured IMD data, SHF-0189 device [19] page 5.

Plots of the 3rd IMD comparisons are shown in Fig. 7 with

comparisons of the absolute 3rd IMD errors shown in Fig. 8.

The results indicate that the recent Cann 2012 AM/AM model

performs better than the Rapp or O’Droma (Modified Saleh)

AM/AM models, even though the O’Droma (Modified Saleh)

model shows very good curve fitting results. The recent Cann

2012 AM/AM model has ≈ 2.6 dB improvement in average

error (AE) compared to the O’Droma model and over 10

dB AE improvement compared to the Glock (using Rapp’s

AM/AM model) model. The optimized segmented recent Cann

model method improves the AE by a further ≈ 0.7 dB.

The maximum absolute amplitude error, of the full and opti-

mised segmented recent Cann 2012 AM/AM model of Glock’s

Fig. 11 AM/AM device data from LSC fitting, are 0.141 dB

and 0.115 dB respectively. These are shown on a plot of (5),
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Fig. 6. Discontinuity effects on a WCDMA modulated signal, simulated
using Simulink, for Cann’s recent 2012 optimized segmented AM/AM model
of Glock’s Fig.11, 2V2 curve, data [3] data. With 0.0111 volt discontinuity
ACLR1L/2L = -33.2/-57.3 dBc. With 0.111 volt discontinuity ACLR1L/2L =
-33.7/-56.2 dBc. In-band wanted between dashed blue vertical lines, ACLR1
between dashed red vertical lines and ACLR2 between dashed green vertical
lines (lower bands only shown) with 3.84 MHz integration bandwidth (BW).
The integrated power over the wanted 3.84 MHz BW is 21.6 dBm. RBW is
30 kHz.
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Fig. 7. 3rd IMD measured device data SHF-0189 [19] page 5 versus
Simulink simulated comparison of the O’Droma (Mod. Saleh), Glock &
recent Cann 2012 models, all including both AM/AM components. Two tone
measurements at 900 MHz, 1 MHz tone spacing.

Fig. 9, where the intermodulation distortion improvement is

plotted against phase error for various amplitude errors. The

difference between the full and optimised segmented method

equates to a 3rd IMD improvement of 1.79 dB at 0.1◦ phase
error.

Table I shows the NMSE for each of the various tech-

nologies, BJT, heterojunction FET (HFET), LDMOS FET,

heterojunction-bipolar-transistor (HBT), enhancement mode

pseudomorphic high-electronmobility-transistor (E-pHEMT),

GaAs (Glock’s Fig. 8 device data), CMOS (Glock’s Fig. 11

device data) and galliun nitride (GaN) on silicon carbide
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Fig. 8. 3rd IMD |measured minus Simulink simulated| error for the O’Droma
(Mod. Saleh), Glock (using Rapp’s AM/AM model), recent Cann 2012 &
optimized segmented recent Cann 2012 models for AM/AM only. The AE for
Cann’s recent 2012 AM/AM model is ≈ 4dB compared to ≈ 6.5 & 13.9 dB
for the O’Droma and Glock (using Rapp’s AM/AM model) models respec-
tively. The optimized segmented recent Cann 2012 model AE further improves
3rd IMD over the recent Cann 2012 model by ≈ 0.7 dB.

(GaN/SiC) HEMT. The AM/AM NMSEs were determined for

both the full and segmented methods. Table I also shows the

3rd IMD linearization improvement across device technology

as a result of the optimised segmentation method AM/AM

improvements.
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Fig. 9. IMD suppression versus phase errors for a range of amplitude errors.
The cyan vertical arrow shows the 3rd IMD improvement in linearization for
the optimised segemnted approach compared to the full recent Cann 2012
AM/AM model, red dotted vertical arrow, both at 0.1◦ phase error.

VI. CONCLUSION

In this paper we have presented and demonstrated the use

of a more accurate simple AM/AM model that is suitable for

use over a range of RF PA device technologies.

A segmented curve-fitting approach, using the proposed

recent AM/AM model, has also been presented that provides

up to 20 dB Normalized Mean Squared Error (NMSE) im-

provement when modeling the AM/AM characteristics of the

TABLE I
TECHNOLOGY NMSE & LINEARIZATION IMPROVEMENT COMPARISON

Cann 12B AM/AM NMSE IMD Imp.

Device [Ref.] NMSE (dB) Imp. (dB)

Full Seg. (dB)

BJT [9] -30.16 -35.28 5.12 3.02

HFET [18] -43.53 -62.84 19.31 13.51

HBT [20] -58.88 -64.86 5.98 6.43

E-pHEMT [21] -44.77 -63.41 18.64 13.90

LDMOS [22] -37.68 -42.40 4.72 1.39

GaAs [3] -39.61 -58.20 18.59 0.75

CMOS [3] -46.04 -56.07 10.03 1.79

GaN/SiC [23] -43.10 -48.40 5.30 17.62

amplifier, further resulting in linearizer 3rd IMD improvements

of up to 17 dB.

A model parameter fitting approach using a simple algo-

rithm has been indicated along with simulations accounting

for segment boundary discontinuities, demonstrating that such

worst case discontinuities have no effect on the modeled

amplifier spectrum when using digitally modulated signals.

Future work will be to investigate improving AM/PM mod-

eling accuracy and to combine that work with this current

work on AM/AM modeling to determine how the combined

AM/AM and AM/PM accuracy improvements will increase

linearizer 3rd IMD performance.
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Abstract —  Several well-known simple behavioral models 

for solid state power amplifier (SSPA) devices are reviewed 
and compared.  This paper proposes an improvement to 
White et al’s model and discusses their use of the Rapp 
model for AM/AM and AM/PM device modeling. 
Furthermore an improvement to Honkanen & Haggman’s 
phase shift addition to Rapp’s model is given thus allowing 
phase shifts greater than zero degrees to be considered.  
Finally a review of several models’ performances beyond 
available data and into the saturation region is presented. 

These simple model improvements and additions, 
combined with the extension of the modeling into the 
saturation region, thus allow for faster and more accurate 
system level analysis, enabling better crucial output device 
selections to be made.  

Index Terms —  Behavioral models, SSPAs, White Model, 
Rapp Model. 

I. INTRODUCTION 

In order to quickly compare the suitability of different 

RF power amplifier (RFPA) devices, a system level 

analysis needs to be performed.  Typically RFPA devices 

are the primary source of nonlinearities in multicarrier 

systems, so selecting the right device is crucial.  To 

quickly compare RFPA devices within a system, accurate 

and simple behavioral models are needed.   

Obtaining a RFPA device behavioral model requires 

either custom testing, which can be very time consuming, 

or manufacturer’s datasheets can be used.  Datasheets 

however, may not always provide information or data for 

applications where an RFPA device will be used, for 

example when an RFPA device is used deep into 

saturation, associated with modern digital modulation 

schemes, the peak to average power ratios (PARPs) can 

range from 3 to 10 dB.  Therefore a model that accurately 

predicts the performance of an RFPA device, over its’ full 

range of operating conditions, using parameters extracted 

from manufacturer’s limited data, is highly desirable.   

This paper reviews several behavioral models 

commonly adopted in the literature, Section II. In 

addition, in Section III, it compares their applicability as 

system behavioral models when parameters for these 

models are extracted from manufacturer’s limited data.  

Device modeling in the saturation region is presented in 

Section IV, followed by an amplitude/amplitude 

(AM/AM) and amplitude/phase modulation (AM/PM) 

modeling discussion in Section V.  These are then 

followed by a conclusion in Section VI and an 

acknowledgment.  

II. REVIEW OF EXISTING BEHAVIORAL MODELS 

Saleh [1] presented a Traveling Wave Tube Amplifier 

(TWTA) model that does not model SSPAs well.  

Ghorbani & Sheikhan [2] proposed an SSPA model with 

both the Saleh and Ghorbani & Sheikhan models 

including AM/AM and AM/PM terms.  Rapp [3] proposed 

another SSPA model providing a better saturation 

performance but only for AM/AM, as Rapp suggested that 

AM/PM conversion is small enough to be neglected.  

Honkanen & Haggman [4] provided an AM/PM 

expression for the Rapp model.  White et al [5] indicated 

an improved accuracy model compared to [1], [2], and [3].  

An improved accuracy model for a laterally diffused metal 

oxide semiconductor (LDMOS) based SSPA was 

proposed by O’Dorma et al [6].  A summary of these 

models is given in Table1. 

 

Table 1 

Simple behavioral models for RF power amplifiers. 

 

Model AM/AM AM/PM 

Saleh [1] ����� �
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III. EXISTING MODEL IMPROVEMENTS 

White et al’s [5] original AM/AM equation is presented 

in Table 1, with �%����being the output amplitude and r 

the normalized input amplitude.  Coefficients a and b 

determine the saturation level and small signal gain 

respectively while parameters c & d adjust the shape in 

the SSPA operating region.   

Attempts at reproducing White et al’s [5] results, using 

this equation give the results shown in Fig. 1a. These 

results do not match the published results of White et al’s 

Fig. 1 b [5].  It has been found that to reproduce the 

correct results, as proposed by White et al’s Fig. 1b [5] 

then the AM/AM model, �%:��� should be written as; 

 

�%:��� � &;�	 ' � ("� 
 )�� *"
�
< (1) 

 

Using the corrected equation (1), the error curves, as 

shown in Fig. 1b, now match White’s original Fig. 1b 

curve.  

 

  
� � � �����������

 

                         ����������������             

Fig. 1 Curve fit of models showing the AM/AM normalized 

output voltage errors for the measured data dynamic range only. 

(a) White et al’s Fig 1b using the equation as given in that paper.  

(b) Corrected White et al equation (1) & original Rapp equation, 

Table 1. 

 

Also within White et al’s paper, Rapp’s equation is 

given as; 

 

��%��� � � �	 
 �=�= ��� ���� ��� ��  (2) 

�

However if Rapp’s original equation, as per Table 1, is 

used, including the small signal gain parameter �, then the 

error results are as shown in Fig. 1b and the AM/AM 

curve fit is shown in Fig. 3, indicating that Rapp’s 

equation now has similar error performance compared to 

White et al’s equation.  An AM/AM normalized mean 

squared error (NMSE) figure-of-merit (FOM) comparison, 

as defined in [7], is given in Table 2 indicating that the 

original Rapp model compares well with White et al’s 

corrected model. 

Table 2  

NMSE FOM results for AM/AM Modelling. 

 

Model AM/AM NMSE (dB) 

Saleh [1] -27.13 

Ghorbani & Sheikhan [2] -35.44 

Rapp [3] -42.33 

Rapp from White et al [5] -24.97 

White et al [5] -36.95 

White et al, corrected (this paper) -44.00 

Modified Saleh, O’Dorma et al  [6] -48.54 

IV. MODELING INTO THE SATURATION REGION 

In order to compare the original Rapp, White et al 

(corrected) and O’Dorma et al models, beyond the 

available data, a method is used to extend the data into the 

saturation region.  This method is to observe that the 

maximum end point output power (Pout), of the power 

added efficiency (PAE) versus Pout curve(s), typically 

provided for RFPA devices, is the final saturated output 

power, Fig. 2.   

 
Fig. 2 Power gain & Drain efficiency for the BLM7G1822S 

[8] providing the saturated output power. 

The existing data can then be extended into the 

saturation region.   

Extending the modeling beyond the measured data and 

into the saturation region, the AM/AM curves of Figs. 3 & 
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4 show how the models perform beyond the available 

data.  It can be seen that the original White et al equation 

‘rolls over’ similar to the Ghorbani & Sheikhan model [2].  

If the corrected White et al equation (1) is used, then it 

performs as would be expected for an LDMOS based 

SSPA.  

 
 

Fig. 3 Measured AM/AM data and curve fit of normalized output 

voltage versus normalized input voltage into the saturation 

region for White et al’s original and corrected equation 

comparisons.  Also shown is Rapp’s original equation and 

Rapp’s equation (2) as per White et al. 

 

Results indicate that the Rapp model performs best into 

the saturation region when only available data is used to 

curve fit the models, even compared to the O’Dorma et al 

model [6] as shown in Fig. 4. 

 

 
Fig. 4 Rapp, White et al (corrected) & O’Dorma et al model 

comparison of AM/AM curve fit showing normalized output vs 

input voltage and absolute normalized output voltage errors for 

existing data and data extended into the saturation region. 

 

When the extended data is used to curve fit the model 

then both the Rapp & O’Dorma et al models are 

comparable to the corrected White et al model, as 

indicated in Fig. 5. 

 

 
Fig. 5 Corrected White et al AM/AM model Curve fit of 

extended data into the Psat region showing that it performs worse 

than the original Rapp or O’Dorma et al models. 

V. AM/PM 

The Honkanen & Haggman phase shift addition [4] to 

the original Rapp equation, �����, as shown in Table 1, is 

noted to have a descending phase with increasing input 

level but with a maximum of zero degrees phase shift.  In 

order to accommodate devices that do not have a 

maximum of zero degrees phase shift, we propose an 

additional offset parameter, d, to the Honkanen & 

Haggman phase shift model.  Hence the updated phase 

shift model ��>��� is given as equation (3); 

 

��>��� �
�

	 
 � !�" ��
#

	
$�� 
 $�

' ? (3) 

 

Where a is the cut-off input voltage at which the 

transistor begins to conduct, b is the switch-on step 

magnitude in degrees, c determines the steepness of the 

step-wise change, and p1 and p2 are parameters for 

adjusting the descending slope.  The offset parameter d 

allows for positive phase shift.  An example of the 

application is shown in Fig. 6 for the LDMOS 2-stage 

power amplifier [8].   

 

 
Fig. 6 AM/PM Curve fit of BLM7G1822S comparisons of 

O’Dorma et al, White et al & Honkanen & Haggman AM/PM 

�

���

��$

��%

��'

	

	��

� ��
 	 	�
 � ��


�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

��������������������������������������������������������������������������������������������������������

2 1		#
0

2 1		#
0����.3��

������������

"��������

������������

�������!��

�

��	

�

���

��$

��%

��'

	

	��

� ��
 	 	�
 � ��


4�

�
4
��
�
��
�
�
�
��
�
�
�
��
�
��
�
��

4�

�
4
��
�
��
�
�
�
��
�
�
�
��
�
��
�
��

4�

�
4
��
�
��
�
�
�
��
�
�
�
��
�
��
�
��

4�

�
4
��
�
��
�
�
�
��
�
�
�
��
�
��
�
��

�
�
��
�
�
�

�
�
��
�
�
�

�
�
��
�
�
�

�
�
��
�
�
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

��������������������������������������������������������������������������������������������������������

2 1		#
0

5���������

�������!���

2 1		#
0���

.3��

�

��	

�

���

��$

��%

��'

	

	��

� ��
 	 	�
 � ��


4�

�
4
��
�
��
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�

4�

�
4
��
�
��
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�

4�

�
4
��
�
��
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�

4�

�
4
��
�
��
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

�
�
�
�
��
�
�
�
��
�
��
�
��
�
�
��
�
�
�
��
�

��������������������������������������������������������������������������������������������������������

2 1		#
0

2 1		#
0����.3��

*6��������

*6��������

*6���5���������

*6���"�������

�

	

�

#

�	�

�'

�%

�$

��

�

�

�	� �
 � 
 	� 	


�
�
�
3
�
�3
�
�+
��
4�

�
4
��
�
�
�

�
�
�
3
�
�3
�
�+
��
4�

�
4
��
�
�
�

�
�
�
3
�
�3
�
�+
��
4�

�
4
��
�
�
�

�
�
�
3
�
�3
�
�+
��
4�

�
4
��
�
�
�

�
�
�
3
�
�3
�
�+
��
��
�
�

�
�
�
3
�
�3
�
�+
��
��
�
�

�
�
�
3
�
�3
�
�+
��
��
�
�

�
�
�
3
�
�3
�
�+
��
��
�
�

��������/����0���������/����0���������/����0���������/����0�

07 & 	'���

�����
5���������

�����

898������:��++3��

5���������

2015 International Conference on Information and Communication Technology Research (ICTRC2015)

978-1-4799-8966-9/15/$31.00 ©2015 IEEE 280

Figure C.32. Conference paper 2015-1, Page 3.

Page 257



expression, with additional offset, as well as absolute phase error 

comparisons. 

Even though the Honkanen & Haggman phase addition 

has coefficients that are related to bipolar transistor 

parameters; this model still performs well for LDMOS 

devices. 

VI. CONCLUSION 

This paper has demonstrated the need for fast system 

level comparisons to aid in the selection of critical RFPA 

output devices.  For SSPA devices, having only below 

saturation data available, then the Original Rapp model 

[3], including the Honkanen & Haggman phase shift 

addition [4] plus the addition introduced in this paper, 

provides the best simple AM/AM and AM/PM model.  If 

the available data extends into the saturation region then 

the O’Dorma et al [6] model provides the best behavioral 

model in that region.  

This paper has also shown improvements for the use of 

two existing models plus provided an additional 

parameter, as well as providing a method for determining 

the saturation power from manufacturer’s data.  It has also 

compared the performance of these models when used 

beyond the provided manufacturer’s data information, 

where typical modern digital modulation signals extend, 

thus resulting in further improvements and accuracies. 

These simple model improvements and additions, 

combined with the extension of the modeling into the 

saturation region, thus allow for faster and more accurate 

system level analysis enabling better crucial output device 

selections to be made. 
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Abstract—In this paper a method for obtaining a time domain 

behavioral model of a power amplifier from component 

manufacturer’s data, enabling fast system level comparisons of 

various power amplifier designs is presented.   The method uses a 

physics based approach for determining the model’s memory 

effects with respect to input and output matching networks, bias 

networks and temperature.  Additional component testing 

provides increased accuracy of the model. 

Keywords— Power Amplifiers, Non-Linear Behavioural 

Models, Model Extraction. 

I.  INTRODUCTION  

    The requirements for greater data download capacity 
from mobile communication systems continue the push for 
improved wideband performance. A key element in these 
mobile communication systems is the Power Amplifier (PA).  
In order to obtain high data rates the PA must exhibit both low 
DC power and RF spectral efficiency while delivering an 
appropriate RF output power over an increasingly wider 
bandwidth.  Manufactures of PA devices often provide devices 
for testing, and data sheets based on various measured 
parameters, without providing simulation models or data for 
the application required.  For a design to commence, initial 
system level comparisons are conducted in order to determine 
if the required output power, efficiency and spectral purity can 
be achieved over the required bandwidth.  To be able to 
perform these comparisons quickly, suitable system level 
models are required. Ideally, system level models are derived 
from measurements, which are time consuming and costly. 
However, for the purpose of quick analysis and comparison, 
the amount of time and cost involved are unjustifiable.  In this 
paper a method for extracting system level non-linear 
behavioral models from a given manufacturer’s data sheet is 
provided so that the needed comparisons can be undertaken 
quickly.  So there is a need to have a methodology for building 
device models based on existing available device data sheets. 

This paper starts by reviewing current RF PA models proposed 
in the literature, as discussed in Section II, and then 
investigates the memory effect in RF PAs and how that impacts 
the amplifier linearity in Section III.  The proposed modeling 
methodology is presented in Section IV, which includes 
parameter extraction from data sheet and simulation modeling 

based on extracted parameters and experimental verification is 
given. In Section V, a comparison between simulation results 
and manufacturer’s data as presented in the data sheet are 
given. This is followed by a conclusion in Section VI and an 
acknowledgment. 

II. RF POWER AMPLIFIER BEHAVIOURAL MODELS 

Typical early behavioral models for power amplifiers have 
been based around models for Travelling Wave Tube 
Amplifiers (TWTAs). These models are based on the measured 
amplifier or device performance. These are relatively 
straightforward models based around single carrier AM-AM 
and AM-PM requirements.  The basic Saleh model [1] is given 
by: 

A(r) = (αa r) / (1+βa r
2
),  AM-AM   (1) 

(r) = (αp r
2
) / (1+βp r

2
),   AM-PM  (2) 

Where r is the input signal amplitude and αa, βa and αp, βp   
represent amplitude and phase coefficients respectively. 

For Solid State Power Amplifier (SSPA) modeling, and in 
particular for LDMOS FETs, this model can lead to issues 
related to AM-PM characteristics, so a Modified General form 
of the Saleh model (MGS) is more appropriate as given by [2]: 

Z(r) = (α r ) / (1 + β r )  - ,    (3) 

Again r is the input signal amplitude but the exponent  and 
the phase shift  have been added.  For a given set of values ( , 
,  and ), optimum values for ( , ) can be extracted from a 

measurement data-set, being the manufacturers data sheet 
parameters for either AM-AM or AM-PM characteristics.  

Whilst the above models are sufficient for single carrier 
situations, they are insufficient for current requirements.  
Current requirements for PA circuits or devices now require 
other considerations beyond AM-AM, AM-PM and harmonic 
responses to now include Inter-Modulation Distortion (IMD), 
spectral regrowth, Adjacent Channel Power Ratio (ACPR), 
Noise Power Ratio (NPR), sweet spot evolution, thermal 
dependence, self- heating and bias effects [3].  

In order to operate power amplifiers more efficiently, 
devices must be operated closer to their maximum output 
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power, however this increases IMD. To operate at higher 
output powers, linearizers are used to reduce IMD effects.  For 
wide bandwidth signals, memory effects associated with power 
amplifier devices can have significant effects on efficiency and 
Adjacent Channel Interference (ACI). These effects, if not 
considered, can also degrade the linearizer’s performance. With 
these increased requirements, memory effects can become 
significant in determining the PA performance.  

III. MEMORY EFFECTS 

Memory effects in an RF PA mean that the output at a given 

time relates not only to the input at that time but also to the 

input at previous times.  The sources of memory effects in an 

RF PA are dependent on the device itself and the networks 

surrounding the RF PA such as the matching and biasing 

networks as shown in Fig. 1. 
 

 

 

 

 

 

 

 

 

 

Fig. 1. Physical PA layout showing physical matching, bias and thermal 

networks (N/Ws) that contribute to memory effects. 
 

Memory effects cause asymmetric IMD sidebands that are a 
function of carrier spacing. The proposed model of the 
memory effects is shown in Fig. 2 (Derived from [4]).   

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Frequency domain behavioral model for an RF PA including 

physically based memory effects from derived from [4]. 

 

Short-term memory effects are associated with the input and 
output matching networks whereas long-term memory effects 

are associated with the device thermal response and the bias 

networks.  Memory effect time delays can range from 1 ns to 1 

ms [4]. 

IV. MODELLING METHODOLOGY 

The behavioral model, including memory effects, is physics 
based, as derived from [4], see Fig. 2.  The model from [4] is 
given in the frequency domain and consists of three essential 
sections:  (i) a memory-less non-linear section, that is 
determined by curve fits of Pin / Pout and AM to PM data to 
the MGS model as described in section II, (3), (ii) a thermal 
memory effect, and (iii) a bias memory effect.  The 
implementation of these separate thermal and bias memory 
models is undertaken in Simulink but now in the time domain.  
Modeling of the thermal memory effect in the time domain 
follows the technique as described in [5] and the bias memory 
effect time domain modeling follows standard RLC resonant 
circuit theory as given in [6]. 

The implementation of the memory-less MGS model in 
Simulink is shown in Fig. 3 and the implementation of memory 
effects with the MGS model is shown in Fig. 4.   

 

Fig. 3. Implementation of the MGS model in Simulink. 

 

 

Fig. 4. Simulink implementation of memory effects with the MGS model. 

 
The overall modeling methodology is shown by the 

flowchart of Fig. 5.  The Pin versus Pout data from Fig. 13 of 
[7] is used, along with measured AM-PM data, to determine 
the MGS model coefficients via a least squares curve-fitting 
routine implemented in Matlab.  This is then validated against 
the Pin versus Pout datasheet data, Fig. 6(a), and forms the 
non-linear portion of the model. 

Further device data, as shown in Fig. 5, is then used for the 
thermal and bias memory effects parameter extraction. This 
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data is extracted directly from the device data sheet.  Future 
automated extraction is being considered.  

With extracted non-linear and memory effect parameters, 
the model outputs, from Fig. 4, are compared with the device 
IMD results. This process will be automated in the future. 

 

Fig. 5. Flowchart of amplifier modeling with memory effects. 

A. Data Sheet Parameters 

    For the Freescale MW7IC18100NBR1 [7], fundamental 

Pin/Pout data, Fig. 6(a), as well as 3
rd
, 5

th
, and 7

th
 order IMD 

parameters at fixed, Fig. 6(b), and varying tone spacing’s are 

given. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6(a). Reference [7], Figure 13, Pin versus Pout data including a 

comparison of the Original Saleh and MGS models versus 

MW7IC18100NBR1 datasheet data. 

From Fig. 6(b) it can be seen that this device does exhibit 

memory effects as characterized by the IMD asymmetries.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 6(b). Reference [7], Figure 12, two tone intermodulation distortion vs. 

output power at fixed 100 kHz tone spacing, showing IMD asymmetries. 
 

For other devices only Pin/Pout data may be given so extra 

measurements can be conducted using available 

manufacturer’s test jigs [7] as shown in Fig. 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Freescale [7] MW7IC18100 test jig for extended measurements. 

 

Detailed matching and bias networks for both devices are 

also given in the data sheets.  The data required for the model 

extraction is shown in the left hand side box of the flowchart 

shown in Fig. 5. 

B. Simulations and Parameter Extraction 

    For the given Pin versus Pout data-set, Fig. 6(a), and the 

measured AM-PM data, MGS model coefficients have been 

determined to be, for AM-AM, 1.107, 2.2835, 1.0154, 

0.084998, 10.191 and 0 and for AM-PM 2000, 0.061921, -

0.00073489, -0.0098204, 1.2912 and 1981.7 corresponding to 

, , , ,  and , respectively. 

    The original Saleh modeling is compared to the MGS 

modeling in Fig. 6(a) and also in Fig. 8. In Fig. 8 the 

difference between the MW7IC18100NBR1 data, the original 

MW7IC18100NBR1INPUT

OUTPUT
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Saleh model and the MGS model is given, showing reduced 

errors for the MGS model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Comparison of the nornalised output voltage difference between 

the MW7IC18100NBR1 datasheet data and the Original Saleh and MGS 

models . 
 

   Simulations have been performed and the relevant memory 

parameters have been adjusted to match the IMDs, as given in 

the device data sheet, over a range of tone spacing’s.  These 

are; R
th
 = 10 k/W, C

th
 = 20 nJ/K for the thermal memory [8] 

and R = 2 , L = 1 nH and C = 1 nF for the bias memory 

parameters.  A sample of the simulated IMD performance for 

a 200 kHz carrier spacing is given in Fig. 9. 
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Fig. 9. Simulink output of the proposed model for 2-Tones with 200 kHz 

tone spacing   The dotted line shows MGS model simulation when including 

thermal and bias memory effects, while the solid line shows the simulation 
results when the memory effects are not included.  Note the asymmetry for the 

3rd, 5th, and 7th order IMDs between these simulations. 

V. COMPARISONS 

    The simulated versus datasheet IMD performance is 

compared in Table 1 for output powers over the range from 10 

to 100W PEP.  Note that in Table 1 the shaded rows are 

datasheet values and the un-shaded rows are simulated data 

from the proposed model.  The simulated results show good 

agreement between datasheet powers over the range from 10 

to 100 W for 3
rd
 order IMDs. It is noted that the presented 

simulation data deviates more from the datasheet values for 

5th and 7
th
 order IMD’s. This indicates that the proposed 

model is limited in predicting higher order IMDs and more 

non-linear dynamics need to be introduced.  It is also expected 

that these deviations are, in part, due to the limited range of 

Pin versus Pout data available from the datasheet, Fig. 6(a), 

used to generate the MGS model.  

TABLE 1: Comparison of simulated IMDs vs. Datasheet IMDs (Fig. 6(b)). 

 

 

 

 

 

 

VI. CONCLUSION 

    This paper has presented a modeling methodology for 

extraction of non-linear model parameters, including memory 

effects, from manufacturer’s amplifier data sheets. The results 

presented in Table 1 show good agreement between 

simulation and the manufacturer’s data sheet, validating the 

methodology. This methodology can be used to provide timely 

early system level comparisons prior to device selection, 

testing and detailed design, resulting in a significant time and 

cost saving when surveying devices for product development. 
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