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Abstract

Flow-induced tonal noise and acoustic resonance problems are found in avariety of applications that range
from nuclear power plant heat exchangers to automobile air conditioning evaporators. Flow-induced noise in heat
exchangersisavery complexphenomenon. The complexities are caused by several factors that affect the noise
generation and attenuation mechanisms of sound sources inside ducts, and by fluid-acoustic-structural coupling
effects. To predict the noise from bluff bodies inside a duct, one needs to account for the sound source’ s strength
and directionality, the damping and sound attenuation mechanismsinside the duct, and the effects produced by the
coupling between the acoustic field and the vortex generation process. Flow-induced tonal noise generated in plate
heat exchangers has unusual features that have not been previously explored.

M easurements of the flow-induced noise produced by plate heat exchangers, arrays of cylinders, cylinders
in tandem, side by side cylinders, single cylinders of constant diameter and “hourglass” shaped cylindersinside a
rectangular duct have been made. The acoustic field in parts of the duct in which traveling hydrodynamic pressure
fluctuations produced by vortex shedding do not contaminate the results was investigated by measuring sound
pressure levels. Many of the results are believed to be unique. The measurements were then used to infer noise
source strength and system damping using an acoustic model. The acoustic model was based on the inhomogeneous
convected Helmholtz equation with a point dipole source term, volumetric damping and damping at the duct walls.
The acoustic model was able to closely match the measured sound pressure field and the phase rel ationships
between measurement points for sound generated by flow over short aspect ratio single cylindersinside aduct. The
acoustic model based technique was also applied to investigate some of the flow-induced noise behavior and trends

of side by side cylinders, cylindersin tandem and a staggered cylinder array with many cylinders.
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measurement location and empty duct cross sectional area. Inline array with T/D = L/D =1.5. fn1,
fn2...acoustic natural frequencies With Solidity EffECt.........cceviccrrcccr e 275

Figure E.14 Representative spectra taken at upstream position, after 9" row and after 19" row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using
density at measurement location and empty duct cross sectional area. Sound pressure level shown at |eft
calculated for dominant peak in spectra. Inline array With T/D = L/D =1.5. ... 276

Figure F.1 Schematic of staggered array tested with T/D = 3.0 and L/D = 3.0. Black dots represent microphone
positions. Gray dots represent positions where static pressure measurements were made. Hatched dots are
plugged microphone locations. Dimensions in MM. Drawing to SCAlE. .........ccovenrenerrnernnerneereeneeeeeseeeseeeens 277

Figure F.2 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.1.

Staggered array With T/D = 3.0 @NA L/D Z3.0. ...ccuvieeriesierisiceeisesesss s esse s ssesssssssssssssessssssssssssssnsssssssssssnses 277

Figure F.3 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra
of upstream microphone. Microphone positions shown in Figure F.1. Staggered array with T/D = 3.0 and
L/D =30 eieeeteeetseen ittt ettt 278

Figure F.4 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.3 prone to error if coherence not close to one.
Staggered array With T/D = 3.0 @A L/D Z3.0. ...ccuveeeeeriestesiseceeisssesis s sesss et ssessssssssssssssessssssssssssssnsssssssssssnses 278

F.5 Plot of frequency of dominant peak in spectravs. mass flow. Staggered array with T/D = 3.0 and L/D =3.0.
fnl, fn2...acoustic natural frequencies with solidity EffECL...........cccovvirerecccr e 279

F.6 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D =3.0.
fnl, fn2... acoustic natural frequencies with Solidity EffECL...........ccovvierrccer e 279

Figure F.7 Strouhal numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross-sectional area.

Staggered array With T/D = 3.0 @A L/D Z3.0. ...ccuvieereectesireste st sss s st sssesesssssssssnssnses 280

Figure F.8 Zoom in of Figure F.7 showing Strouhal numbers behavior when frequencies of dominant peak in
spectra below second transverse acoustic natural frequency of duct. Staggered array with T/D = 3.0 and
L/D =30 weeeeteteieieeeesseese et ettt sttt 280

Figure F.9 Representative spectra taken at upstream position, after 8" row and after 21% row (Ieft, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using
density at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft
calculated for dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =3.0.....cccccovvvvevereveeererennennns 281

Figure F.10 Schematic of staggered array tested with T/D = 3.0 and L/D = 2.5. Black dots represent
microphone positions. Gray dots represent positions where static pressure measurements were made.

Hatched dots are plugged microphone locations. Dimensionsin mm. Drawing tO SCal€. ........ccceovvevevererereeernnnes 282

Figure F.11 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.10.
Staggered array With T/D = 3.0 @NA L/D Z2.5. ...ttt sss s ss st sessssassnses 282



Figure F.12 Transfer function phase between microphone pairs shown at frequency of dominant peak in

spectra of upstream microphone. Microphone positions shown in Figure F.10. Staggered array with T/D =

B0 AN L/D Z2.5. ...ttt sttt es s ARt 283
Figure F.13 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream

microphone. Phase measurements presented in Figure F.12 prone to error if coherence not close to one.

Staggered array With T/D = 3.0 @A L/D Z2.5. ..ot sectetstses e tss sttt sssssssessss st sssssssssssnsssssssssnsnses 283
Figure F.14 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =2.5. fnl, fn2...acoustic natural frequencies with solidity effeCt.........cooecevvvceinreiceirrce e 284

Figure F.15 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density

at measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D

=2.5. fnl, fn2...acoustic natural frequencies with solidity effeCt. ... 284
Figure F.16 Strouhal numbers determined at different positions throughout the array using dominant peak in

spectra. Velocity estimated using density at measurement location and full duct cross-sectional area.

Staggered array With T/D = 3.0 @NA L/D Z2.5. ...ttt sss s sss st sssesssssnssnses 285
Figure F.17 Representative spectrataken at upstream position, after 9" row and after 25" row (left, center and

right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using

density at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft

calculated for dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =2.5.......ccoovevevvevecerevesnennns 286
Figure F.18 Schematic of staggered array tested with T/D = 3.0 and L/D = 2.0. Black dots represent

microphone positions. Gray dots represent positions where static pressure measurements were made.

Hatched dots are plugged microphone locations. Dimensionsin mm. Drawing to SCal€. ........cccovveveeererereeernnnes 287
Figure F.19 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.18.

Staggered array With T/D = 3.0 @NA L/D Z2.0. ..ottt sss st sss st sssssesesssssesssssnssnses 287
Figure F.20 Transfer function phase between microphone pairs shown at frequency of dominant peak in

spectra of upstream microphone. Microphone positions shown in Figure F.18. Staggered array with T/D =

O o o 7 0 OO P PP OTTPP 288
Figure F.21 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream

microphone. Phase measurements presented in Figure F.20 prone to error if coherence not close to one.

Staggered array With T/D = 3.0 @NA L/D Z2.0. ..ottt sss st ss st ssssssssssnssnses 288
Figure F.22 Plot of frequency of dominant peak in spectravs. mass flow. Staggered array with T/D = 3.0 and
L/D =2.0. fnl, fn2...acoustic natural frequencies with solidity effect. ... 289

Figure F.23 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density

at measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D

=2.0. fn1, fn2...acoustic natural frequencieswith Solidity EffECt. ... 289
Figure F.24 Strouhal numbers determined at different positions throughout the array using dominant peak in

spectra. Velocity estimated using density at measurement location and full duct cross-sectional area.

Staggered array With T/D = 3.0 @N0 L/D Z2.0. ..ottt ses st sssssssssssssesnsans 290
Figure F.25 Representative spectra taken at upstream position, after 11" row and after 32" row (left, center,

and right, respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated



using density at measurement location and empty duct cross-sectional area. Sound pressure level shown at

left calculated for dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =2.0........cccceceevevererrerenee. 291
Figure F.26 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.8. Black dots represent

microphone positions. Gray dots represent positions where static pressure measurements were made.

Hatched dots are plugged microphone locations. Dimensionsin mm. Drawing to SCal€. ........cccovveveerrereccrernnne. 292
Figure F.27 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.26.

Staggered array With T/D = 3.0 @N0 L/D ZL.8. ..ottt ses e ssssessans 292
Figure F.28 Transfer function phase between microphone pairs shown at frequency of dominant peak in

spectra of upstream microphone. Microphone positions shown in Figure F.26. Staggered array with T/D =

G 0 I To I 5 T 293
Figure F.29 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream

microphone. Phase measurements presented in Figure F.28 prone to error if coherence not close to one.

Staggered array With T/D = 3.0 @N0 L/D ZL.8. ..ottt ses et sssesnsens 293
Figure F.30 Plot of frequency of dominant peak in spectravs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.8. fnl, fn2...acoustic natural frequencies with solidity effeCt........ccvcvivvriiricnrecseir s 294

Figure F.31 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density

at measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D

=1.8. fnl, fn2...acoustic natural frequencies with solidity effeCt. .........c.cocvevvricirrreceeree s 294
Figure F.32 Strouhal numbers determined at different positions throughout the array using dominant peak in

spectra. Velocity estimated using density at measurement location and full duct cross-sectional area.

Staggered array With T/D = 3.0 @A L/D ZL.8. ..ottt tsesesie st sse st ssesssssesssssssessssssssssssssnssssssssnssnses 295
Figure F.33 Representative spectra taken at upstream position, after 25! row and after 35™ row (left, center and

right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using

density at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft

calculated for dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =1.8.......cccooorevrenrrrrennennne 296
Figure F.34 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.6. Black dots represent

microphone positions. Gray dots represent positions where static pressure measurements were made.

Hatched dots are plugged microphone locations. Dimensionsin mm. Drawing to SCale. ........ccccovveneeerereneeeenenes 297
Figure F.35 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.34.

Staggered array With T/D = 3.0 @NA L/D ZL.6. ...ccuveeeerectesiseceetsesesistss et tssse s sssssssssssssssessssssssssssssnsssssssssssnses 297
Figure F.36 Transfer function phase between microphone pairs shown at frequency of dominant peak in

spectra of upstream microphone. Microphone positions shown in Figure F.34. Staggered array with T/D =

B0 @NA L/D ZL.B. .oeceeeeieeeeeieiseese ettt b sttt es st R ARttt 298
Figure F.37 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream

microphone. Phase measurements presented in Figure F.36 prone to error if coherence not close to one.

Staggered array With T/D = 3.0 @NA L/D ZL.6. ...ccuveeeereecieresectetsesesss st ssssssssssessssessssssssssssssnsssssssssssnses 298
Figure F.38 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.6. fnl, fn2...acoustic natural frequencies with solidity EffeCt. ..o 299

XXii



F.39 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at

measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D =1.6.

fnl, fn2...acoustic natural frequencies with Solidity EffECt.........ccccvvvrerriccr e 299
Figure F.40 Strouhal numbers determined at different positions throughout the array using dominant peak in

spectra. Velocity estimated using density at measurement location and full duct cross-sectional area.

Staggered array With T/D = 3.0 @A L/D ZL.6. ...ccuveeereecieriseseetsesesse st ssse st ssssssssssssssssessssssssssssssnsssssssssssnses 300
Figure F.41 Representative spectra taken at upstream position, after 18" row and after 39™ row (left, center and

right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using

density at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft

calculated for dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =1.6.....cccccoveverrenrrererennenens 301
Figure F.42 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.4. Black dots represent

microphone positions. Gray dots represent positions where static pressure measurements were made.

Hatched dots are plugged microphone locations. Dimensionsin mm. Drawing to SCale. ........ccccovveneeererenseeenenes 302
Figure F.43 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.42.

Staggered array With T/D = 3.0 @NA L/D ZL.4. ..ottt sssses sttt sssnssnsssssnssnses 302
Figure F.44 Transfer function phase between microphone pairs shown at frequency of dominant peak in

spectra of upstream microphone. Microphone positions shown in Figure F.42. Staggered array with T/D =

B0 @NA L/D ZL4 ettt R Rt 303
Figure F.45 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream

microphone. Phase measurements presented in Figure F.44 prone to error if coherence not close to one.

Staggered array With T/D = 3.0 @NA L/D ZL.4. ...t teeses st sessss et sssses st s ssssssssssnssnsssssnssnses 303
Figure F.46 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.4. fn1, fn2...acoustic natural frequencies with solidity effeCt........cccocveivvvceinrecceirrece s 304

Figure F.47 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density

at measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D

=1.4. fnl, fn2...acoustic natural frequencies with solidity EffeCt. ... 304
Figure F.48 Strouhal numbers determined at different positions throughout the array using dominant peak in

spectra. Velocity estimated using density at measurement location and full duct cross-sectional area.

Staggered array With T/D = 3.0 @NA L/D SL.4. ...ttt st ses st 305
Figure F.49 Representative spectrataken at upstream position, after 16" row and after 45" row (left, center and

right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using

density at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft

calculated for dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =1.4......cccvvvvevveveeererernennns 306
Figure F.50 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.2. Black dots represent

microphone positions. Gray dots represent positions where static pressure measurements were made.

Hatched dots are plugged microphone locations. Dimensionsin mm. Drawing tO SCal€. ........ccceovvevevererereeernnnes 307
Figure F.51 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.50.

Staggered array With T/D = 3.0 @NA L/D SL.2. ...ttt s st sessssassses 307
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Figure F.52 Transfer function phase between microphone pairs shown at frequency of dominant peak in

spectra of upstream microphone. Microphone positions shown in Figure F.50. Staggered array with T/D =

B0 @NA L/D ZL.2. ittt sttt es s R Rttt 308
Figure F.53 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream

microphone. Phase measurements presented in Figure F.52 prone to error if coherence not close to one.

Staggered array With T/D = 3.0 @NA L/D SL.2. ...ttt sssssssesssssssessssssssssssssnssssssssnssnses 308
Figure F.54 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.2. fnl, fn2...acoustic natural frequencies with solidity effeCt. ... 309

Figure F.55 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density

at measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D

=1.2. fnl, fn2...acoustic natural frequencies with solidity EffeCt. ... 309
Figure F.56 Strouhal numbers determined at different positions throughout the array using dominant peak in

spectra. Velocity estimated using density at measurement location and full duct cross-sectional area.

Staggered array With T/D = 3.0 @NA L/D SL.2. ...ttt ass st s st sesesssnsenes 310
Figure F.57 Representative spectrataken at upstream position, after 24™ row and after 53 row (left, center and

right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using

density at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft

calculated for dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =1.2......cccovvevevrevesereresnennns 311
Figure F.58 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.1. Black dots represent

microphone positions. Gray dots represent positions where static pressure measurements were made.

Hatched dots are plugged microphone locations. Dimensionsin mm. Drawing to SCal€. ........cccovveveeererereeernnnes 312
Figure F.59 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.58.

Staggered array With T/D = 3.0 @NA L/D ZL.1. ..ottt ss st sssessanannes 312
Figure F.60 Transfer function phase between microphone pairs shown at frequency of dominant peak in

spectra of upstream microphone. Microphone positions shown in Figure F.58. Staggered array with T/D =

GO = 1 o I 0 T 0 TR R RPN 313
Figure F.61 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream

microphone. Phase measurements presented in Figure F.60 prone to error if coherence not close to one.

Staggered array With T/D = 3.0 @NA L/D ZL.1. ..ottt ss sttt sessssssenes 313
Figure F.62 Plot of frequency of dominant peak in spectravs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.1. fnl, fn2...acoustic natural frequencies with solidity effeCt. ........c.corereenienenerrese s 314

Figure F.63 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density

at measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D

=1.1. fnl, fn2...acoustic natural frequencies with solidity effect. ... 314
Figure F.64 Strouhal numbers determined at different positions throughout the array using dominant peak in

spectra. Velocity estimated using density at measurement location and full duct cross-sectional area.

Staggered array With T/D = 3.0 N0 L/D ZL.1. ..o es et sssessens 315
Figure F.65 Representative spectra taken at upstream position, after 19™ row and after 57" row (left, center and

right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using
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density at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft

calculated for dominant peak in spectra. Staggered array with T/D = 3.0and L/D =1.1.....ccccovvvevrevecrrerennnenns 316
Figure F.66 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.0. Black dots represent

microphone positions. Gray dots represent positions where static pressure measurements were made.

Hatched dots are plugged microphone locations. Dimensionsin mm. Drawing to SCal€. ........cccovveveerrereccrernnne. 317
Figure F.67 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.66.

Staggered array With T/D = 3.0 @N0 L/D 1.0, ..ot ses et ssssesnsans 317
Figure F.68 Transfer function phase between microphone pairs shown at frequency of dominant peak in

spectra of upstream microphone. Microphone positions shown in Figure F.66. Staggered array with T/D =

R 301 Vo I 5 T 318
Figure F.69 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream

microphone. Phase measurements presented in Figure F.68 prone to error if coherence not close to one.

Staggered array With T/D = 3.0 @N0 L/D 1.0, ..ot ese s ssses et sssssssssesnsans 318
Figure F.70 Plot of frequency of dominant peak in spectravs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.0. fn1, fn2...acoustic natural frequencies with solidity effeCt. ... 319

Figure F.71 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density

at measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D

=1.0. fnl, fn2...acoustic natural frequencies with solidity ffeCt. ........coviervrirrrrccer s 319
Figure F.72 Strouhal numbers determined at different positions throughout the array using dominant peak in

spectra. Velocity estimated using density at measurement location and full duct cross-sectional area.

Staggered array With T/D = 3.0 @A L/D Z1.0. ...couoieeerectesireceetsesessstse st ssesssssssassssessssssssssssssnsssssssssssnses 320
Figure F.73 Representative spectra taken at upstream position, after 21% row and after 63" row (left, center and

right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using

density at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft

calculated for dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =1.0.....cccccovnrerrenrererennennns 321
Figure F.74 Schematic of staggered array tested with T/D = 3.0 and L/D = 0.9. Black dots represent

microphone positions. Gray dots represent positions where static pressure measurements were made.

Hatched dots are plugged microphone locations. Dimensionsin mm. Drawing to SCale. ........ccccovveneeerereneeeenenes 322
Figure F.75 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.74.

Staggered array With T/D = 3.0 @nd L/D Z0.9. ..ottt sssssesssssssessssssssssssssnssssssssnssnses 322
Figure F.76 Transfer function phase between microphone pairs shown at frequency of dominant peak in

spectra of upstream microphone. Microphone positions shown in Figure F.74. Staggered array with T/D =

3.0 @N0 L/D Z0.9. ..ottt sttt ss st ese s bbb s s R Rttt 323
Figure F.77 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream

microphone. Phase measurements presented in Figure F.76 prone to error if coherence not close to one.

Staggered array With T/D = 3.0 @nd L/D Z0.9. ...t rictetseses st sess st ssssssssssss st sssssssesssnsssssssssssnses 323
Figure F.78 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =0.9. fn1, fn2...acoustic natural frequencies with solidity effeCt........cccoeeivviccieirrecceierece e 324



Figure F.79 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density

at measurement location and empty duct cross sectional area. Staggered array with T/D = 3.0 and L/D

=0.9. fnl, fn2...acoustic natural frequencies with solidity effeCt. ... 324
Figure F.80 Strouhal numbers determined at different positions throughout the array using dominant peak in

spectra. Velocity estimated using density at measurement location and full duct cross sectional area.

Staggered array With T/D = 3.0 @nd L/D Z0.9. ...ttt ss s ssss st sssssssesssnsssssssssssnses 325
Figure F.81 Representative spectra taken at upstream position, after 31% row and after 69™ row (left, center and

right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using

density at measurement location and empty duct cross sectional area. Sound pressure level shown at left

calculated for dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =0.9.......cccoooverrenrcrrrennennns 326
Figure G.1 Sound pressure level of dominant peak in spectra as a function of frequency. Microphones and

cylinder positions shown in Figure 4.22.(fn1 with flow) acoustic resonance estimated with flow velocity

At FESONANCE CONUITION........eteieceeie ettt sttt sse st s e e e e se s s e sese s e b e s e st e e e sn s et se e an b et e sennsetes e s snssesennantas 327
Figure G.2 Sound pressure level as afunction of average flow VEIOCItY ...t 327

Figure G.3 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs

Figure G.4 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle

shown in figure above prone to error if CONErence NOt ClOSE IO ONE. ......c.cvvecvvrerccierereer e seneeees 328
Figure G.5 Sound pressure level of dominant peak in spectra as a function of frequency. Microphones and

cylinder positions shown in Figure 4.22. (fn1 with flow) acoustic resonance estimated with flow velocity

A FESONANCE CONITION......c.vrieirieeitieestteeset ettt rea et b e bbbt bbb b bbbt 329
Figure G.6 Sound pressure level as afunction of average flow VEIOCITY .........occverenrenneineenecneeseese e 329
Figure G.7 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs

Figure G.8 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above prone to error if coherence NOt CIOSE L0 ONE. ... 330
Figure G.9 Sound pressure level of dominant peak in spectra as a function of frequency. Microphones and
cylinder positions shown in Figure 4.22. (fn1 with flow) acoustic resonance estimated with flow velocity
at reSONANCE CONAITION......c.oeiereceririreie ettt

Figure G.10 Sound pressure level as afunction of average flow VEIOCItY.......coovcceverrcsinenessrescsie s
Figure G.11 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs

Figure G.12 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase

angle shown in figure above proneto error if coherence NOt ClOSE L0 ONE..........cccererererrerererrere e 332
Figure G.13 Sound pressure level of dominant peak in spectra asafunction of frequency. Microphones and

cylinder positions shown in Figure 4.22. (fn1 with flow) acoustic resonance estimated with flow velocity

At FESONANCE CONUITION.......eteiereeie ettt sttt e e et s s e e se s s sese e s e b e s e e s b e e e sn s et se e an b et s sene s et es e s anssesennsntas 333
Figure G.14 Sound pressure level as afunction of average flow VEIOCITY.......coovccevrcceseneee st 333

Figure G.15 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs



Figure G.16 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase

angle shown in figure above proneto error if coherence NOt ClOSE L0 ONE..........ccceuvereeerercce s 334
Figure G.17 Sound pressure level of dominant peak in spectra as afunction of frequency. Microphones and

cylinder positions shown in Figure 4.22. (fn1 with flow) acoustic resonance estimated with flow velocity

At FESONBNCE CONMMITION......c.ceieeiieietees ittt rea e ee e bbb bbb bbbt b bbb bt 335
Figure G.18 Sound pressure level as afunction of average floW VEIOCItY.......cccvvcceverrcsineness st 335
Figure G.19 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs

Figure G.20 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase

angle shown in figure above prone to error if coherence NOt CIOSE L0 ONE.........c.ovccerecerecerienier e 336
Figure G.21 Sound pressure level of dominant peak in spectra as afunction of frequency. Microphones and

cylinder positions shown in Figure 4.22.(fn1 with flow) acoustic resonance estimated with flow velocity

At FESONANCE CONUITION........eteieceeie ettt sttt sse st s e e e e se s s e sese s e b e s e st e e e sn s et se e an b et e sennsetes e s snssesennantas 337
Figure G.22 Sound pressure level as afunction of average flow VEIOCItY.......ccoccervcccnesece e 337

Figure G.23 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
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Chapter 1: Introduction

1.1 Description of flow-induced acoustic resonance phenomena in heat exchangers
Flow-induced noise in heat exchangers and in particular acoustic resonance is a phenomenon that has been

aproblem for along time. Reports about this condition begin in the mid-fifties [Baird, Grotz and Arnold, Putnam].
Acoustic resonance problemsin heat exchangers can be present in avariety of applications, including chemical
process exchangers, air heaters, power-generation boilers, marine boilers, conventional power plants, nuclear power
plants, and heat-recovery heat exchangers. Other equipment in which acoustic resonance problems caused by the
flow of gases over bluff bodiesinside a chamber occur include turbojet engine compressors, turning vanes of wind
tunnels, platesin awind tunnel, and the combustion chambers of rocket engines [Blevins 1994].

The flowinduced noiseis caused when gases flow transversely to both an array of bluff bodiestypically
circular cylinders and a container cavity (see Figure 1.1). The noise emitted is usually dominated by atonal
component that increases in frequency as the flow velocity increases. For this reason the frequency of the flow noise
produced by arrays of cylindersis characterized by a Strouhal number in direct analogy to the single cylinder case.
If thistonal noise component increasesin frequency such that it coincides with atransverse acoustic natural
freguency of the containing duct, a noticeabl e acoustic resonance condition is possible if acoustic damping is small
(see Figure 1.1). There are cases, however, where the noise emitted by certain types of cylinder arraysis significant
at any frequency/flow velocity and can even be larger at nonresonance conditions than at resonance conditions
[Blevins and Bressler 1987b, Oengdren and Ziada 1998].

Flow
Direction

W

<<
Y

fn=c/(2*W)

(B, >
J@ Q Q @ where:
Q fn = First transverse
acoustic natural
,C% T EE'\E @ @ frequency.
W = Width
@ @ Q ¢ = Speed of sound

2W

A

Figure 1.1 Schematic diagram of the acoustic resonance phenomenon in heat exchangers.

Figure 1.1 depicts some of the relevant variables related to acoustic resonance in heat exchangers. The
arrows marked 2W indicate where the resonance is established. Acoustic resonance has been observed for several

different tube array configurationsinside cavities of different shapes. The most common heat exchanger



configurations containing tube arrays are rectangular and cylindrical ducts. Figure 1.1 shows a staggered array inside
arectangular duct.

Flow-induced noise in heat exchangersis avery complex phenomenon. The complexities are caused by
several factorsthat affect the noise generation and attenuation mechanisms of thistype of sound source inside ducts,
and by fluid-acoustic-structural coupling effects. To predict the flow-induced noise from bluff bodiesinside a duct,
itis necessary to know the type of aeroacoustic source created by the flow and its strength and directionality.
Additionally, acoustic damping and sound attenuation mechanisms inside the duct must be considered. In certain
cases the sound can also influence the vortex generation process [Blevins 1985, Ffowcs-Williams and Zhao, Parker
and Welsh 1982, 1983, Peterka and Richardson]. This fluid-acoustic coupling effect must also be considered.

1.2 Plate heat exchanger acoustic resonance
The problem of acoustic resonance in plate-type heat exchangers used as evaporators in the air conditioning

systems of automobiles came to our attention when industry sponsors approached the Air Conditioning and
Refrigeration Center with a"whistling" problem. Originally the source of this "whistling" sound was unknown. It
was believed that the sound could be generated by the flow of refrigerant over a particular cavity like the ones
formed by the plate inlet ports and header. Also, it was believed that the sound could be produced in the bellows or
ribs formed in the header itself (Figure 1.2 shows some typical plate heat exchangers used as evaporatorsin
automobile applications). The state of the refrigerant when the "whistling" noise was present was not known, but
gaseous refrigerant was suspected. This proved to be correct after tests were performed in our laboratory. The tests
performed originally used a R134arefrigerant experimental setup (described in Chapter 4) in which the R134a
refrigerant conditions could be controlled accurately. Those tests showed that the resonance was established only
when gaseous R134aflowed through the plate evaporator section.

Plate heat exchangers as shown in Figure 1.2 are formed by stacking a number of stamped plates together
and placing fins between them. Figure 1.3 shows some typical stamped single plates used to make this kind of heat
exchanger. Therefrigerant flow passages are formed by stacking these plates one facing another. Fins are brazed on
the exterior of this channel. Refrigerant flows through the cavity formed between these plates while air flows
through the fins outside of these plates. Dimensions of the duct where the refrigerant flows are very small, of the
order of 2 x 40 mm with lengths of around 300 mm. The full evaporator consists of many of these sections. When
these sections are joined by brazing, the two stamp ed protrusionsin contact at their tops fuse to form an "hourglass”
shaped cylinder. Plate heat exchangers of the design shown in Figure 1.3 therefore consist of arrays of cylinders that
have a nonconstant cylinder diameter along the cylinder axis.

The acoustic resonance present in plate heat exchangers was linked to the acoustic resonance phenomena
reported in the literature when the tests confirmed that the resonance was established transversely to the refrigerant
gas flow along the width of the duct (see Figure 1.1). Acoustic resonance in very large heat exchangers has been
shown to be of the same nature as the acoustic resonance present in plate heat exchangers used in automobile
applications [Rodarte et al. 1998a,b]. There are many similarities and differences between plate heat exchangers and
shell and tube array type heat exchangers. These similarities and differences can be exploited to understand more

generally the acoustic resonance phenomenon produced by the sound of arrays of bluff bodiesin crossflow inside a



chamber. The size of plate heat exchangers and the use of techniques like stereolithography help to test awide range
of heat exchanger configurations quickly and cheaply. This can lead to a more complete understanding of the
resonance phenomenaand to better design guidelinesfor all types of heat exchangers.

There are a significant number of references related to the problem of acoustic resonance in tube array heat
exchangers [see references]. To our knowledge only the work done by us at the University of Illinois[Hrnjak et al .,
Miller et al., and Rodarte et al. 1998a,b] is related to the acoustic resonance problem in plate type heat exchanger
geometries.

In plate evaporators, many types of nontubular bluff bodies can be present. Thisis due to the different role
that the flow obstructions play in plate heat exchangers. In tube array exchangersthe role of the tubeisto transfer
heat from one fluid to other. The role of the flow obstructions that cause the acoustic resonance in plate heat
exchangersisto serve as supports and flow distributors. This difference gives greater flexibility in the design of a

plate supporting structure that minimizes the flow-induced noise.

1.3 State of the art before this project
The flowinduced noise and acoustic resonance phenomenon in plate heat exchangersis aproblem that is

new to thistype of heat exchanger. Plate heat exchangers were traditionally used for liquid-liquid operation,
conditions under which noise problems are not a concern. The advantages of plate heat exchangers are related to the
very large capacitiesrelative to their size. Size reduction translates into cost and space savings in comparison to
traditional fin and tube heat exchangers. Thisis of special importance to the automotive industry. Additionally, plate
heat exchangers permit reductionsin air conditioning system refrigerant charge and improvement in overall
performance. When this technology was adapted as evaporators in automotive applications, the traditional liquid-
liquid operation changed to two-phase refrigerant - air operation. However, during certain operating conditions the
refrigerant flows as a gas, causing acoustic resonance and flow-induced noise problems. Flow-induced noise and

acoustic resonance studies of plate-type heat exchanger geometries are not available in the literature.
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Figure 1.3 Photographs of three different single stamped plates used to make evaporators showing their internal
structure design.



Studies of acoustic resonance in heat exchangers have produced a wealth of knowledge. The research
focused in four general areas that will be described in detail in the next chapter: 1) flow excitation mechanisms, 2)
damping factors, 3) sound pressure level predictions, and 4) factors that affect the acoustic resonance phenomena.
The majority of thiswork has been experimental. This research has produced 1) Strouhal number maps for the
different cylinder array configurations at acoustic resonance and nonresonant conditions, 2) empirical damping
factorsthat try to predict if an acoustic resonance will develop, 3) empirical relationsto determine sound pressure
level for different array configurations, and 4) general understanding of the phenomenon. There are, however,
different issues that have not been addressed. There are no empirical or fundamentally based models that address the
different relevant parameters responsible for the noise generation and attenuation of bluff bodies inside ducts. The
current empirical damping models do not work in many situations and are only applicable when thereisa
coincidence condition, that is, when the noise frequency produced by the array matches an acoustic natural
frequency of the duct. Additionally, these modelsin general do not account for the effects of cavity size, number of
cylindersin the array, and other relevant parameters that affect the noise produced in the duct. Damping models
such as the ones available today do not give informetion on the sound pressure levels produced at resonance and
nonresonance conditions. An empirical model to determine sound pressure level for single cylinders and cylinder
arrays has been proposed by Blevins and Bressler 1993. This model isvalid only at resonance condition, lacks
generality, and does not account for the effects of the duct walls or acoustic damping.

In order to understand the flow-induced noise from cylinder arraysinside a duct, the acoustic field
produced by a single cylinder in a duct should be studied. There appears to be no avail able reports of investigations
of the acoustic field produced by asingle cylinder in cross-flow inside a duct. The aeroacoustics of acylinder in
cross flow in unbounded space has been studied previously [Etkin et al., Grosche, Keefe 1961, 1962, Lechey and
Hanson, Phillips]. The available theory links the relevant variables that affect noise generation by the cylinder in
cross flow and agreesrelatively well with experiments. This information has not been incorporatedin a
fundamentally based model that takes into account the effects of the walls on reflection and damping. Single
cylinder experiments can be used to validate such an acoustic model.

There appears to be no systematic investigation that reports the results of studies on the acoustic field
produced by two cylinders side-by-side or in tandem. Measurements performed for these configurations are valuable
first steps necessary to understand noise generation and interaction characteristics of multiple cylindersin a duct.

A model that can determine the acoustic field produced by a single or multiple cylindersin cross flow is not
available. Such amodel could be used to explore how the acoustic field changes with changesin different
parameters and thus provide the tools needed for designersto rationally design plate heat exchangers that produce

less flow-induced noise.

1.4 Motivation
Flow-induced noisein plate heat exchangersis a current problem in the automotive industry. The costs

associated with a problem evaporator are immense since these heat exchangers are installed in millions of vehicles.
These costs include the replacement of problem heat exchangers, the addition of excess oil to the refrigerant to

mitigate the problem and to the public perception that this noisy vehicleis not of good quality.



The cost of stamping diesis significant. Therefore, make and try methods are not a good option. The
development of an experimental technique that produces comparable results to those in real stamped plates using
simple prototypes made using stereolithography techniques is an improvement over conventional methods.

The understanding of flow-induced noise produced by bluff bodies inside a duct could guide adesigner in
the right direction to avoid or minimize problems. An acoustic model that could predict the trends and could
differentiate between potential designswould be valuable.

The general problem of flow-induced noise of bluff bodiesinside aduct isavery complex phenomenon,

many aspects of which need to be studied further.

1.5 Goal of this project
The main goal of this project isto gain abetter understanding of the flow-induced noise and acoustic

resonance phenomena caused by small aspect ratio cylindersin cross flow inside arectangular duct.

To further this goal, the results of experimentswill be used to test an acoustic model based on the
inhomogeneous convected Helmholtz equation. The flow-induced noise generated by cylinders will be treated as
point acoustic dipoles with source strength linked to the flow-induced fluctuating forces produced on the cylinders
in cross flow. The model considers different wall boundary conditions and volumetric damping. This model could
be used to predict sound pressure levels at different positions inside the duct at resonant and nonresonant conditions
and will take into account the most important variables related to flow-induced noise generation inside ducts.

Acoustic measurements of the flow-induced noise produced by short aspect ratio cylindersin side-by-side
and tandem arrangement inside a duct will also be pursued as afirst step to understand the noise emitted from
multiple cylindersin aduct.

Another goal of this project isto determineif heat exchangers and cylinder arrays of the dimensions used in

plate heat exchangers behavein away similar to large tube array heat exchangers for which literature is available.



Chapter 2: Literature Review

2.1 Introduction
There have been investigations of the acoustic resonance phenomenain heat exchangers since the mid-

fifties[Baird, Grotz and Arnold, Putnam]. The mgjority of the research has been experimental and focused on large

tube array type heat exchangers. The work can be grouped in four areas:

1

Investigations focused on explaining, measuring or visualizing the flow excitation mechanisms. The
output of thisresearch has been a better understanding of the flow excitation mechanisms present for
the different array configurations. Other products of this research include Strouhal number maps or
correlations to determine the characteristic dominant peak in the frequency spectrum that will be
generated by an array of some specified configuration.

Investigations presenting design guidelines or damping criteria. Design guidelines are necessary since
there are cases in which the coincidence of the flow excitation and acoustic natural frequency will not
produce aclearly noticeably acoustic resonance.

Prediction of the magnitude of the sound pressure amplitude once an acoustic resonance is established.
Currently there is no damping criterion that is completely accurate in its prediction. This fact prompted
Blevins and Bressler 1993 to propose a sound pressure level estimator instead.

Research related to factors that affect the acoustic resonant phenomenain one way or another. These
factors can include the effect of the tube bundle in reducing the effective speed of sound in the gas, the
effect of the flow characteristics such as turbulent intensity, the effect of tube roughness, end
conditions, tube length, chamber walls, and number of tube rows.

Thisliterature review has the objective of presenting an overview of the most important research donein

thisarea. It will be divided into these four areas.

2.2 Flow excitation mechanisms
Before starting the discussion of flow excitation mechanism, it is necessary to define the basic geometries

considered and nomenclature to be used. Figure 2.1 shows diagrams of the standard tube array layout with its

naming convention. Figure 2.2 shows an in-line array with some definitions that will be used in thiswork. These

definitions are not universally accepted. Work in this area must be examined carefully to avoid confusion due to

nomenclature.
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Figure 2.1. Standard tube array geometries with relevant nomenclature. [Weaver 1993].

Figure 2.2. In-line tube array inside a rectangular duct showing some definitions to be used in this document.
Array with 7 columns and 14 rows.

Flow phenomenain tube arraysis very complex. The complexity is related to flow separation and flow
interactions between cylinders. In light of this, it is understandable that several theories have been created to explain
the observed phenomena. What follows is a historic presentation of the most relevant advancesin the field.

From the mid-fifties until 1965, vortex shedding was believed to be the cause of acoustic resonance. This
belief was based largely on speculation by extrapolating what was known about the vortex streets formed by single

cylindersin cross flows to tube arrays formed by many cylinders.



In 1965 Owen devel oped his turbulent buffeting model and presented an equation to determine the
frequency of the turbulent buffeting excitation. This paper marks the beginning of a debate about the nature of the
flow excitation mechanisms present for tube array bundles.

In his paper, Owen argues the impossibility of propagation of coherent "vortex-shedding like" structures
from the first rows of tubes to deep within the tube bank. The argument is based on his personal opinion and argues
that because of the cumulative randomness introduced by the shedding irregularities along the length of tubes and
the "labyrinth-like, high Reynolds number flow present”, there is no possibility for periodicitiesto be present deep in
the tube bank. He proposes a turbulent buffeting type of excitation that is dependent on the flow velocity between
tubes, the geometric characteristics of the tube bank, and a drag coefficient for the tubes. He establishes a dominant
frequency for this turbulent excitation by combining expressions for energy conversion from the pressure drop terms
to turbulence terms and by relating this to the predominant frequency of excitation, which should be related to fi, =
U/l, where U isthe flow velocity and | isthe length scale associated with the turbulence. From the results of his
analysis, an equation that relates the functional relationship between the peak in the turbulent spectraand the
geometric and flow variablesis presented. Thisrelationship is shown in equation (2.1).

(2.1)
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Figure 2.3 Tube array with nomenclature used in equation (2.1).

He also establishes a Strouhal-like number (f L/U), where L replaces d, for heat exchangers. This
dimensionless grouping is 0.5+ 10% for 0.6 > d/T > 0.2 He does not discriminate between staggered or in-line heat
exchangers.

Theturbulent buffeting theory has to explain why the broad spectrum of the turbulent eddies do not excite
acoustical or mechanical resonances over awide range of flow velocities. Owen presents data for the turbulent
energy spectrum, which indicates that the size of the dominant eddies are of order L. For most heat exchangers, L
and T arevery similar, and L and T are of order d (usually L < 3d). He argues that eddies which are alittle larger
than the tube diameter are the eddies which impart the most energy to the tubes (or fluid surrounding them). The
effect of smaller eddies will be small since their local contributions will average out. Larger eddies, since their size
is much greater than the tube diameter and "since the force on the tube islikely to be correlated over a span length of

din order of magnitude" will not contribute significantly.



Other authorslike Y.N. Chen did not ascribe to Owens' arguments supporting turbulent buffeting. In his
1968 paper, Chen theorizes how vortex shedding can develop deep inside tube arrays. Chen triesto explain the
mechanisms that affect the vortex shedding from cylinder to cylinder in atube bank. He argues that one vortex
generated upstream can affect the generation of vortices downstream when the vortices get near downstream tubes
(for in-line type arrays) and tries to explain with this argument the importance of the tube spacing L. The importance
of T dependsin the relative magnitudes of the gap velocity (between rows) and the spacing between vortices shed
from acylinder (approx. D). If T/D is greater than 2 or 3, then the effect of different columns of tubes on each other
will be small. A more recent work by Zdravkovich 1987, describes the complexitiesinvolved in the interactions
between cylinders and how the spacing between them play a crucial rolein the flow phenomena. Chen described and
illustrated only the types of interactions that he believed happen for in-line and staggered arrays. He presented
figures showing different possible vortex shedding patterns. Strouhal number maps for general in-line and general
staggered arrays are also shown, but these maps are based in relatively few data points.

Another frequently cited work isthat of FitzHugh. In his paper FitzHugh presents Strouhal number maps
for in-line and staggered arrays. The maps were made by compiling the work of several researchers and arranging
them in graphsthat used L/D and T/D as its abscissa and ordinate, respectively. The graphs were made for both
general in-line and general staggered configurations. He then established regionsin T/D and L/D space for which a
given Strouhal number could be assumed. These graphs have found extensive use in industry [Eisinger and Eisinger
et a.]. However, there are some discrepanciesin certain sections of these graphs. For example, for in-line arrays
with ratios L/D = 1.7 the prediction for T/D = 1.5is S= 0.52 but changing the T/D to only 1.7 changes the Strouhal
number prediction by 50% to S=0.26. A similar situation is present in the staggered tube array map where regions
below and above T/D = 1.4 and L/D = 1.2 show Strouhal number variations from 0.7 to 0.35! FitzHugh explained
the above by noting that other researchers have found cases where two or more peaks in the spectra at different
frequencies developed for some heat exchangers.

Paidoussis stated that Owen’s Strouhal number predictions based on aturbulent buffeting theory differs
from those of Chen’s predictions based on the vortex shedding hypothesis as much as they differ from the maps
established by Fitz-Hugh, which conceded that the excitation mechanism was not understood. Paidoussis concludes
that both theories are probably trying to describe the same phenomenon. Weaver and Fitzpatrick state that Owen's
and Chen's predictions for Strouhal number agree reasonably well since they use the same data. However,
standardized methods to determine the excitation frequency for a given heat exchanger design call for the
determination of this frequency using the turbulent buffeting equation developed by Owen and a Strouhal number
for that array from another source; Chen's and Fitz-Hugh's maps being the more well-known sources [Holtz]. So and
Savkar showed that the distinction between vortex shedding and turbulent buffeting was not clear once the turbulent
intensitiesin the flow reached a certain level. According to them, for a 10% turbulent intensity level the vortex
shedding "peak" was no longer identifiable and a drastic reduction in the lift coefficient was also observed. These
facts could explain the differences in the resonance amplitude level results obtained in the field and the laboratory in

which tests are run under more controlled conditions.
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The belief that there was but one mechanism present, explained using different theories, was probably the
representative thinking in the early 1980s [Weaver 1993]. During that decade, further research was performed to
reconcile some of the apparent deviations from expected behavior. One of the main deviations observed was rel ated
to the behavior of in-line heat exchangers. Heat exchangers with an in-line tube array configuration apparently did
not follow the classical excitation mechanism. For this type of heat exchanger, the measured flow periodicities at
off-resonant conditions did not couple with the acoustic natural mode of the containing cavity. In what follows the
current state of understanding of the flow instability mechanisms for in-line and staggered configurations will be
presented.

2.2.1 Staggered arrays
For staggered arrays "thereis avast amount of evidence that shows that a discrete periodicity existsin the

early tube rows and that the frequency of this periodicity increases linearly with flow velocity” [Weaver 1993].
These findings are addressed below in a more detailed way.

Abd-Rabbo and Weaver showed for the first time with flow visualization techniques a clear alternate vortex
shedding in aclosely packed staggered array. For very low flow velocities, vortex shedding begins at cylindersin
the third row and then the vortex shedding process moves upstream when the Reynolds number isincreased. The
Reynolds number and flow velocity were, however, very low and not representative of real heat exchangers. The
Strouhal number determined at these conditions was higher than those reported elsewhere. At higher velocities
discrete periodic vortex shedding with Strouhal numbers in agreement with other reports were found. They found
that this periodic vortex shedding in addition to broadband turbulence excitation is present at least in the early tube
rows of heat exchanger tube arrays.

Ziadaet al. 1989a report results of tests performed on astaggered array in an air tunnel. They showed the
occurrence of different Strouhal numbers. They found three different Strouhal numbers for an array with T/D = 1.6
and L/D =1.85: S1=0.55,S2=0.32and S3=0.11. S1 and S3 are the strongest after the first row and then subside
rapidly in the downstream direction. S3, however, can be detected behind the first row, but it is hardly detectable in
the second row. Neither S1 nor S3 could be detected after the fourth row. S2, according to Ziada et al. 1989a seems
to be caused by turbulent buffeting since "a) it is broadband in nature, b) it gains strength within the first few rows,
c) it is persistent through the whole depth array, d) It iswell predicted by Owen hypothesis.” They determined that
flow periodicities detected at off-resonance conditions for this staggered array are the cause of the acoustical
resonance when the flow velocity increases. They compared the different Strouhal numbers and determined that the
empirical formulaof Zukauskas and K atinas predicts the Strouhal number to be 0.56, which agreed rather well with
S1, whichis ultimately the flow instability responsible for the acoustic resonance. Ziada et al. 1989a presented three
variations of the same heat exchanger by changing the duct dimensions and thus changing the acoustic natural
frequencies. They showed that the Reynolds number or the resonant frequency isimportant in determining if agiven
acoustical resonance will materialize or not. Due to these facts, Ziada et al. 1989a recommend that the Reynolds
number be included in the design guidelines. As mentioned above, the Strouhal number determined from the Owen
hypothesis agrees rather well with the second Strouhal number (S2 = 0.32). This, however, proved to beirrelevant

since the flow instability associated with S1 was responsible for the acoustic resonance. Using Owen's equation to
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determine Strouhal number and ultimately critical velocity for thistype of closely packed staggered array produced
anonconservative design. Ziada et al. 1989a suggest caution when using the Owen hypothesis to predict flow
instability Strouhal numbers. They conclude that for staggered arrays, the flow periodicities responsible for the
acoustic resonance are all present just after the first row. There may be more than one Strouhal number present. The
flow instability responsible for the acoustic resonance is present in the first few rows of tubes. This agrees with
Eisinger's comments, asreported by Weaver 1993, relating how he was able to eliminate an acoustic resonance from
aheat exchanger in service by the insertion of baffles only afew rowsinto the staggered array.

Polak and Weaver reported the results from investigations into the flow periodicities caused by staggered-
triangular tube arrays. They used hot wire measurements in addition to flow visualization to determine the different
types of behavior for thistype of tube arrangement during off -resonance conditions. By being far from a resonance,
the influence of the acoustic-induced interactions with the vortex shedding from the tubes are eliminated. They
found that depending on the P/D ratio of the tube array there are three different types of behavior. They show results
for 9 different tube arrays with P/D ratios from 1.14 to 2.67. They determined that for tube arrays with the smallest
P/D ratio (P/D = 1.14) no distinctive peak in the frequency spectrum could be detected. For P/D < 2 thereisa
distinctive peak in the frequency spectrum from the hot wire measurements that can be detected in the second and
third tube row but not in the fourth (they used only tube arrays with four rows of tubes). Coherence and phase
measurements between pairs of hot wiresin the gap between tubes placed in the second and third rows indicated that
vortex shedding from the first row of tubes causes this peak in the hot wire spectrum. Flow visualization confirmed
these results. Hot wire spectrataken in the gap between tubes in the fourth row does not show any flow periodicity.
For tube arrays having a P/D > 2, there are two distinctive peaksin the spectra. The higher frequency component is
caused by vortex shedding from the first tube row, and the lower frequency component is caused by the second tube
row. This appears to happen because the larger tube spacing permits the flow to reach the second tube row more
directly and with lessinterference effects from the fluid disturbances generated by the first row. The lower
frequency peak in the spectrawas never asintense or periodic as that generated by the first row, and only occurred
at high Reynolds numbers. From these results Polak and Weaver concluded that the constant Strouhal phenomenais
caused by thefirst few rows of tubes. The different Strouhal number generated by the second row for arrays with
P/D 3 2isdueto differencesin thelocal fluid velocities and the wake width, both of which play a central rolein the
vortex shedding process. They also showed that their results are in close agreement with the results of other
researchers and present an experimental correlation by Zukauskas and K atinas, shown in equation (2.2), which

correlates the experimental datawell:
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Price et al. performed flow visualization studiesin parallel triangular and rotated square arrays with pitch to
diameter ratios P/D = 1.375 and P/D = 1.5, respectively. For the rotated square array, they found that at very low

Reynolds numbers, symmetric vortices are formed behind all cylindersin the array. At higher Reynolds numbers, an



oscillation in the dividing line of the symmetric vortex pair startsto develop. This happens for Reynolds numbersin
therange 130 - 215. This marks the beginning of alternate vortex shedding from the cylinders. The vortex shedding
when hitting cylinders downstream increase the vorticity shed from the downstream cylinder. Part of the vorticity
generated is transported through the clear diagonal paths present, thus mixing with the flow from different channels.
The Strouhal number found at higher Reynolds numbers seem to be in reasonabl e agreement with results found
elsewhere. For the parallel triangular array, no vortex shedding was observed behind cylindersin any row. Only
attached eddies of recirculating flow formed behind the cylinders. Curiously, when aflexible cylinder was mounted
in the middle of the array, this cylinder started to oscillate. The cause of oscillation was believed to be fluid -elastic
instability. Once this tube started to oscillate, it triggered the formation of vortical structures, particularly in the
cylinders upstream of the flexible tube. The vortices were shed from the wake region and then were swept
downstream through the channels.

Ziada 1998 presented results and recommendations for the design of normal triangular arrays and parallel
triangular arrays. For normal triangular arrays, he points out that the normal vorticity excitation and acoustic
resonance have the same Strouhal number, and therefore, a single Strouhal number chart can be used for both tube
vibration and acoustic resonance designs. For parallel triangular arrays, even when they can be considered as akind
of staggered arrangement; they can also be visualized as an in-line array in which aternate tube columns are placed
adistance of L/2 out of alignment (see Figure 2.1). Thistype of array behaves more or lesslike anin-line array. For
thistype of array Ziada 1998 therefore recommends the use of two different Strouhal number chartsto avoid overly
conservative designs. This highlights the need for more research related to parallel triangular arrays as Weaver 1993
points out.
2.2.21n-line arrays

Fitzpatrick and Donaldson 1977 indicated that both the vortex shedding and turbulent buffeting theories
available at the time were inadequate to predict the behavior of the flow phenomenain in-line tube arrays. The
results of their research did not identify a particular mechanism but pointed to the possibility that acoustic resonance
could be the result of vortex shedding, turbulent buffeting, broadband turbulence, or a combination of the three.

Chen 1984 noted that since the flow for in-line arrays passes directly in the gaps between tubes, the
shedding of vorticesis controlled by thejet in the flow lane. Thisjet is disrupted by the presence of the downstream
tubes. Thisiswhy the main parameters that affect the flow phenomenafor this type of arrays should be linked to the
flow lane width (s) and the tube spacing in the longitudinal direction L.

Weaver and Abd-Rabbo found the appearance of symmetric vortex formation in the wakes of tubesin their
flow visualization study. Resonant tube vibrations were excited by this flow periodicity. It isimportant to point out
that tube vibration resonance and acoustic resonance are generally not correlated. Thisiswhy different Strouhal
number charts should be employed depending on the phenomena of interest [Ziada 1998].

A very detailed investigation for in-line arrays with geometries covering the full range of tube spacings was
performed in a series of papers by Ziadaand Oengdren, Ziada et al. and Oengodren and Ziada. What followsisa
synthesis of the most important findings of their work. The findings represent the current state of understanding of

the flow phenomena relevant to acoustic resonance for in-line arrays.
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Ziadaet al. 1989a performed tests on staggered and in-line heat exchangersin an air tunnel and in awater
tunnel for thein-line heat exchanger. For the in-line case, three Strouhal numbers were detected behind the first tube
row: S1=0.92, S2 = 0.64 and S3 = 0.46. Initially, they were able to detect only S1 and S3 in the air tests, but after
testing in the water channel and detecting S2, they went back to the air test and were able to identify S2, but only by
using asmall number of samples during averaging and for only some flow rates. S2 was found to be the one
responsible for the acoustic resonance present in the air tunnel tests. With the in-line array configuration that they
used (L/D=1.35, T/D = 1.6) they were able to excite the third acoustic mode. No flow periodicity was able to excite
the first two modes, and the third mode was excited by the very faint periodicity represented by S2. They present a
detailed flow visualization study to try to explain the flow phenomena. This study presents a clearer picture of the
phenomena. The flow periodicity present for this closely packed in-line array was a symmetric jet instability that
could be seen in both the flow lanes and behind the tubes. This symmetric jet instability was responsible for the first
Strouhal number measured (S1). Only one or two rows of tubes had vortices. The positions of these rows depended
on the Reynolds number and moved upstream with an increase in the Reynolds number until they reached the first
row. This symmetric mode of vortex formation occasionally shifted to an unstable antisymmetric one, but only for
short periods of time before returning to the more stable symmetric mode. Since both the anti-symmetric vortex
formation mode and the flow periodicity measured as S2 appeared occasionally, this was believed to be sufficient
proof to state that this antisymmetric flow periodicity was the one occurring at S2. For this closely packed in-line
array, the flow periodicities present at off-resonance conditions are caused by a symmetric jet that impinges on
downstream tubes, but the vortices formed in thisway due to their symmetry cannot excite transverse acoustic
modes. For in-line arrays Ziada et al. argue that the antisymmetric jet instability that is suppressed at off-resonance
conditions due to the presence of tubes can be triggered by the particle velocity of the transverse acoustic mode
when frequency coincidence occurs. Once this happens, afeedback mechanism is established such that this
antisymmetric jet instability couples with the transverse acoustic resonance. During flow visualization in the closely
packed in-line array, it is determined that although the vortices seen are small and may not be very energetic, they
still represent a discrete flow periodicity that is capable of exciting resonances. These results contradict what Owen
said about the impossibility of vortex formation in highly packed arrays.

Strouhal numbers obtained for thein-line tube array and correlations or maps from the literature were
compared. In the case of in-line arrays the empirical relationship by Fitzpatrick 1986 was the one that predicted
more accurately the Strouhal number of the actual resonance. They also showed values of Strouhal numbersfrom
the maps of Chen 1968 and Fitz-Hugh, but the val ues obtained from them predicted a Strouhal nhumber that showed
no relevance (S3) and an even lower Strouhal number, respectively.

In the paper by Ziada and Oengdren 1992 a detailed investigation of the flow phenomenainside an in-line
tube array with intermediate tube spacings is presented. The results obtained for the intermediate tube spacing
corroborate results obtained for more closely packed in-line arrays[Ziadaet al. 1989a]. There are some major
differences, however, between closely packed arrays (with L/D < 1.7) and arrays with intermediate spacings (1.7 <
L/D < 2.7). For the closely packed array, the vorticity shedding generated by the symmetric jets occurs at the first

rows only and the flow becomes fully turbulent downstream. For the intermediate spacing arrays, the vorticity
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shedding produced by the jet is stronger and can be seen throughout the whole array. The other major difference
found was that the closely packed arrays presented symmetric vortex formation in the jet from the tube lanes as well
as symmetric vortex formation as seen from the tube wake. The vortex formed in the wake of the cylinders was
more exactly formed in the shear layer right next to the tube and are very weak. Thus, the vortices did not interfere
much with the flow in the wake of the cylinder. Since they did not interfere significantly in the wake of the cylinder,
symmetric vortex formations could be seen in the cylinder wake and at the sametimein the jet lane. For thisto
occur, vortex formation in adjacent lanes has to be in phase since the vortices formed in the wake of the cylinder
depend on adjacent jet lanes. For the tube arrays with intermediate spacing, however, the symmetric vortices formed
inthejet lane were significantly stronger and thus affected the flow in the wake of the cylinders. In this case the
vortices formed in any given jet were out of phase with the one formed on adjacent jet lanes. This produced
antisymmetric vortex formation in the wakes similar to that present for single cylindersin cross flow, but of a
completely different nature, since such avortex is caused by the jet instabilities in the flow lanes. Figure 2.4 shows a

rough schematic of the different flow instability mechanisms for closely packed and intermediate in-line tube arrays.

Non-Resonant Resonant
Closely Packed All cases
LID<15

Intermediate Tube Spacing
1.75<LID<2.7

6 J6
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Figure 2.4. Schematic of flow instabilities present for closely packed and intermediately spaced in-line tube
arrays.
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Oengoren and Ziada 1992 presented results of resonance tests of in-line arrays. They showed very clearly,
using flow visualization techniques, the flow structure of the vortex formation during resonant conditions. This
vortex formation was very different from what was found at off-resonant conditions and described above. During
resonance, instead of the characteristic symmetric jet instability, a shear-layer instability was observed. The vortex
formation was synchronized throughout the array with the tubes shedding vortices in phase. An additional proof that
another excitation mechanismwas present is that the Strouhal number determined at off-resonant conditions does
not predict the onset of resonance. The authors then attempted to explain the shift from the symmetric jet instability

present at off-resonant conditions and the shear layer instability not detectable at off-resonance conditions but
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responsible for the observed resonance. They argue that the shear layer instability is triggered and synchronized by
the acoustic particle velocity. Therefore, the occurrence of resonance depends on the flow-duct acoustics. They
establish two prerequisites for the initiation of aresonant state: 1) "The frequency of the shear layer instability must
be close to the resonant frequency”, and 2) "The response of the acoustic mode to random turbulent excitation must
be capable of exciting, and organizing, the shear layer instability.” This shows the importance that turbulence level
and acoustical damping havein theinitiation of the shear layer mode. Once the shear layer is excited, a feedback
mechanis m between the shear layer oscillation and the acoustic response devel ops. This produces the characteristic
lock-in effect seen in the frequency-vel ocity diagrams.

Ziada and Oengoren 1993 present detailed results of work performed on anin-line array with large tube
spacings (L/D = 3.25 and T/D = 3.75) to understand the flow instabilities for this geometry. The first test performed
inair showed that in this case the flow instability detected at off-resonant conditions was responsible for the acoustic
resonance! These results differ from the results for intermediate and closely packed arrays described above. When
water tests were made, it was found that the turbulence level played akey role in the flow instability phenomena.
Two different types of instabilities were found: "global jet mode" and a"local wake mode," each having their own
characteristic Strouhal number and not occurring simultaneously. For low turbulence levels upstream of the tube
array, asymmetric jet instability similar to the one found for the intermediate spaced array was seen. For higher
turbulence levels, alocal wake instability mode was present. In this mode, alternate vortex was shed from the wake
of the cylinders of the first few rows, and this was independent from cylinder to cylinder. After the fifth row, a
narrow band turbulent excitation at a different frequency was present. The local wake instability mode is the cause
of the acoustic resonances once thereisafrequency coincidence condition. When this happens, all the vorticesin the
wakes become synchronized with the particle velocity of the resonant mode. For bundles with intermediate spacing
the turbulence level did not seem to affect the jet instability mode. Turbulence level, then, introduces a new variable
in the determination of the appropriate Strouhal number. If a Strouhal number is determined for in-line arrays with
large tube spacings under nonresonant conditions, there will be uncertainty as to which instability mode is present at
the time of the measurement, and thus, acoustic resonance predictions might fail. On the other hand, if an acoustic
Strouhal number is determined at resonance, then, if this Strouhal number is used in the prediction of tube vibration

for which symmetric vortex formation is relevant, it might produce erroneous results.

2.3 Design guidelines and damping parameters.
Design guidelines have been presented in anumber of references [Blevins and Bressler 1993, Eisinger,

Eisinger et al., Fitzspatrick 1986, and Ziada et al. 1989b] and al so have been standardized [Holtz]. Design guidelines
consist of basically three steps:

1. Determination of acoustic natural frequencies of the duct where the tube array will be placed. The
majority of the ducts are either rectangular or cylindrical.

2. Determination of flow exitation produced by the tube array used.

3. Comparison of the excitation frequency predicted at the design conditions for the given heat
exchangers with the acoustic natural frequency of the containing duct. If they are within 20% of each
other, acoustic resonance might develop.
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In roughly 30% to 40% of practically important cases where an acoustic resonance due to a coincidence
condition is predicted, the acoustic resonance does not materialize [Blevins 1994]. The level of acoustic damping for
any given acoustic mode of agiven heat exchanger will determineif an acoustic resonance will materialize or not.
To this effect, several researchers [Chen 1968, Eisinger, Eisinger et al., Fitzpatrick and Donaldson 1984, Grotz and
Arnold, and Ziada et al. 1989b] have proposed a number of damping criteriathat try to predict if an acoustic
resonance of any given mode will be excited when a coincidence condition is established for that mode. A
description of the different damping parameters and design guidelines follows.

Grotz and Arnold are the authors of one of the earliest investigations of acoustic resonancein heat
exchanger tube bundles. They concentrated their efforts on in-line heat exchangers and reported data for twenty
different configurations. Their data consists mainly of Strouhal numbers for these arrays under resonant conditions.
Their data has been used extensively by other authors [Chen 1968, Fitz-Hugh, and Owen] in the creation of Strouhal
maps and correlations. They introduced a damping parameter based on geometry only. This parameter defined by
equation (2.3) represents the ratio of the width of the resonant chamber transverse to the flow and to the tube axis
and the space between rows of tubes (Figure 2.5). They predict acoustic resonanceif G< 62 or 80. The variablei

represent the acoustic mode that is being checked.

cg=W.__ W __
a (X, -1)Di

<62 0r80 (2.3

Grotz and Arnold argue that the damping parameter should be related to the dimensions of the resonating
chamber (the shaded areain Figure 2.5). In this way, the effect of the tubes, which act as constricting boundaries,
can be considered. Tube bundles, they say, are usually square, so the size of the chamber is an indication of "the
number of tubes which are present to impede the air particle motions whichlead to the establishment of the standing

wave".
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Figure 2.5 Schematic showing description of resonant chamber in in-line arrays as described by Grotz and
Arnold.

Chen 1968, in addition to presenting his very well-known Strouhal number maps, also presents a damping
parameter. This parameter is used to determine if an acoustic resonance condition could be excited or not. The
damping parameter is
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The value of 600 appliesto laboratory condition and 2000 to industrial or field conditions. The variable L should be
replaced by 2L for staggered arraysin equation (2.4). He does not mention the assumptions made in the
determination of this damping parameter. It isassumed that it isan empirically fitted relationship.

Fitzpatrick and Donaldson 1984 introduce a damping parameter that is a modified version of the Chen 1968
and Grotz and Arnold damping parameters. This new damping parameter includes the effects of scaling (i.e., the
effect of the size of the tubes and the channel width). This damping parameter is a slightly modified version of the
parameter presented by Fitzpatrick 1985. Fitzpatrick and Donaldson argue that for a given array (with fixed L/D and
T/D ratios) the damping should be the same for a given channel size independert of the tube size (D) aslong as the

L/D and T/D remain constant. The damping parameter established by them is presented in equation (2.5):

. R 1 el
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Resonance is predicted for
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This damping criterion was developed for in-line arrays.

A similar conclusion was reached by Ziada et al. 1989b who experimented with different channel widths
for afixed L/D and T/D ratio heat exchangers and found that sometimes the first acoustic mode was not excited into
resonance. They concluded that any design criterion should include the effects of the Reynolds number.

Fitzpatrick 1986 reiterates the validity of his damping parameter for in-line tube arrays (equation (2.5)). In
addition, he complements the design procedure with the introduction of a correlation for the prediction of acoustic
Strouhal numbers (Strouhal numbers determined under conditions of acoustic resonance). The correlation is

presented in equation (2.6):

S=008+0.11(2X; - X ) (2.6)

Fitzpatrick 1986 established a design guide proposal that required the determination of acritical velocity
with the use of equation (2.6). If this velocity was |ower than that needed for the heat exchanger duty then
calculation of the damping parameter presented in equation (2.5) was required. If aresonance was predicted by the
damping parameter, then modification of the dimensions of the resonating cavity with the introduction of baffles
was needed. The placement of the baffles should be such that resonance is no longer predicted by the damping
parameter or a coincidence condition is no longer achieved.

Ziadaet al. 1989b established a damping criteria and then compared it to other design criteria by Chen
1968, Fitzpatrick and Donaldson 1984, and Blevins and Bressler 1987a. The damping criterion was established by a
parametric study. The objective of thiscriterion is to separate resonant and non-resonant cases. To determineif an
array will resonate, one needs to determine the values of the parameters described in equations (2.7) for in-line
arrays or (2.8) for staggered arrays and then ook them up in a map. The maps present G as a function of (L/D)* for

in-line arrays and G as afunction of h for staggered arrays. The value of his determined from the smaller of (T-
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D)/2 or the diagonal gap in the array (see Figure 2.3). In these maps, alineis drawn between resonant and non-
resonant cases, such that depending where a particular arraysliesit could be established if aresonant condition can
be expected or not.

ev 6

G, = RechTgc pE 2.7)
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Eisinger et al. evaluated alarge number of in-line and staggered heat exchanger arrays. They present avery
complete set of tables with resonant and nonresonant datafor all heat exchangers used in devel oping the acoustic
resonance prediction model. The main point of this paper is the introduction of criteriato establish if an acoustic
resonance condition will develop for a particular mode in any given heat exchanger. The criteriaare based on an
input energy parameter defined as (M Dp); . They established a set of rules, which separate the resonant from the
nonresonant cases.

The procedure to determine if an acoustic resonance will devel op based on their method has the following

steps:

1. Determinethe value of (MDp); for the heat exchanger. In order to do this, it is necessary to first
determine the flow velocity at the coincidence condition. This can be done using equations (2.9) and
(2.10) for each of thei modes that will be evaluated (Eisinger et al. recommend evaluation up to the 4"

mode).
C,i
fi=—2— (2.9
' 2WA/l+s
f.D
=1 2.10
i =g (2.10)

With the flow velocity, the Mach number can be readily determined. It is necessary to obtain a
Strouhal number (St) for the tube array in question. They recommend using Fitz-Hugh's Strouhal
number maps. To determine the pressure drop through the array, they recommend using equation
(2.11)

Dp = %viz r (4mN) (2.11)

In equation (2.11), the value of mused by the authors is 0.07. Blevins and Bressler 1993 report values
of mbetween 0.02 and 0.12 for arrays that they tested. N represents the number of tube rows.

2. Estimate the value of the parameters (M Dp),,;, and (M Dp),,;, from equations (2.12-2.14). disa
modified form of Chen's 1968 damping parameter.
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(M Dp),; =(0.07)10 %437 (2.12)
(M Dp),; =(0.07)d V, (2.13)

St X,

.2
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3. Compare the value of the parameter (M Dp); from step 1 to (M Dp),;, and (M Dp)y; of step 2. if it is
greater than both of them then an acoustic resonance s predicted for this mode. Otherwise no acoustic
resonance is predicted. Repeat steps 1 through 3 for each of the first 4 acoustic modes. The input
energy parameter (M Dp); represents the energy lost by the fluid asit passes through the heat
exchanger. To develop, an acoustic resonance needs to have the excitation energy necessary to
overcome the system damping. Analyzing the first criterion used in the prediction methodology,
namely (M Dp),,, Eisinger et al. based their method in the natural separation of the resonant and non-
resonant cases when plotted as a function of acoustic mode number. This criterion should not be
considered a"damping" criterion. More appropriately, this criterion could be considered an
"instability/excitation strength" criteria. Since all the data used to evaluate this criterion was obtained
using flue gases at 800 °C its applicability to other gases and conditionsis questionable.

q = (2.14)

For the second criterion, the input energy parameter (M Dp), is compared to the modified Chen 1968
damping parameter (equation (2.14)) times the fluid velocity for the mode in question. In this case a comparison
between the "instability/excitation strength" versus system damping is made. It is believed that this criterion
performs a more suitable comparison. The drawback here is that Chen's damping parameter is given without
mentioning the fundamental s behind its derivation. It is believed that thisis an empirical correlation.

In the 8™ Edition of the Tubular Heat Exchanger Manufacturers Association (TEMA) Standards, a design
guideisgiven for the avoidance of acoustic and tube vibration resonance [Holtz]. To avoid acoustic resonance, the

design guide recommends:

1. Determination of the acoustic natural frequencies:

s
_ 1 &9 0}/2 ¢ 1 +
f, = T ¢ - (215)
2WETr, 4 9a:i+ 05 gj
g X X7 gg
Equation (2.15) isjust another form of equation (2.9).
2. Determination of excitation Frequency:
Vortex shedding:
StV
fSt :T (216)
Turbulent buffeting:
v € & 1¢ u
fip = €3.05¢1- —= +0.28U (2.17)
DX+ X, 3 é X1 g H
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3. Prediction of acoustic resonance:

Acoustic resonance predicted if any of the following conditions are met:

Condition A:
0.8fs<fy<1.2f (2.18)
0.8 ftb < fa <1l2 ftb
Condition B:
V>2f D(X_- 05) (2.19)
Condition C:
2
f,D Re 10
V>2— and &-—2 >0 (2.20)
St StX; & Xog

In equation (2.20), X, = X for in-linearraysor X, =2 X, for staggered arrays.

The standard is very conservative. The procedure calls for the determination of excitation frequency by
means of the Owen turbulent buffeting correlation and also by the use of an appropriate Strouhal number. With
respect to the conditions for which a given resonance is predicted, the parameters used are a combination of design
criteriafrom several sources. Condition A follows from the observation that the acoustic resonance can shift the
vortex shedding frequency up or down [Blevins 1993]. The values of 20% up or down were recommended by
Barrington and Rogers and Penterson. Blevins and Bressler 1987a,b found values somewhat higher than these.
Condition C predicts aresonance if the flow velocity of the heat exchanger is greater than the velocity needed to
have a coincidence condition and if the Chen 1968 damping parameter is satisfied. However, if thisvelocity is
greater than the critical velocity, condition A is satisfied. Therefore, condition C isredundant since condition A is

more restrictive.

2.4 Acoustic resonance strength estimation
Acoustic resonance prediction from methods by Grotz and Arnold, Chen 1968, Fitzpatrick and Donaldson

1984, and Ziada et al. 1989b were compared to experimental results by Blevins and Bressler 1993. All the
predictions fail for some of the cases presented. The inability of the different damping criteriato establish without
error if agiven acoustic resonance will materialize or not prompted Blevins and Bressler 1993 to devel op a method
to predict the magnitude of the acoustic pressure fluctuations that will be present once a coincidence condition
occurs. Blevinsin the design guidelines presented in his book [Blevins 1994] follows similar steps as those
presented before, that is, determination of acoustic natural frequencies and flow excitation frequencies. If thereis
coincidence, however, instead of trying to determine from damping parameters if the resonance will materialize or

not, he recommends estimating the magnitude of the resonance instead. The research to support this concept is
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presented in Blevins and Bressler 1993. There, they present acoustic resonance results for tests with single cylinders,
asinglerow of tubes and for full arrays of tubes.

For single cylinder tests Blevins and Bressler 1993 show the devel opment of the vortex shedding from the
single cylinders and how this vortex shedding couples with duct acousticsto produce a clear resonance. The
resonance followed the classical excitation mechanism; that is, the resonance appears once the coincidence condition
is established. The characteristic lock in phenomena can also be seen in the frequency-velocity diagrams. A
theoretical expression based on Lighthill's theory for aeroacoustic sound generated by vortex-shedding from a
cylinder was modified to predict the resonant noise using the results of single cylinder tests. This expression (2.21)

isafunction of the Mach number, diameter of cylinder, width of chamber and the pressure drop.

Sr iC—~ 2.21
Prms.max gz o5 g ogng (2.21)

A modified version of equation (2.21) obtained by establishing the relationship between pressure drop
produced by the cylinder drag, and then noting that the drag coefficient is approximately 1 for typical values of the

Reynolds number is shown below (2.22). This equation can be used for arrays of tubes.

P

rms,max

22U 0
=12.56—2DPop (2.22)
CO g

The range of conditions for which these equations are expected to be the most accurate are:

0.02<M <05
5 < Dpgrop < 50 (in H20)
and 2000 < Re < 300000

Work by Ziada et al. 1989a shows how the acoustic resonance develops as afunction of Reynolds number.
The Reynolds number seemsto be very important in establishing the strength of the resonance, and, if aresonanceis
not established, the maximum sound pressure level at the condition of frequency coincidence. This they believeis
due to "the higher level of fluctuating energy associated with the flow periodicity at higher Reynolds number.” The
higher the Reynolds number at the coincidence condition, the clearer the resonance and the higher the resonant
acoustic pressure. According to Blevins and Bressler 1993, however, the Reynolds number is a secondary parameter
when compared to the influence of the Mach number and pressure drop. The results of Ziada et al. 1984, Ziada et al.
1989a and Fitzpatrick and Donaldson 1977 were compared by Blevins and Bressler 1993 to the results obtained
using equation (2.22). Results from equation (2.22) follow closely the results obtained by Ziada et al. 1989a except
for cases where the resonance was marginal. For marginal resonance cases the authors warn that equation (2.22)
should only be used if the datais carefully scaled.

The strength of the acoustic resonance is very important since this will determine the relative magnitude of
the noise generated by a given heat exchanger. In the case of plate evaporators used in automobiles estimation of

how noisy aplate evaporator is could be more important than determining if aresonance will develop or not.



2.5 Conditions that affect an acoustic resonance in tube array heat exchangers
There are a number of factors that can affect an acoustic resonance. All of these factors must be related to

the variables that play arolein the development of the resonance. Asthe research progressed in thisfield, several
researchers started to test these effects. The purpose of this section isto present the results of these investigations.

2.5.1 Effect of tube array on the speed of sound.
The effect of the tubes on the speed of sound has been shown to be significant [Blevins 1986, Parker 1978].

The tube array reduces the speed of sound. This reduction was found to be dependent on the solidity ratio s (volume
occupied by tubes divided by volume of the duct). Parker 1978 determined the effective speed of sound to bein the

range:

1<lert L (2.23)
Co 1+s

Ziadaet al. 1989a demonstrated that the effective speed of sound actually liesin this range and also showed
the strong dependence of this effective speed of sound as afunction of tube array depth to height ratio.

Tests performed for two different plate heat exchangers (one with an in-line type configuration and another
one with a staggered type configuration) with different depth to height ratios apparently showed mixed behavior
[Rodarte et al. 1998a]. One seemed to follow more closely predictions using the effective speed of sound while the
other was better predicted when using the regular speed of sound estimate for the gas.

2.5.2 Effects of number of rows
Blevins and Bressler 1993 showed the effect that increasing the number of rows has on the pressure drop

and on the magnitude of the acoustic pressure level. They tested an in-line array with L/D = T/D = 2 with 15, 8, 4, 2
and 1 tube rows. They noticed that "as the number of rows increased, the onset of resonance commences earlier and
the intensity of the resonance increases." The single row of tubes did not produce an audible tone at the first acoustic
mode.

Fitzpatrick and Donaldson 1977, 1980 tested several arrays and reported results as a function of number of
rows. They found most of the differencesin the critical Reynolds number and acoustic Strouhal numbers for any
given array were more pronounced for arrays with less than 10 rows. Arrays with more than 10 rows showed a more
stable behavior. For these arrays, the critical Reynolds number and acoustic Strouhal number was approximately
constant.

The number of rowsis a so directly related to the depth of an array (see Figure 2.2). As mentioned above,
Ziadaet al. 1989a have found that the speed of sound of agasin an array isafunction of theratio of array depth to
height.

2.5.3 The effect of tube pattern on sound pressure level
Blevins and Bressler 1993 performed a comparison between arrays of a given configuration but with

different dimensions to determine if some particular array dimensionsfor each specific configuration are more likely
to produce higher acoustic sound pressure levels. The different array configurations for which they performed tests
includein-line square, in-line rectangular, and normal triangular arrays. They then devel oped maps of maximum

sound pressure level for general in-line and staggered arrays. It is known that the magnitude of the resonance
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strength is afunction of other parameters like depth of an array, number of rows, pressure drop, etc., al of which are
related and which affect the magnitude of the resonance as well as other factors like lock-in range etc. Acoustic
damping is also believed to be afunction of tube number and arrangement [Grotz and Arnold]. The sound pressure
level maps are therefore only indicative of the development of resonances for the arrays tested by the authors.

2.5.4 Effect of turbulence
Fitzpatrick and Donaldson 1977 mention the importance that broadband turbulence could have and suggest

that any theory that addresses the acoustic resonance phenomena should include this effect.

Blevins and Bressler 1993 discuss the effect of turbulence in the flow upstream of the tube arrays. They
found no noticeabl e differences when there is a turbulence screen upstream from the tube array than when the flow
is smooth.

Ziada and Oengoren 1993 determined that turbulence level plays avery important role in the flow
instability mechanism present for in-line tube arrays with large tube spacings as discussed previously.

2.5.5 Effect of tube roughness/fouling
Blevinsand Bressler 1987 discuss tube surface roughness effects. Tube surface roughnessincreases the

strength of the resonance and reduces the vel ocity at which resonance starts. The increase in the SPL at resonanceis
related to theincrease in pressure drop for the arrays with rough tubes.

Apparently later Blevins 1994 found contradictory results for tube surface roughness. He found that "the
buildup of dirt and soot in atube bank has been associated with the reduction of resonant sound" [Blevins 1994].
The roughening of the tubes with sandpaper had no effect on aloud and persistent resonance [Blevins 1994].
Apparently Blevins believed that the buildup of dirt and soot increased the roughness of the tubes. It is our belief
that the buildup of dirt and soot is more pronounced in the wakes of the cylinders, changing their shape to amore
airfoil-like form. Tests of a stereolithography prototype of an array of airfoils presented by Rodarte et al. 1998b
show that for this particular array there was no characteristic peak in the acoustic pressure spectra, and an acoustic
resonance was never established.

2.5.6 Effect of Reynolds number
The Reynolds number has an effect on the Strouhal number of single cylinders and banks of cylinders

[Price et al.]. However the effect of the Reynolds number is not very pronounced and for alarge Reynolds number
range the Strouhal number can be considered constant.

Ziada et al. 1989a noticed that atube array in which the Reynolds number was doubled by reducing the
height of the duct walls produced afirst mode acoustic resonance that was not excited for the same array before the
reduction of wall height. Based on this, they recommend the use of the Reynolds number in any design criterion.
They also noticed that for the arrays they tested the higher the critical Reynolds number, the higher the response and
the clearer the resonance.

2.5.7 Effect of Mach number and pressure drop
Blevins and Bressler 1993 show the importance of the Mach number in predicting the magnitude of the

acoustic sound pressure. They develop a semiempirical relationship that relates the acoustic sound pressure to the

Mach number times the pressure drop for resonant conditions.
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The Mach number has also been used by Eisinger and Eisinger et a. as describedin detail in section 2.3.
They used the Mach number as an indicator of the energy of the fluid flowing through the heat exchanger. When the
Mach number is multiplied by the pressure drop through the array, the result is a direct indicator of the energy that
has been lost by the fluid when it passed through the array. This energy could be related to the energy of the flow

periodicity/instability that triggers an acoustic resonance.

2.6 Factors that affect flow-induced noise generation produced by circular cylinders
Up to this point the literature review was focused on the work done for cylinder array heat exchangers. The

modeling scheme that will be used in thiswork is based on the concept of a dipole sound source produced by the
fluctuating forces generated by the flow of gases over acylinder. In this section emphasis will be placed on
understanding the factors that affect these fluctuating forces.

A single cylinder inside arectangular duct is the most basic of structuresthat are relevant for the study of
acoustic resonance produced by bluff bodies inside arectangular cavity. Bluff bodies produce oscillating forces and
pressures in directions normal and perpendicular to the flow. These flow oscillations have characteristic frequencies,
which are related to the shedding of vorticesin their wakes. The flow oscillations that are transverse to both the fluid
flow and the axis of the cylinder are characterized by the fluctuating lift. Typically the fluctuating lift is much larger
than the fluctuating drag (approx. 1 order of magnitude). These pressure pulsations, at the right conditions, can
excite the acoustic natural frequencies of the cavity. There are several flow and geometric parameters that can affect
the Strouhal number, vortex correlation length, and flow-induced forces and thus the flow-induced noise generation
from circular cylinders. In this section the effects of these factors will be described.

The disturbances that have an effect on the flow phenomena around a single cylinder that is perpendicular

to auniform flow are shown in Figure 2.6.
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Figure 2.6 Typical disturbances encountered by a single cylinder perpendicular to uniform flow: a) turbulence, b)
surface roughness, c) wall blockage, d) wall proximity, €) aspect ration, f) free end, g) transverse oscillations,
and h) streamwise oscillations. [Zdravkovich 1997]
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In the case of asinglerigid cylinder in arectangular duct the relevant disturbances are aspect ratio, wall
blockage, cylinder roughness, flow turbulence, and proximity of cylinder to wall.

The flow behavior is very dependent on the Reynolds number. For asingle cylinder there are three
characteristic ranges of Reynolds number associated with particular types of flow behavior. Each of theserangesis
further subdivided to specify mo re closely particular flow behavior. The following is a description of the ranges as
presented by Zdravkovich 1997:

Range 1: Laminar flow, Laminar L, 0< Re, <(180-200)
L 1: Nonseparating flow; 0< Re,p <4 t0 5
L 2: Steady separation or closed near-wake regime; 4 to 5< Re,p <30 to 48
L3: Periodic Laminar regime; 30 to 48< Re, <180 to 200
Range 2: Subcritical flow, Transition-in-shear-layers TrSL, (350-400)< Rey, <(100-200k)
TrSL1: Development of transition waves; (350-400)< Rey, <(1k-2K)
TrSL2: Formation of transition eddies; (1k-2k)< Rey, <(20k-40Kk)
TrSL3: Burst to turbulence; (20k-40k)< Reyp <(100k-200Kk)
Range 3: Critical flow, Transition-in-boundary-layers TrBL, (100k-200k)< Rey, <(unknown)
TrBLO: Precritical regime; (100k-200k)< Reyp <(300k-340Kk)
TrBL1: One-bubble regime; (300k-3340k)< Re,, <(380k-400k)
TrBL2: Two-bubble regime; (380k-400k)< Re,, <(0.5M-1M)
TrBL3: Supercritical regime; (0.5M-1M)< Re,p <(3.4M-6M)
TrBL4: Posteritical regime; (3.4M -6M)< Rey, <(unknown)

The values of Reynolds numbersthat we seein our testsare all in the subcritical flow regime more

specifically inthe TrSL2 and TrSL 3 Reynolds number ranges.

2.6.1 Effect of aspect ratio
The most relevant references found about the effects of aspect ratio on vortex shedding from acylinder are

by Szepessy 1993 and Szepessy and Bearman 1992. In Szepessy and Bearman’ s tests were performed on single
cylindersto which end plates were attached. The range of aspect ratios (L/D) that they investigated was from 0.25 to
12, where L is the length of the cylinder between end plates and D isthe cylinder diameter. They performed testsin
the Reynolds number range from 8k < Re,; < 140k. They found a very strong dependence of the fluctuating lift
coefficient (C_') on aspect ratio with values of C,' at an aspect ratio of 1 almost twice those at |arge aspect ratios for
arange of Reynolds numbers. The fluctuating lift coefficient also varied with Reynolds number for any given aspect
ratio especially for aspect ratios of order 1.

Figure 2.7 has been taken directly from Szepessy and Bearman 1992. Figure 2.7 shows how the fluctuating
lift changes significantly with aspect ratio and Reynolds number. The fluctuating lift is directly related to the vortex
shedding strength. Figure 2.7 shows how the fluctuating lift increases as the end plate separation decreases (i.e., as
the aspect ratio diminishes) especially for the higher Reynolds number trace until an aspect ratio of about 1. For

smaller aspect ratios there is a decrease in the fluctuating lift coefficient that occurs at the two Reynolds numbers.
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The authors attribute this decrease to the "probabl e significant interference from the boundary layers between the
plates".

Figure 2.8 is a graph made with data taken from Szepessy and Bearman. Figure 2.8 shows the more
pronounced variationsin fluctuating lift present for different values of Reynolds number especially at aspect ratios
around 1. Thetraceswith dark symbols appear to follow asimilar behavior. They are characterized by Reynolds
number in the range of 40k-70k. At the low value of Reynolds number or at the near critical Reynolds number
values the behavior changes and there is a sharp decrease in the fluctuating lift around aspect ratios of 1. Apparently

thereisatransition between 120k and 130k where avery large decrease in the lift coefficient for an L/D=1 was

found.
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Figure 2.7 Fluctuating lift as a function of end plate separation. a) Re = 1.6 x 10* , b) Re= 4.3 x 10* . From
Szepessy and Bearman 1992.

In Figure 2.9 the widely different fluctuating lift behaviors as a function of Reynolds number are shown for
two aspect ratios representative of large and small aspect ratios behavior. For large aspect ratios the fluctuating lift is
not as strong afunction of the Reynolds number as for the small aspect ratios and only increases slightly asthe
Reynolds number increases. On the other hand, considerable variation in the fluctuating lift as a function of
Reynolds number can be seen for an aspect ratio of 1.

With respect to shedding frequency Szepessy and Bearman 1992 report that there is a small shift in the
shedding frequency for small aspect ratio cylinders compared to the shedding frequencies of large aspect ratio
cylinders at values of Reynolds numbers where thereis asignificant variation in the fluctuating lift coefficient. For
L/D = 1at Rep = 45k, the Strouhal number is 0.17 versus 0.19 for acylinder with L/D = 6.7. Also, it was noted that
the spectral density peak was higher for the L/D = 1 cylinder at the shedding frequency. The variation in fluctuating
lift coefficient for these two cases are 0.75 and 0.5, respectively. For a Reynolds number of 13k the fluctuating lift

coefficients are 0.41 and 0.42 for the large and small aspect ratio cylinders, respectively. In this case the Strouhal
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number is 0.2 and is the same for the two cylinders. These results show a dependence between vortex strength and
shedding frequency.
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Figure 2.8 Fluctuating lift as afunction of end plate separation for different values of Reynolds number. Plotted
with data taken from Szepessy and Bearman 1992.

Szepessy and Bearman 1992 included results of the spanwise correlation of the vortex shedding for two
cylinders with aspect ratios of 1.7 and 6.7. This part of the study was performed to investigate if the vortex shedding
enhancement at |ow aspect ratios was due to a more two-dimensional flow for smaller aspect ratio cylinders. They
investigated spanwise correlation by taking measurements between the pressure at the surface of the cylinder 90°
from the forward stagnation point and a hot wire probe positioned at a distance of D/3 on top of the cylinder. The
pressure port was located at the midspan of the cylinder, while the hot wire probe was moved along the span. Figure
2.10 shows results of the cross-correl ation between these two signals. It is shown that there is a better correlation for
the smaller aspect ratio cylinder in the Reynolds number range where there is alarger fluctuating lift coefficient. The
authors conclude that thisis proof that the stronger vortex shedding al so has enhanced spanwise correlation.

According to Kubo et al., end plates serve to maintain atwo dimensional flow in the wake structure of two

dimensional bluff bodies.
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Figure 2.9 Fluctuating lift as a function of Reynolds number for aspect ratios of 1 and 6.7. From Szepessy and
Bearman.
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Cox et a. cite some references that report the three-dimensionality of the circular cylinder wake and the
spanwise correlation of vortex shedding which according to them occurs for L < 10D. Norberg mentions that the
axial correlation is smaller than about 5 diameters for Reynolds number greater than 10k. Szepessy 1993 determined
that the spanwise correlation length for acircular cylinder at the Reynolds number range of the order of about 10k is
between 3 to 5 diameters. Thisisin sharp contrast to the spanwise correl ation length of laminar shedding at Re, <
160 which is several hundred diameters long.

Stansby performed tests for the optimization of end plates attached to cylinders. He tested cylinders with
aspect ratios of 16 and 8. Base pressure coefficients were measured. It was determined that with endplates that were
7D wide and 8D long in which the cylinder was placed as shown in Figure 2.11 a more two-dimensional flow was
obtained than without the use of endplates. Also, the base pressure coefficient was reduced which, causes the drag to
increase. These facts show that the test results obtai ned without endplates are not representative of two-dimensional

flow.

~1

|\

f Flow

Figure 2.11 Stansby recommended circular cylinder endplate design to eliminate three-dimensional effectsin
testswith circular cylinders.

2.6.2 Horseshoe vortex effect on Strouhal vortex shedding
The introduction of endplates at the ends of the cylinder produces vortices attached to the base of the

cylinder that are called horseshoe vortices. Thistype of vorticeiscalled “horseshoe” because it forms starting from
the forward stagnation point and goes around the cylinder until it separates from the cylinder in its wake without
joining at the back, thus forming in the shape of ahorseshoe. Szepessy 1993 reported results of tests aimed at
determining the effect of aspect ratio and Reynolds numbers on the horseshoe vortices and its influence on the
Strouhal vortices. He concluded with hisinvestigation that the horseshoe vortex develops independently from the
Strouhal vortex and depends only on aspect ratio for L/D<1.

The effects of the horseshoe vortex on the Strouhal vortex isthereally relevant and hard question.
Szepessy 1993 addresses this problem by determining the strength of the horseshoe vortex and Strouhal vortex
assuming potential flow and determining that the vortices are circular. He determined the ration of vortex circulation
of the horseshoe vortex to the Strouhal vortex to be between 0.1 and 0.2. Thisimplies that the horseshoe vortex has

enough strength to affect the Strouhal vortex. However, he points out that since the axes of the Strouhal and
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horseshoe vortices are perpendicul ar, the interaction between them should be weaker. Base pressure distribution
tests for aspect ratios larger than 2 using different types of endplate designs with and without fully developed
horseshoe vorticesindicate that there is a very weak influence of the horseshoe vortex on the Strouhal vortex
shedding at least for L/D > 2.

2.6.3 Turbulence effects
Turbulence has an effect on the flow behavior of cylinders. Most of the research performed on cylinders

has been conducted in wind tunnels with very low turbulence levels. However, in real-world applications, turbulence
can be significant, and therefore, turbulence effects should be considered.

Turbulenceis characterized by two parameters: turbulence intensity (Ti) and turbulence scale (Ts).
Turbulenceintensity is defined as the ratio of the root mean square fluctuating velocity component in the streamwise
direction to the average velocity in the same direction. Turbulent scale tries to give an average measure of the ever
changing eddy sizes [Zdravkovich 1997].

The different flow behavior present on circular cylinders as a function of Reynolds numbers as tabulated in
section 2.6 isinfluenced by turbulence. Theinitiation of the transitions between flow regimesis very sensitive to
pressure gradients. While a negative pressure gradient delays transition a positive one promotesit at lower Reynolds
numbers. Turbulence imposes both types of gradients and therefore has a significant effect on the transition between
regimes.

For our particular case we are most interested in the TrSL2 and TrSL 3 regimes (see section 2.6 for
definition of flow regimes). It should be noted that turbulence effects are strongest in this regimes [Zdravkovich,
1990]. The effect of turbulence isto accelerate the transition between regimes by lowering the Reynolds number at
which each regimes’ characteristic phenomena develop [Blackburn and Melbourne]. For example, if the turbulence
intensity is greater than 10%, the TrSL 3 regime moves to 10k < Re,, < 100k.

Turbulence also reduces the vortex formation length and spanwise correlation, and this causes adecreasein
drag. The Strouhal nhumber, on the other hand, remains almost constant since the wake width is not changed
[Zdravkovich, 1990].

2.6.4 Surface roughness effects
Surface roughnessiis characterized by at least two parameters: Ks/D the relative size of roughness and its

texture [Zdravkovich 1997]. Surface roughness has an insignificant effect in the laminar flow regimes for Re,, <
300. Thisisdueto the thickness of the boundary layers that mask any surface imperfection of the cylinder.
However, in the subcritical flow regimes surface roughness effects start to become noticeable. Surface roughnessis
not asinfluential in disturbing the flow as turbulence. Thisis because turbulence affects the boundary and free-shear
layers directly while surface roughness affects only the boundary layer directly and the free-shear layer indirectly by
the effects of the boundary layer. The most influential regime for surface roughness effectsisin the TrBL states
(see section 2.6) where surface roughness creates local turbulence and lowers the Reynolds number into the
precritical regime. This effect reduces drag and is used to reduce drag on golf balls by dimpling their surface.

Figure 2.12 taken from Alemdaroglu et a. shows how an increase in the relative surface roughness lowers

the transition to the critical regime.
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Surface roughness al so has an effect on the Strouhal number of vortex shedding from cylinders.
Achenback and Heinecke measured the Strouhal number produced by cylinders of different relative surface
roughness. Their work showed that increasing the surface roughness hel ps maintain a more stable behavior in the
Strouhal number as it passed through the critical regime. Figure 2.13 showstheir results.

2.6.5 Wall blockage and boundary proximity effects
Thewalls of wind and water tunnels restrict the flow sideways and impose an additional pressure gradient

[Zdravkovich 1997]. If thewall blockageis large, the transition in both the boundary and free shear layers may be
affected.

Thevicinity of awall to the cylinders produces akind of asymmetric blockage that may become a
governing parameter for small G/D ratios (see Figure 2.6) [Zdravkovich 1997].

Richter and Naudascher studied the effect of blockage on different parameters of importance related to flow
around circular cylinders, including Strouhal number and fluctuating lift coefficient. They tested a cylinder with
aspect ratio of 8.6 and relative surface roughness of 0.0008 (which could be considered smooth). The tests were
performed in awind tunnel with areported turbulence intensity of 0.5%.

Figure 2.14 shows the behavior of the Strouhal number found by these researchers around the critical
Reynolds number regime. The Strouhal number according to their resultsincreases with an increase in the blockage
ratio both in the subcritical and transcritical regimes.

Figure 2.15 shows the behavior of the fluctuating lift coefficient as a function of Reynolds number for
different blockage ratios. Richter and Naudascher report that the fluctuating lift increases slightly with Reynolds
number until an abrupt transition that marks the transition to the transcritical regime. Blockage values greater than
approximately 1/6 have avery significant influence in the magnitude of the fluctuating lift coefficient as can be seen
in Figure 2.15.
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Chapter 3: Modeling Flow-Induced Noise of Circular Cylinders Subject to Cross
Flow Inside a Rectangular Duct

3.1 Introduction
The formulation of amodel of the tonal noise produced by a cylinder in cross flow both in free field and

inside arectangular cavity will be presented in this Chapter. Thistonal component of the noiseis associated with the
vortex shedding process. Vortex shedding produces fluctuating forces on a cylinder in both the drag and lift
directions. Of these forces the dominant force is the onein the lift direction which is approximately an order of
magnitude larger than the force in the drag direction in the sub-critical Reynolds number range. These fluctuating

forceson arigid cylinder create the pressure fluctuations that produce the flow-induced sound.

3.2 Dipole sound from cylinders in a free field
The free field noise characteristics of cylinders subject to cross-flows have been studied by many

researchers [Blake 1986, Etkin et al. 1957, Gerrard 1955, Grosche 1985, Holle 1938, Keefe 1961, 1962, Koopman
1969, Leehey and Hanson 1971, Phillips 1956, Rayleigh 1915, Richardson 1923,1958, Stowell and Deming
1965,1936, and Strouhal 1878]. The work reported was empirical until the landmark papers by Lighthill in the fifties
that established the foundations of aeroacoustics, or more generally, noise generation by fluid flow. Lighthill’s
papers were concerned with the sound field generated by the unsteady fluid motion of an unbounded fluid. Curle
extended Lighthill’ swork by considering the noise produced by the flow when solid boundaries were present. He
showed that when solid boundaries are present, Lighthill’ s solution should include other terms associated with the
noise produced by the effect of the surfaces. Ffowcs-Williams and Hawkings later generalized Lighthill’ s and

Curle' sresults by including convective effects and surfaces in arbitrary motion. These results, especially those of
Curle, were extended by Phillips, who reduced Curle’'s expression to account only for the noise generated by the
fluctuating fluid forces produced by the cylinder. Fluctuating fluid forces create dipole sound sources. This fact was
demonstrated experimentally using cylinders by Stowell and Deming, and Gerrard 1955. Stowell and Deming, and
Gerrard 1955 measured the characteristic directionality produced by acoustic dipoles from cylinders. Dipole sources
of sound are more effective sound radiators than quadrupol e sources of sound at lower Mach numbers [see for
example Blake]. This means that sound emissions from cylinders can be estimated at lower Mach numbers by
measuring only the fluctuating forces. This fundamental theory has been shown to predict the noise from cylinders
relatively well (3 dB). Noise from cylinders therefore can be modeled as an acoustic dipole with source strength
dependent on the flow-induced forces imparted on the cylinder.

The periodic vortex shedding that occurs for avery large range of flow conditions causes these fluctuating
forces. Fluctuating forces on cylinders have been extensively measured for single cylinders. However, thereis
significant scatter in the data. Fluctuating forces on cylinders are affected by aspect ratio, surface roughness, flow
turbulence, wall blockage, cylinder movement or vibration, boundary proximity, and tube termination [Achenbach
1971, Achenbach and Heinecke 1981, Bishop and Hassan 1963a,b, Bruun and Davis 1975, Blackburn 1994,
Blackburn and Melbourne 1996, Buresti 1981, Chen 1987, Duarte Ribeiro 1992, Gerrard 1961, Keefe 1961, 1962,
Norberg and Sunden 1987, Schewe 1983, So and Savkar 1981, Szepessy 1994, Szepessy and Bearman 1992, and



Zdravkovich 1990, 1997]. In addition to these parameters, the vortex shedding will not be in phase along the tube
axisif the aspect ratio islarge. For cylindersinside atube array the experimental datais very limited. Fluctuating
forces produced on single cylinders inside tube arrays have been measured by Chen 1972b, Chen 1987, Oengdren
and Ziada 1998, and Savkar 1984.

When a source of sound is placed inside a duct, the duct walls reflect and absorb the acoustic waves that hit
its surface. For this reason, the acoustic field of a sound sourceinside aduct isvery different from that in unbounded
space. The acoustic field inside the duct is composed of the acoustic free field plus the acoustic field created by the
reflections. Sound reflections vary according to the duct wall’ s impedance. For very rigid walls, where the specific
acoustic impedance can be considered very large, visco-thermal effects dominate the damping at the walls[Morse
and Ingard]. For arrays of cylinders the sound scattering as well as the visco-thermal dissipation at the tube surfaces
also play important roles [Howe].

Modeling the noise from cylindersin cross-flow isavery difficult task even for asingle cylinder in afree
field where the effects of the duct on the acoustic field and fluid mechanics are not present. Recently Cox et al.
1997, 1998 explored the ability of existing techniques to predict the tonal noise produced by cylinders over awide
range of Reynolds numbers. They used a Reynolds-averaged Navier-Stokes computational fluid mechanics
technique to estimate the unsteady flow field. These results were then used with an acoustic solver based on the
Ffowcs-Williams and Hawkings equations. They show that the two-dimensional formulation was not able to predict
Strouhal number, drag, and the fluctuating lift coefficient accurately for Reynolds number larger than 200.
Preliminary results for a single three-dimensional case with a Reynolds number of 1000 showed improvementsin
the estimations. These results, when used with the acoustic solver caused significant errorsin both the tone
frequency and amplitude.

Vortex shedding is affected by sound [Blevins 1985, Ffowcs-Williams and Zhao, Peterka and Richardson].
The sound can be externally introduced or can be the result of the reflections of the sound produced by the cylinder
in the duct. Fluid -acoustic coupling effects can significantly change the sound generation and attenuation
characteristics of bluff bodies inside aduct as demonstrated by Stoneman et al.

If the cylinder isnot rigid, two different complications arise. First, cylinder vibration affects the vortex
shedding process [Bishop and Hassan 1963b, Leehey and Hanson]. Second, an additional contribution dueto the
sound from moving surfaces needs to be considered. For more than one cylinder and cylinder arrays, the vortex
shedding from upstream cylinders hitting cylinders downstream can also influence the vortex shedding process
[Morse and Ingard].

M easurements of sound pressure levels produced by single cylinders and cylinder arraysinside a
rectangular duct have been reported by many researchers [Barrington, Baylac et a., Blevins and Bressler 19874,
1993, Chen 1968, Eisenger et a. 1996, Nemoto and Y amada 1992, Oengdren and Ziada 1992, Xia 1986, Ziada and
Oengoren 1992, 1993]. However, the work focused on measurements taken only at resonance conditions and made

no attempt to measure or model the acoustic field or to account for the effects of the duct walls.



3.3 Aeroacoustic theory for the prediction of the sound from a small aspect ratio circular cylinder
subject to cross flow in unbounded space
Lighthill’ s groundbreaking work in 1952 established the foundations of aeroacoustics. His approach is

uniquein the sense that he considers that aregion of the flow generates the sound that propagates in the adjacent
fluid. Lighthill’ s inhomogeneous wave equation is derived from the continuity and momentum conservation
equations. Lighthill’s original work neglected the effect of rigid surfaces on the flow. Curle and later Ffwocs-
Williams and Hawings generalized Lighthill’s work to include surfaces effects. These theoretical developments
were used for the first time by Phillips and apparently simultaneously by Etkin et al. to threat the noise from
cylindersin cross flow.

In this section starting from the derivation of the Lighthill equation and using Curle’'s solution and Phillips’
source separation technique the relations that permit the cal culation of the noise produced by fully correlated vortex
shedding from rigid cylindersin cross flows will be devel oped.

Starting with the conservation equations:

Continuity equation:
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Momentum Equation:
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In (3.2) the term g; is the viscous stress tensor. Equation (3.1) and (3.2) can be combined by multiplying

(3.1) by n;, adding the result to (3.2). Thisis expressed as
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Equation (3.5) can berearranged as

(3.5)
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T;j isknown as the Lighthill turbulence stress tensor. The terms p-p, andr -+ , are introduced in (3.8) to represent the
acoustic pressure and density. Differentiation of equation (3.1) with respect to time and subtraction of equation

(3.7) after taking the divergence lead us to the nonhomogenous wave equation known as Lighthill’ s equation:
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Andsimplifying (3.9) leads to Lighthill’s equation.
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Another derivation of equation (3.10) for the case where viscosity is neglected and where isentropic

conditions are assumed follows. In this case the continuity and momentum equations are modified to:

Continuity equation:

'nrt +roNx =0 (311)

Momentum equation:
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In addition to these equations, the relationships between acoustic pressure and acoustic density is obtained

by a Taylor series expansion of the pressurerelation p = p(r ,s) for an isentropic process [Pierce]:
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If thisseriesislimited to linear terms, then
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Equation (3.17) can be rearranged to (3.18) upon converting acoustic pressure to acoustic density using (3.14):
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where
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Tj; iscalled the Lighthill stress tensor. The particular case presented here covers conditions for constant
entropy throughout the fluid and neglects the effects of viscosity.

Equation (3.18) is the nonhomogenous wave equation. The term on the right is the source term. The
solution for this equation is expressed in (3.19). This solution has been taken from Curle's paper, who himself took
it from Stratton.
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In the absence of surfaces, only the first term in equation (3.19) isimportant. This represents the noise due

to turbulence in the flow. This solution was presented by Lighthill 1952 and is equivalent to a quadrupole source of
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sound. Solid surfacesin contact with flowing fluids support fluctuating forces. Thistype of interaction can be
represented by dipole sound sources which in many cases especially at low Mach numbers dominate. Another form

of (3.19) presented by Curleis shown in (3.20).
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There are three different sound contributors that equation (3.20) should take into account. The first
contributor is due to the unsteadinessin the fluid and was shown by Lighthill to be equivalent to quadrupole sound
sources distributed through the fluid. The other two contributions come from the interaction of the flow with solid
boundaries. Thefirst oneis due to the fluctuating stresses’ action on the boundary. In the case of a bluff body, this
represents the fluctuating forces created such as fluctuating components of the lift and drag. Thefinal contributionis
that due to the movement of the solid boundary. Phillips modified Curle’ s equation (3.20) so that these three
contributions could be considered independently. The modified version of the solution of equation (3.18) as

presented by Phillipsis shown in equation (3.21).
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This equation when applied to the neighborhood of a closed solid surface is approximated by
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The terms on the right-hand of equation (3.22) can be interpreted physically asfollows[Curle 1968]:
1. Theterm T;; represent Lighthill’s stress tensor which produces quadrupol e sources.

2. Thetermr qviv; whichiszero for rigid solids, is of dipole type. This term represents the momentum
imparted to the nearby fluid by a normal moving boundary.

3. P representsthe fluctuating pressure that when integrated around the solid is equivalent to a
fluctuating force. Thisterm is therefore of adipole nature.

4. Thetermr , v; /Tt represent the monopole sources. Thisterm is also zero when thereis no boundary
movement. This term represent displacement of fluid by the boundary movement.
Further simplifications to (3.22) are made when assuming afixed solid boundary. If thisisthe case,

equation (3.22) reducesto

A LI, i T dV(y)+ — 3.23
T e



In equation (3.23) the first term represents the noise produced by the flow in the absence of solid surfaces.

Thisterm isimportant for high flow velocities. The noise produced by the solid rigid surface reduces to:

r»- 1 _x I 3.24
4y’ [{* Tt o
where:
F = - OpidS(y)
S

Equation (3.24) is the equation of relevance for the production of sound by the fluctuating components of
the forces generated by the flow on acircular cylinder. This equation will now be applied to obtain ageneral
solution for the noise generated by acylinder at the vortex shedding frequency.

First an expression for the fluctuating force F; for a circular cylinder must be determined. Thisis obtained

from the definition of the fluctuating coefficient of lift

CL =1L (325)
>To UL
or
C.r,U?DL
Ful==—— (3.26)

Equation (3.26) represents the magnitude of the fluctuating force. The sinusoidal variation of thisforceis

represented by equation (3.27).

2
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In equation (3.27), f (z,t) represents the phase angle that must be considered when the cylinder aspect ratio

R (3.27)

islarge enough that the vortex shedding is not in phase along the length of the cylinder. For aspect ratios smaller
than 3-5 in the Reynolds number range of interest (see section 2.6) the vortex shedding isin phase and f(z,t) = 0.
Substitution of equation (3.27) into equation (3.24):

gCLroU™L jut ,
X; 2 _ixC.r,U DLW
r»- I Tt =- 32 (3.28)
e’ | e, X

The mean square acoustic density is equivalent to the square of equation (3.28). This equation can be
further simplified by the introduction of the Strouhal number definition S=fD/U or S= wD/(2>pXJ) and noting that
¢xg=r, and ¥ = reos(q).
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Other useful expressions can be obtained by converting (3.29) to acoustic pressure or intensity. The

relations between acoustic pressure, density and intensity are

2 p2
p=Cyr, I= (3.30)
r (o] C0
S0, (3.29) can also be expressed as
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Equation (3.31) can also be expressed as a function of the fluctuating force magnitude (equation (3.26)) as

2 |FL|2 f2 cosz(q) 23
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p

and
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(3.33)

Equation (3.32) shows the dependence of the sound generated by the cylinder in cross flow to the flow
induced fluctuating forcesin the transverse direction. The dipole directionality of this sound sourceisintroduced by

the cosine factor.

3.4 Proposed Model
The previous sections described the work and devel opments made to establish the fundamental relations to

estimate the sound produced by single cylindersin unbounded space. Thiswork wasbased on using the dominant
fluctuating lift dipole source produced by the cylinder in cross flow. The model proposed and evaluated in this study
is based on using a point dipole source term to represent the noise produced by cylindersin cross flow. Thissource
term will beintroduced in the convected Helmholtz equation with appropriate boundary conditionsto find
expressions to determine the now bounded acoustic field. Although it iswell known that the sound produced by
cylindersin cross-flow can be modeled as a dipole sound source and the theory needed to model acoustic sources
inside ducts or cavitiesis available, to our knowledge, thisisthe first time that an investigation of the correlation
between measured sound pressure levelsin aduct excited by one or more cylindersin cross flow and an acoustic
model driven by dipole sources has been made.

3.4.1 Advantages and disadvantages of proposed model
The acoustic model permits the separation of the complex fluid mechanics phenomena present aslong as

the fluid mechanics effects responsible for the generation of sound from cylinders can be measured, assumed, or
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estimated. This “separation” of the fluid region responsible for the noise sources from the region, with no source and
only acoustic propagation present, constitute the essence of the acoustic analogy approach first established by
Lighthill in 1952 [Farassat].

This modeling approach accounts for the source strength and directionality, the effects of thewallsin
damping and reflections, and can be used to determine the full acoustic field. The dipole source strength is
determined from the fluctuating flow-induced forces produced between the cylinder and the flow. These forcesarea
function of the flow parameters and the fluctuating lift coefficient, a coefficient that is typically determined by
experiments. The dipole frequency can be determined from the Strouhal number, flow velocity, and diameter of the
cylinder. Boundary conditionsin the duct walls permit the introduction of damping through use of the acoustic wall
impedance. In addition, a volumetric damping term was introduced in the convected wave equation as Cumpsty and
Whitehead did in their study on resonances excited in aduct by platesin cross flow. In thiswork the analytical
series solution was obtained.

The approach devel oped herein has the following advantages:

A. Themodel accountsfor source strength and system dynamics.

B. Themodel can be used to solve for the acoustic field produced by acylinder in cross-flow inside a

duct. To model multiple cylinders, each individual solution is added throughout the domain to
determine the final acoustic field.

C. Themodel takesinto account duct dimensions. Acoustic natural frequencies are dependent on duct
dimensions. When a source frequency is close to an acoustic resonance the acoustic field is amplified.

D. Themodel takesinto account flow velocity. Flow velocity changes the speed at which awave travels.
Thisfact modifies the acoustic natural frequencies aswell as wave propagation in the flow direction.

E.  Themodel can be used to solve for the acoustic pressure at one location in the duct without having to
solvefor the full acoustic field.

F. Themodel isin aform that can incorporate acoustic damping.

G. Numerical techniques could be used to solve for more complex geometries [Eversman and Steck 1984,
Baumeister and Kreider 1996, and Mosher 1986a,b].

H. Itisoften necessary to determine the maximum sound pressure level that occurs for a particular heat
exchanger and condition of operation. The model could be used to estimate this upper limit and its
location once the appropriate information is known. The model accounts for many factors and their
interactions and thus could provide the basis to predict heat exchanger tonal noise problems.

However, there are also some disadvantages:

A. Themodel assumes the knowledge of several parametersin advance of its application. It assumes that
the fluctuating flow-induced forces, frequencies, and phases of the sources are known. This means
knowledge of the fluctuating lift coefficient, vortex correlation length (for long cylinders), and the
fluid mechanics that creates the fluctuating forcesin cylindersin general. While fluctuating lift

coefficients have been measured extensively for single cylindersin awide range of conditions, thereis



asignificant scatter in the data. For cylindersinside arrays, fewer measurements are available and only
for limited conditions.

B. Themodel does not account for flow-acoustic-structural interactions. Vortex shedding can be affected
by the internal acoustics of the cavity or by cylinder vibrations. In our case of short rigid cylinders,
only the fluid—acoustic interactions are believed to be important.

C. Once multiple sources are present, even if they generate tonal noise at the same frequency, the phases
of each sourcerelative to the others must be assumed. Thereis experimental proof that at resonance the
cylindersinside an array shed vorticesin phase [Ziada and Oeng6ren 1992 and Oengéren and Ziada
1992]. This condition could be used to determine the critical case using the model.

D. Themodel assumes auniform velocity profile inside the channel. Flow velocity affects the acoustics of
the channel. To account for its effects typically a uniform velocity profile is assumed [Eversman and
Steck 1984, Eversman and Baumeister 1984, and Mosher 1986a,b]. This approximation predicts
relatively well the shift of the transverse natural frequency of the duct as shown in Chapter 5.

E  Themodel does not account for broadband noise generated by turbulence.

F.  Themodel inits current form can account for two forms of damping: 1) linear damping at the walls
expressed as complex acoustic impedances, and 2) volumetric damping. However, it is not known if
actual damping mechanisms can be represented in these ways. Additionally, damping at the wallsin
our analytic series solution assumes that the specific acoustic impedance is the same for opposing
walls.

G. The model assumes that the cylinder/cylinders that produce the dipol e sources do not affect the sound
field. Thisassumption is expected to be more limiting for cylinder arrays.

H. Ingeneral all the restrictions of linear acoustics apply. That is, small acoustic pressures and densitiesin
comparison to the mean values and ideal gas behavior.

Itisbelieved that the proposed acoustic model can be used as atool to further the understanding of the

noise generated by flow over single or multiple cylindersinside aduct. Thiswork presents the results of its
evaluation.

In the next sections the derivation of the proposed acoustic model equations and sol utions are presented.

3.5 Dipole sound inside rectangular ducts
The sound produced by an acoustic source inside a duct or cavity creates a more complicated acoustic field

than that created when the source emits inan unbounded region of constant acoustic impedance. The acoustic field
created in the absence of reflecting walls produces what is known as an acoustic free-field. When a source of sound
is placed inside a duct, the duct walls reflect and absorb the acoustic waves that hit its surface. For this reason, the
acoustic field of asound source inside aduct is very different from that in unbounded space. The acoustic field
inside aduct depends on many factors such as 1) the source frequency, 2) source radiation pattern, 3) source
position, 4) source strength, 5) walls acoustic impedance, and 6) size and shape of enclosure. All of these factors

should be considered in amodel to correctly estimate the acoustic field.



In this section afundamentally based model to determine the acoustic field produced by adipoleinside a

duct will be devel oped.

3.5.1 Modeling assumptions
To model the sound produced by a point dipole inside a duct with flow the inhomogeneous convected

acoustic wave equation with a point dipole term should be used. This equation is derived from the mass and

momentum conservation equations and the ideal gas equation of state once the following simplifying assumptions

have been introduced.

A.
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Thefluidisaperfect gas.

Thefluid isinviscid.

The fluid is non-heat conducting.

Thefluid isisotropic and homogeneous.

No external body forces act on the fluid.

The acoustic field isirrotational.

Acoustic perturbations are small.

Aninertia coordinate systemsis used.

A uniform velocity profile is assumed.

Constant velocity at any cross section of the duct is assumed.
Known source strength, directionality and position is assumed.

The cylinder does not disturb the acoustic field.



3.5.2 Derivation of inhomogeneous convected wave equation with a dipole source term
The conservation equations to which the above simplifying assumptions have been introduced are
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There are three main basic models of noise sources: monopoles, dipoles, and quadrupoles. Monopoles can
be visualized as a pul sating sphere that has a surface that moves back and forth in a sinusoidal fashion. If the sphere
radius is small amonopole acts like a pulsating mass source. For this reason, a monopole can be introduced in the
conservation of mass equation. A dipoleis defined as two monopol es separated a small distance that have the same
strength and that oscillate 180 degrees out of phase with each other. This out of phase oscillation produces
effectively anet fluctuating force. For this reason processes that create fluctuating forcesin fluids such as vortex
shedding from cylinders can be modeled as acoustic dipoles. The way to introduce an acoustic dipoleistherefore
through the momentum equations as shown in the middl e equation presented in (3.34). A quadrupole consists of two
dipoles separated a small distance and oscillating 180 degrees out of phase. There are lateral and longitudinal
guadrupoles depending on how the two dipoles are oriented. The dominant sound produced by cylinders in cross
flow can more closely be modeled as an acoustic dipole [Blake]. For this reason only dipole sources will be
considered.

Acoustic disturbances can usually be regarded as small amplitude perturbations on top of an ambient state
[Pierce]. The acoustic conservation eguations are obtained when the acoustic perturbations are separated from the
steady or ambient components. To separate the acoustic perturbations, the equations describing the steady and

acoustic components are introduced in the conservation equations. These equations are

Py =Po +P

Py =rg+r’ (3.36)
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Where the * represent dimensional quantities. The o represent steady component and the - represents a

vector quantity (see nomenclature). Introducing equation (3.36) to the conservation equations:
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Additionally, the relationship between the acoustic pressure and density can be obtained as shown by
equations (3.13) and (3.14).
Using the linear or acoustic approximation in which second and higher order terms are neglected, the

acoustic conservation equations in terms of dimensional variables take the form:
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In equation (3.39) p*, r*, and V' represent the dimensional acoustic pressure, acoustic density, and

®
acoustic velocity and V, , 1, ¢,, and F are the dimensional uniform flow velocity in the x direction, fluid density,

®
fluid speed of sound, and body force per unit of mass at point x, .
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To obtain the convected wave equation from equations (3.39), first the operator presented in equations
(3.35) isapplied to the continuity equation. The momentum and equation of state are then substituted in the resulting

equation. The convected wave equation is:
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The dimensional inhomogeneous convected wave equation presented in (3.40) does not include damping
terms. There are different possible damping mechanisms available that can modify the acoustic field produced by
sources inside ducts. Acoustic damping can also be due to imperfect reflection when the duct walls have finite
acoustic impedance. Acoustic damping due to boundary conditionswill be treated |ater. Independently of the
acoustic damping produced by the walls, there are other damping mechanisms. Some of these mechanisms are
caused by flow phenomena such as turbulence and convection. Other are produced by thermo -viscous processes. For
cylinder arrays damping could be the result of sound scattering or thermo -viscous processes at the cylinder walls
[Howe]. Theinclusion of avolumetric damping term in the inhomogeneous convected wave eguation could be used
to account for some of these damping processes. “1f dam ping is small, the addition of alinear damping term gives a
good approximation to the response of the actual system” [Cumpsty and Whitehead]. The addition of adamping
term modifies equation (3.40) to
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where Q represents the constant volumetric damping in the acoustic medium.

To nondimensionalize equation (3.41), the following list of relationships will be introduced:
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Introducing equations (3.42) to equation (3.41) transformsit to
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Andif weintroduce Q,; = QL /c, ,then
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For harmonically varying variables with atime dependance of the form exp(iwt*) = exp(-iwLt/co) =
exp(-i k_ct), equation (3.43) changes to the inhomogeneous convected Helmholtz equation with volumetric damping

(equation (3.44)). The solution of this equation after the appropriate boundary conditions are introduced expresses

®
the acoustic field produced by a dipole sound source of source strength F at radial frequency (k. co)/Lc in the

bounded domain. Where k_ .=wL/ c,, is the nondimensional wavenumber or Helmholtz number, and L; isa
characteristic reference length.
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This decomposition into the different frequencies simplifies the solution and its appropriate for our case of
adominant single dipole source emitting at a given frequency. The solution when more than one acoustic source are
present in the domain of influence can be obtained by the superposition of all theindividual acoustic fields. If the
sources are emitting at different frequencies, the solutions are obtained in the same way, but now each point in the
domain will have a spectrum containing components at the varioussource frequencies.

3.5.3 Description of wall boundary conditions
Wall boundary conditions can very significantly modify the acoustic field produced by sound sources

inside an enclosure. The specific acoustic impedance characterizes wall acoustic behavior. Some thermo -viscous
dissipation processes occurring at the walls can be modeled by modifying the actual wall-specific acoustic
impedance especially when the walls could be considered to berigid [Morse and Ingard]. Acoustic damping at the
wallsis avery important factor to determine if a noticeable acoustic resonance can develop. However, no attempt
has been made to include its effects in current damping models that try to predict acoustic resonance conditions for
heat exchangers.

There are cases when it might be desirable to find a solution assuming rigid walls. For thisreason, rigid
wall aswell as absorbing wall boundary conditions will be described here.

Typical boundary conditions for rigid walls are 1) the particle velocity is zero, or 2) the derivative of the
acoustic pressure normal to thewall is zero. The latter form of boundary conditions will be used here and are shown

next.
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When using boundary conditions (3.45), it is more appropriate to solve the problem using a coordinate
system with its origin on aduct corner. For absorbing walls, it is more convenient to solve the problem using a
coordinate system with origin at the center of the duct. Thisiswhy boundary conditions are specified differently in
equations (3.45) and (3.46). It isassumed in equations (3.46) that wall acoustic impedance is independent of

position.

3.5.3.1 Wall Impedance definitions
The ratio between the pressure and normal acoustic velocity at apoint in asurfaceis called acoustic

impedance. Thisimpedance may depend on the frequency of the wave, and it can be complex. A complex
impedance indicates that the normal acoustic velocity and acoustic pressure are not in phase.

The following relationships related to the acoustic impedance Z are commonly used in the literature [see
Morse and Ingard, for example]:
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In equations (3.47) Z and z represent the acoustic impedance and specific acoustic impedance respectively
while g and ¢ are the specific acoustic resistance and reactance in the same order. The termsb, x, and s are the
specific acoustic admittance, conductance and susceptance respectively. While thetermsa, k and i represent the
wall impedance coefficient, the wavenumber, and the square root of —1.

The acoustic impedance can al so be afunction of position. In thiswork, the dependence of acoustic

impedance on position will be neglected.



3.5.4 Solution of the inhomogeneous convected Helmholtz equation with a dipole source term inside an infinite
rectangular duct with rigid walls
To solvefor this problem, the inhomogeneous convected wave eguation (3.44) without the volumetric

damping term would be solved using boundary conditions specified by equations (3.45). Thefirst step in the
solution procedure is to obtain the solution of the homogeneous problem. The solution of the homogeneous problem
gives us the required equations to obtain the characteristic values or eigenvalues. Each discrete mode eigenvalue
satisfies the specified boundary conditions for that mode in question only. The eigenfunctionsin this case have been
directly specified since they are well known for rectangular sections (cosine functions).

The next step in the solution process is to decompose the source term so that the dipole orientation is
expressed correctly. For the coordinate system chosen, this means a dipole orientation in the y direction (see Figure

3.1). Thelast step consists of solving the inhomogeneous problem with this source term.

Figure 3.1 Coordinate systems used in modeling equations. With damping at the walls (center of the duct) and
with rigid walls (duct corner).

3.5.4.1 Solution to the homogeneous problem
The propagation only part of the convected Helmholtz equation, with no sources present and without

volumetric damping is described by equation (3.48):
2
f2p- M2 IR oik MIR 4+ 2p=0 (3.48)
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The solutions to the homogeneous problem are of the form shown in equation (3.49) [Morse and Ingard]:
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Substitution of (3.49) into (3.38) yields
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From (3.50), the eigenvalues of the m,n mode in the x direction are determined to be:
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Substitution of the boundary conditions (3.45) leads to solutions for the eigenvaluesin they and z

Ym

(3.51)

directions as shown below:
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Similarly, in the z direction:

Ky, = ”pH"° (3.55)

3.5.4.2 Decomposition of the dipole source term
Dipoles, unlike monopoles, produce sound in a preferential direction. Thus, in addition to dipole position,

dipole orientation is necessary to completely specify thistype of acoustic source. The sound from cylindersin cross-
flow consists of two types of dipoles. These dipoles are associated with the lift and drag components of the
fluctuating forces generated by the vortex shedding process. The lift dipole is approximately an order of magnitude
larger than the drag dipole. The lift dipoleis oriented transversely to the rectangular duct walls, and isin the
majority of casesthe direction that supports the acoustic resonance inside heat exchangers [ Eisinger and Sullivan].
For these reasons the lift dipole dominates the acoustic field generated by the cylindersin cross-flow inside a duct.
The source term present in equation (3.44) expresses dipole sourcesin all axis directions. In our coordinate
system, thelift dipoleis oriented in the y-axis direction and is of primary importance. The source term for adipole

so oriented can be obtained from the general dipole source term of equation (3.44) as shown below.
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The source term in equation (3.44) can be expressed as
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Theright hand side of equation (3.56) can be decomposed as
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If only theforcein they direction is present, then (3.57) simplifiesto
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3.5.4.3 Solution to the inhomogeneous problem
Equation (3.44), assuming adipole term in the y direction and no volumetric damping, becomes
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The solution of this equation is of the form
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Substituting (3.60) into (3.59),
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Multiplying (3.61) by
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and integrating from y=0,W/L; and z=0,H/L,
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For m=0, the integrand becomes 1, thus, when evaluating for the limits of integration and introducing the
values of ky
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In addition to (3.63), the following propertiesof the delta function are needed:
(\j(X)d (X - Xs) dx = f(xs)

(3.66)
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Using equations (3.64), (3.65) and the properties of the delta function, equation (3.62) can be simplified to
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Equation (3.67) is alinear second-order nonhomogeneous equation that will be solved below using the
method of variation of parameters.



Thefirst step in this procedure is finding a solution to the homogenous linear differential equation. To do
thisthe characteristic equation (3.68) needs to be solved:

[1- M2) Q2 +2ik M Q+ (k.2 k. 2~ k; 2}=0 (3.68)

The solution to the homogeneous problem is of the form

Q=Q,+Q,=B,e?* +B,e?* (3.69)
Solving for the values of a using the quadratic formula and using equations (3.51),

.ae_ kLcMi\/kch - (1 Mz)(kymz +an2)2 +

+ _€ ) T
Q" =i¢ (1_ Mz) :- 'kxmn,u (3.70)
& b

the homogeneous sol ution to the problem becomes

Q =B,e ™" + B " om " (3.71)
wherethe k- and k represent the + and — parts, respectively, of the axial eigenvalues shown in

Xmn,1 Xmn,2

equation (3.51).

To find solutions to the nonhomogeneous problem, the constants B; and B are replaced by arbitrary
functions, say, h, and hy, that should satisfy the nonhomogeneity. To solve for the two unknown functions, two
independent equations are needed. The first equation is obtained when equation (3.71) is substituted into equation
(3.67). The second equation is obtained such that second derivatives of the functionsh; and h, are avoided [see

Wylie and Barrett, page 82]. The set of equations needed to solvefor h, and h; are:

St L
hjll_ e' KX mnaX +h'2 e' K Xmin, 2X =0
(3.72)

o KX LS K, sinlk k, z.JIF, d(x-
ik;}mnlhleI X’“”llx+ik;f(mn’2hz o xmn 2% _ By S'n( ymyAs?l:ZSZE ém_zji)y (x Xs)}

Equations (3.72) can be solved using Cramer’ srule. This approach requires the determination of the
Wronskian:

ik X X .
X Xmn,2 i N N Y]
e mn,1 e B . + + IX Ky 1+kX 07
Wr =| Kt x x| =" IG< -k Fns "2 (3.73)

an,l xmn,2

and solving for h; and h,
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and evaluating the integral
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i*;mn’ X
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And evaluating the integral,
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Finally, the solutions for the acoustic pressure inside a duct with atransverse dipole located at (x,ys,Z) are
=4 4 Bty bbb ok ged
n=0m=0 Ym ' Zn Xmni Xmn2
(3.78)
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3.5.4.4 Solution for dipole oriented along the x-axis
If the dipole axis coincides with the flow direction (in our coordinate system, this means coincidence with

the x-axis), then the solution procedure would be similar to the one shown above, except that the right-hand side

term presented in equation (3.59) should be changed to its equivalent x-axis dipole source term shown below:

- R (x- x by -y Biz- z) (3.79)

In this case, theintegral shown in equation (3.75) is modified and the final solution for an x-axis dipole becomes

B T 00 N S R
n=0 m=0 AymAZn (l_ M )(kxmnJL - kxmnyz)
(3.80)
. :g g k;mnleX cos(kymysl)cosGz\zpis)cos(liymy\)cos(kznz)eik;mnvz(x_ x.) X <x.
n=0m=0 AymAZn (1_ M )Q<xmn‘1 B kxmnvz)

3.5.5 Point dipole inside an infinite rectangular duct with absorbing walls and uniform flow
Heat exchanger wall materials and a combination of different physical phenomena present at the walls

influence the interaction of acoustic waves with these surfaces. For these reasons, even when the heat exchanger
walls could be considered acoustically rigid, afinite acoustic impedance needs to be used to model approximately
the wall acoustic properties. In general, wall acoustic properties vary as a function of frequency. In the limiting case
of fully absorbing walls at a particular frequency of interest, the walls produce the effect of freefield conditions and
cannot sustain an acoustic resonance. Free field conditionsinside aroom can only be approximated by anechoic
rooms. Some of the physical phenomenathat affect acoustic impedance of the wallsinclude thermo -viscous sound
attenuation processes [Morse and Ingard] and boundary layer effects [Mosher]. The finite acoustic impedance of the
walls of heat exchangers have not been considered before as a possible cause of sound attenuation in these
containers.

Absorbing wall boundary conditions presented in equations (3.46) will be introduced in this section to
develop a nondimensional solution to equation (3.44) for an acoustic dipole perpendicular to they axisinside an
infinite rectangular duct that considers the effects of finite impedance on the duct walls.

The solution procedure is similar to the one presented in section 3.4.4 for rigid walls. The changesinvolve
achange in the coordinate system which now islocated in the center of the duct and the use of cosine and sine

solutions as described below.

3.5.5.1 Solution to the homogeneous problem
The solutions to this problem are of the form presented in equations (3.81) [Morse and Ingard].

3 3 ik™  (x-xs)
p+ = a a. p;m Cs(kym y)Cs(anz) e fm X> Xg
o (3.82)
g g - -1k (x-xs)
P =a adPm Cs(kym y)Cs(an z) e mn X < Xq
n=0m=0
where
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icos(kn) for n=0,2,4,6...
‘ (3.82)
S

Cslk, )=

(ko) {sinfk,) for n=1,3,5,7...

The x-direction eigenvalues are obtained by substitution of equations (3.81) into equation (3.48). These
eigenvalues are identical to those presented in equations (3.51).

Substitution of the boundary conditions (3.46) leads to solutions for the eigenvaluesin they and z

directions as shown below:

v=0 For m=0,2,4,..
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The above expressions aretrue if
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ky tang2>—zi=a, For m=0,2,4,.
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ak, W 0
tancym — +P -5 For m=1,3,5,...
Ym 2|_C 25 y

(3.85)

The eigenvaluesk,, are of the form

(3.86)

If the walls could be considered close to being hard, (i.e., when the wall absorption coefficients are small)

substitution of (3.86) into (3.85) leads to [Morse and Ingard]
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3.5.5.2 Solution to the inhomogeneous problem

(3.87)

(3.89)

(3.89)

The introduction of absorbing walls boundary conditions modifies slightly the solution found for rigid

wallsin section 3.5.4.3. In this case, the solution obtained following the same steps presented in section 3.5.4.3 is

¥y iFst'(kymy]y Cs(kznzS)Cs(kymy)\Cs(kznz) (o)
pP=aa - f e ™ X>X
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where the constants Ay and A, are now defined as
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3.5.6 Point dipole inside an infinite rectangular duct with volumetric damping, rigid walls and uniform flow
The introduction of volumetric damping in the inhomogeneous convected wave equation provides another

way to account for sound damping mechanisms. In this case the damping mechanisms would need to be isotropic
and homogeneously distributed throughout the acoustic medium to be correctly modeled by this approximation.
Volumetric damping is also expected to be afunction of frequency.

The solution when volumetric damping and rigid walls are present changes from the one shown in section
3.4.4 by modifying the x-direction eigenvalues. The homogeneous form of equation (3.44) shown in equation (3.93)

is needed to obtain these eigenvalues.
2 21 . .. fip 2 .
Np-M ﬂ_2+2|k" Mﬂ—+(k,_ +iQpq KL )p:O (3.93)
X C X c c

Substituting equations (3.49) into equation (3.93) leads to the required relationships (3.94) to obtain new x-

direction eigenvalues:

2
@- M2)ki 2k Mki +k, Z+k, - (kLCZ +iQnaky, ): 0 (3.94)

From (3.94), the x-direction eigenvalues of the m,n mode are determined to be

TS o T TN

\

Xmn (1_ MZ)
) \ (3.95)
o ok T o)
X - m?)
From the above two equations only k; which is required in the inhomogeneous solution should be used.
mn

Thefull solution for ay -direction dipole inside a duct with volumetric damping and rigid walls boundary
conditionsisidentical to equation (3.78). The eigenvalues are obtained using equations (3.95), (3.54), and (3.55).

3.5.7 Point dipole inside an infinite rectangular duct with volumetric damping, absorbing walls and uniform flow
The solution for ay-axis point dipole inside an infinite rectangular duct with volumetric damping and

absorbing walls can be assembl ed using the results developed in previous sections. The acoustic field in this case
can also be described by equations (3.90) if the correct eigenvalues are used. The eigenvalues that account for the
volumetric and wall damping, which should be used in this case, are found in equations (3.95) for x, (3.86) for y and
(3.88) for z.

In equations (3.90) the k)+( and k)+( represent the + and - parts respectively of the axial
mn,1 mn,2

eigenvalues shown in the top equation of the equations shown in (3.95). The constants Aym and A z, aredefinedin
equations (3.91) and (3.92).

3.5.8 Cutoff or resonant frequencies in a rectangular waveguide with flow
A resonance frequency for each mode propagating inside the duct is determined when the denominator in

equation (3.90) is zero. If this condition is encountered, the acoustic wave of that mode stops propagating along the
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duct and aresonance condition is established. For thisto happen, the argument of the radical in equation (3.95)
should be zero. That is,

kLc co2 B (1' MZ)Q(ym2 + kzn2 - 1Qng I(Lc co): 0 (3.96)

If volumetric damping is zero,

k c - 2)%
fcomn = koo - (1 M (ky ; +kZ ZVé (3-97)
’ 2pL, L, m "

and if thewallsarerigid,
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comn 2pl; ¢ W g e H g (399)

The above equations show the influence of the Mach number in determining the cutoff frequencies of each
mode. Its effect could be perceived as an effective reduction in the speed of sound. The speed of sound ¢, used
above isthe speed of sound of the gas in aduct where no cylinder array is present. Thisis adequate for single
cylinders, but the presence of cylinder arrays has been shown by Parker 1978 and Blevins 1986 to reduce the
effective sound speed. To estimate the acoustic natural frequencies if acylinder array is present inside the duct, c,
should be replaced by c; shown in equation (2.23).

If volumetric damping is not zero, then from equation (3.96),

e b M)y £~ - |v|2)2;gnd2 rall- M2, 24k, ?) )

or

— kLc coCo _ - CO&' MZ)iQnd iCO\/‘"G" MZ)(kym2 +an2)' (1' Mz)and2

fo= = 3.100
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Bamp L, &  ampL, 60 2 2
- coﬁ- |\/|2)|Qnd tc, 4(1 Mz)ég W C; “h c - (1- MZ) Q.
f, = 2 (3.101)

3.6 Mathematical model convergence

3.6.1 Introduction
The use of analytic series solution as developed in the previous sections has advantages and disadvantages.

Three of the main disadvantages are the following:
1. Thistype of seriesin general might not converge.

2. Thepractical limits of using afinite number of terms might introduce errors.
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3. Solutions for complex geometries cannot be obtained.
There are al so benefitsto the use of thistype of solution. A very important oneis that the solution can be

found at any point independently, without having to solve for the complete acoustic field.

In this section, limits on the error introduced by the use of a finite number of terms will be presented, first
by providing an expression that delimits these errors, and then by numerical experiments of the solution both asa
function of space in the solution domain and as a function of frequency of the dipole source.

3.7.2 Analytical model error estimation
In this section, an expression that delimits the error associated with the use a finite number of termsin the

series solution will be developed. To simplify the analysis, rigid walls and zero uniform flow velocity will be

assumed. For these conditions the solution reduces to

Cs(kznz s )Cs(kym y)Cs(kZn z)

-iF, cs'lk, y)
y

pt _é¥ g y s Ko 06 Xs)
m=0 n=0 Ay Az (k;r( 1 k;( 2)
m n mn, mn, (3115)
where
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w _H wL
Aym - Azn T Kie = =
2Le 2k Co (3.116)

If we use m = Mgms-1 and n = Ngms-1 termsin the series, then the residual acoustic pressure would be

¥ x -iFst'(kymy)y cslk, z.)csl,, y)csk, 2)
Pes= A @ :

+ +
M=Mierms N=Nierms AymAZn (kxmn,l - kan,z)

Since the trigonometric functions are bounded by one, the limits of the acoustic pressure can be set as

o' Sinnazlx:) (3.117)
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Substituting equations (3.116) into (3.118) resultsin
L. £ 4 ‘ 202 F ke 1o e o)
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or
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The above expression can be integrated directly for m. The resulting equation is
JWZLz m%p22 n%p2L2 | | ¥
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Pres| £ dn (3.122)
PH | - x|
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Equation (3.122) shows that for any value of m and n suffiently large, the radical will be negative, and the
exponential could then be decomposed into trigonometric functions of sine and cosine. By assuming this, equation
(3.122) transformsto:

. ¥
88 212 212 2.2 2 (0] &e|.,.2 2 2,2 2,2 C
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To integrate the expression above, the Taylor series of the cosine and sine functions presented next could

be used:
3 5 7 9
sin(x) = AN, S SR, S -¥ <x<¥
3 5 71 9l
(3.124)
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Substituting these seriesinto (3.123) transformsit to
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where

|W2|_2c mzp 2ch 2L2 |
2 2 | ) XS
|2  w
The sine and cosine series converge very rapidly. This meansthat, regardless of the values of m and n, as
long as m and/or n are large enough to produce a negative radical, the series will converge and would be delimited
by equation (3.125).

3.6.3 Numerical experiments on model solution convergence
A more practical method to determine the convergence characteristics of our series solution isto perform

some numerical experiments. The numerical experiments will determine the number of terms necessary to obtain
convergence as a function of position and source frequency. In this section, the results of these experiments are
presented.

Figure 3.2 shows results of numerical convergence experiments. The graphs show the sound pressure level
calculated at microphone position 1a (see Figure 4.22) assuming no volumetric damping and zero specific acoustic
admittance. The dipole source strength was estimated assuming that it is produced by a 6.35 mm cylinder at the
center of a2.5 x 38.1 mm duct. The flow velocity was estimated using a constant Strouhal number of 0.21. The fluid
density was fixed at 1.3 kg/n? and the speed of sound was set constant at 345 m/s.
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Figure 3.2 Analytic series solution convergence assuming a point dipole produced by 6.35 mm cylinder at center
of 2.5 x 38.1 mm duct. Calculations performed at microphone position 1a (see Figure 4.22).



Figure 3.3 issimilar to Figure 3.2 except that in this case the numerical convergence experiment was
performed for microphone position 2a. For position 2a, which is further away from the dipole source, the number of
terms drops significantly, as seenin Figures 3.2 and 3.3. Another feature of the solution is that there is less variation
in the sound pressure level (SPL) resultsfor position 2athan 1a. Both of these trends continue for positions further
away from the dipole source. Acoustic pressure or phase angle could have been plotted in Figures 3.2 and 3.3
instead of sound pressure level with similar results.
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Figure 3.3 Analytic series solution convergence assuming a point dipole produced by 6.35 mm cylinder at center
of 2.5 x 38.1 mm duct. Calculations performed at microphone position 2a (see Figure 4.22).

To avoid errors associated with using fewer terms than required to obtain convergence at the positions of
interest and at the same time to reduce computation time by not using more terms than required, the programs used
to solve the analytic series solutions initially assumed that a solution was reached when the sound pressure level
estimated at a particular point did not change more than 0.01 dB from the solution with (Nierm)? to the solution with
(Ntern+1) 2 where Nerm represents the number of termsin each of the two sumsin the infinite duct solution. This
techniqueis not perfect and is slower than simply choosing afixed number of termsin the summation. After some
experimentation, it was decided to fix the number of terms to 307 for positions close to the cylinder (position 1ain
Figure 4.22) and 10° terms for other positions.

Figures 3.4 and 3.5 show contour plots of the sound pressure level and square root of number of terms
required for convergence using the criteria defined above. The results were obtained assuming the same source
strength and fluid properties as those used to obtain the results of Figure 3.2 and 3.3. The source frequency in this

caseis4 kHz. The duct width isrepresented by L. = 38.1 mm.
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Figure 3.4 Acoustic field predicted by model (SPL dB). Source strength estimations made assuming 6.35 mm
cylinder at center of 2.5 x 38.1 mm duct. Solutions obtained at the wall. Graph made by interpolation of results
obtained at a16 x 16 matrix of equally spaced pointsin the plane of interest.
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3.6.4 Comparison to afinite element solution from the literature
Eversman and Steck developed afinite element formulation to obtain the acoustic field produced by

acoustic singularitiesin one and two dimensions. In their paper, they compare the results of their numerical
formulation to results of analytic series solutions. The results of their numerical procedure agree very well with the
exact results of the series solution as presented in their work.

Figure 3.6 shows the results of comparing the solution of the model presented here for aunit dipole at the
center of the two-dimensional duct after the required simplifications have been introduced to results presented by
Eversman and Steck. Figure 3.6 showsthe real and imaginary parts of the acoustic pressure at Y/L; =0 for different
values of X/L.. In this particular solution, Y /L. =0 represents aduct wall, not the center of the channel. As can be

seen in the figure, the solutions areidentical.

—&— Acoustic Pressure Real (Model)
—£— Acoustic Pressure Imag (Model)
< —&— Acoustic Pressure Real (Eversman and Steck)
—— Acoustic Pressure Imag (Eversman and Steck)

Preal or Pimag

o 2 | 1 | 1 | | 1 | 1 |

Figure 3.6 Comparison between analytic solution from Model and Eversman and Steck finite element and
analytic solution. Unit source at X/L=Y /L.=0.5 (center of domain), kL =8.06, M=-0.3, Y/L.=0 (at domain

boundary) for different values of X/L.. X in flow direction, Y in width direction. (2 dimensional formulation)
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Chapter 4: Experimental Apparatus, Test Specimens and Data Analysis

4.1 Introduction
In this chapter, three different experimental setups that were used in thiswork will be presented.

Initially, it was not clear what caused the tonal noise produced by plate heat exchangers. There was
speculation that the broadband noise produced by the thermal expansion valve could be exciting an acoustic or
structural resonance that was responsible for the tonal noise [Rodarte et al. 1998a, 1999b]. Additionally, the reports
of the tonal noise produced by thistype of heat exchanger indicated that this phenomenon occurred only transiently
in the field and only during extreme operating conditions. Therefore, initially the experimental setup was used to 1)
reproduce the tonal noise 2) determine the cause of the tonal noise, and 3) study the phenomena. L ater, the need to
study different array configurations and to isolate the flow-induced noise characteristics produced by short aspect
ratio cylindersin cross-flow inside arectangular channel and to correlate these results with the proposed model
made necessary the use of different experimental setups and fluids.

Additionally, in this chapter the test samples will be described, aswell as the sensor calibration and data
uncertainty analysis.

4.2 Description of R134a refrigerant (1,1,1,2 tetrafluoroethane) experimental apparatus
The main objective of the R134atest set up isto maintain the required state (pressure, temperature, and

superheat or quality) at theinlet of the plate evaporator sample under test. The schematic of the experimental facility
which consists of a continuous flow system designed initially for expansion valve studies around a diaphragm pump
and a number of coaxial heaters and heat exchangersis shown in Figure 4.1.

A high head diaphragm pump instead of a compressor is used to move the refrigerant. A pump was used
sinceit gives more freedom in choosing the refrigerant and the oil. During our tests, only pure R134arefrigerant
(1,1,1,2 tetrafluoroethane) was used. Thefirst array of heaters after the pump was used to vaporize the refrigerant in
order to reduce pressure pulsations. The refrigerant was re-condensed in the subcooler before entering the Coriolis
mass flow meter. A second array of heaters was then used for conditioning the refrigerant before entering the
expansion device. The flow rate was controlled by the expansion device (typically an orifice tube), refrigerant

bypass and heater settings.
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Figure 4.2 shows the pressure-enthal py diagram of the refrigerant asit flows through the test section.
The diaphragm pump moved subcooled liquid from state 1 to 2 (state 2' represents an ideal, isenthalpic,
process). Thefirst array of heater then heated and evaporated or partially evaporated the refrigerant to state 3.
Point 3 could be superheated or in the two-phase region. This arrangement significantly reduced the pressure
pul sations created by the diaphragm pump. Vapor was then condensed and sufficiently subcooled in the
subcooler to ensure single phase liquid flow through the mass flow meter (state 4). The next array of heaters
adjusted the refrigerant state prior to the expansion device. Depending on the condition after these heaters, the
refrigerant could be subcooled, two-phase, or superheated (5", 5', or 5, respectively). Similarly, after expansion,
the refrigerant could be in the two-phase region (6", 6') or more typically in the superheated region (6).
Between state 6 and 7 there were two small heaters that could further superheat the refrigerant. The plate heat
exchanger test section creates a significant pressure drop. At the same time, the refrigerant can be further
superheated in the plate heat exchanger sample. The processin the plate heat exchanger test sample is shown
with line 7 - 8. Between points 8 and 9 lies a condenser that brings the refrigerant back to the liquid state.

Further subcooling is achieved in the pump subcooler which brings the refrigerant back to the state 1.

Figure 4.2 Pressure-enthal py diagram of refrigerant asit travel s through the refrigerant test setup.

4.3 Description of nitrogen experimental apparatus
Tests with refrigerant require significant time for sample preparation, and the experimental apparatusis

difficult to operate. For these reasons, an alternative testing technique was necessary. A nitrogen blow-down
facility proved to be a good approach to further study the flow-induced noise phenomena under a wider range of
conditions. A schematic of the nitrogen blow-down experimental setup can be seenin Figure 4.3. The nitrogen
experimental setup proved more flexible than the refrigerant setup because the test sasmples were not required to

hold the significant pressures present when using refrigerant. This factor permitted the test of awider range of
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concepts since test samples could be made using a stereolithography technique available at the University.
Additionally, this setup is much simpler than the R134arefrigerant setup principally because thisis an open
loop (i.e., nitrogen isreleased to the atmosphere). Thisloop is extremely simple to use and reaches a steady
state condition in just afew seconds in comparison with the R134afacility which needs between 1-2 hours to
reach steady state conditions.

In this experimental setup, nitrogen at very high pressures (up to 2500 psig) is expanded using a
pressure regulator to control the flow rate. During expansion nitrogen temperature is brought back to ambient
conditions by passing the nitrogen through a very large heat exchanger. This permits the use of a constant speed
of sound for all thetestsat any flow rate. In contrast, during refrigerant testing, the speed of sound varies
considerably between tests due to the different refrigerant superheated conditions, and therefore, this parameter
hasto be considered for each test.

After the heat exchanger, two independent mass flow measurements were made using a Coriolis mass
flow meter and a Venturi flow meter. This two-mass flow meter configuration was used only for a brief period
of time to calibrate the Venturi flow meter. Temperature and pressure measurements upstream of the Venturi
flow meter were taken to estimate fluid density necessary to determine the mass flow rate. During tests, thereis
typically avery significant pressure drop from the inlet to outlet of the plate heat exchanger samples. This
condition creates gradients in fluid density and therefore flow velocity along the length of the plate. The

severity of the gradients increases as the mass flow rate increases.
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N2 Heat Exchanger Mass Flow
Meter olo

Plate Evaporator

or
StereolithoPraphy
Test Sample

Figure 4.3 Schematic of nitrogen experimental setup.

4.4 Compressed air experimental apparatus

4.4.1 Introduction
Therefrigerant and nitrogen experimental facilities were used initially to test plate heat exchanger and

stereolithography samples. Due to the geometry of these samples, there was no need to condition the flow
upstream of the test section since the conditions used were similar to the conditions of operation of these heat

exchangers. Additionally, the very compact array of cylinders or flow obstructionsin the plate heat exchanger
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and stereolithography samples was expected to produce uniform flow through the arrays. In order to test our
hypothesis that the sound from short aspect ratio cylinders can be modeled as a point dipolesinside aduct, it
was necessary to make a new experimental apparatus in which the flow upstream of the cylinder or cylinder
arrays was fully developed and uniform. Additionally, it was desirable that other noise sources inside the wind
tunnel be eliminated or reduced. A further improvement of the experimental setup involved the use of
compressed air instead of nitrogen. As noted above, nitrogen testing has some advantages over refrigerant
testing. Compressed air, in addition to having the same advantages as nitrogen has, the additional advantage that
itisdirectly produced in the Mechanical Engineering Laboratory building and the very large capacity of
production and storage permits running our experiments at large flow rates for aslong as required.
4.4.2 Description of compressed air experimental apparatus

The compressed air experimental apparatus is similar to the nitrogen setup, except that when air is used
thereis no need to have a heat exchanger after the air is expanded (see Figure 4.4). The apparatus uses a

Venturi flow meter. Pressure and temperature measurements are taken as shown in Figure 4.4.
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Figure 4.4 Compressed air experimental apparatus




After the flow meter, the air enters a series of rectangular duct sections of dimensions similar to aplate
heat exchanger’ s refrigerant passages. These rectangular duct sections have awidth of 38.1 mm (1.5 inches) and
can have aheight of 2.5, 5, 7.5, 10 or 15 mm. Thefirst of these sections is the preconditioning section. This
sections measures 1.5 min length. The length to height ratio of the preconditioning test section is 600 assuming a
height of 2.5 mm. Thislength to height ratio iswell above the recommended ratio of 100 suggested for achieving
fully developed flow in the test section [Niederschulte]. The purpose of this section isto provide fully devel oped
flow and to eliminate flowgenerated noise from upstream disturbances. Following the preconditioning section, a
test section can be mounted. Two different test sections have been constructed. One permitsthe following
measurements: velocity profile across the test section with a miniature Pitot tube, acoustic field of single
cylinders and cylinder pairs, acoustic impedance of different duct terminations or materials, and hotwire
measurements. Figure 4.5 shows a photograph of thistest section. The other test section has been designed to
take acoustic pressure and static pressure measurements at different fixed positions along the channel of
stereolithography prototypes. Thistest section will be described in section 4.6. Initially, an additional duct
section called the postconditioning section was installed after the test section. The purpose of the
postconditioning test section wasto eliminate any possible sound reflections from the duct discontinuity where
the air is discharged to the atmosphere. This section limited the flow velocity of the wind tunnel. For this reason,
tests were made to measure the acoustic field at different microphone positions with and without the
postconditioning section to determine the effects of sound reflections from the wind tunnel termination. No
noticeable changesin the acoustic field were observed at the flow velocities tested. For this reason this section

was not used.
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Figure 4.5 Photograph of one of the two compressed air experimental test sections.

4.4.3 Anechoic terminations used in the wind tunnel
The preconditioning and postconditioning sections were designed to approximate infinite duct

conditions. During real tests, there are two waysto establish infinite duct conditions: 1) use long duct sections

[Rodarte et al. 1999b], or 2) introduce anechoic terminations. In our experimental apparatus, anechoic
terminations could be introduced in the preconditioning and postconditioning test sections without the need of
long sections. Long sections cannot be used downstream since they will limit significantly the flow velocities at
the test section. Later, as mentioned above, it was found that the anechoic termination downstream of the test
section also limited the flow velocity. The tests described above showed that the test section itself islong enough
for the termination reflections to not be important, even at resonance conditions. This could be the result of the
directivity of the dipole source term normal to the wind tunnel exit. On the other hand, the noise produced by the
contraction where the air enters the rectangular section produces plane waves that can interact with the cylinders
at the test section and could reflect from the wind tunnel termination. For this reason, anechoic terminations
could still be needed to precondition the flow before the test section. Anechoic terminations upstream of the test
section, even if not needed, would not affect measurements or limit the wind tunnel operation range. To select
the anechoic terminations used in the preconditioning and postconditioning sections, testing of different possible

acoustic foam terminations was performed using a modified version of the compressed air experimental
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apparatus. To measure the specific acoustic impedance of these terminations, the technique of Chung and Blasser
1980a,b that has become an ASTM standard was used [ASTM standard E 1050-90]. An innovative approach was
used to generate the required sound source. Instead of using a speaker, which for this geometry isimpractical, the
noise source employed was an orifice tube that is used as an expansion valve in automobile air conditioning
applications. This type of noise source produces white noise at high sound pressure levels [Rodarte et al.
1999a,b], and its size proved ideal for this application. Very good results were obtained using acoustic foam
wedges. The acoustic foam wedges were bonded to the side of the test section and did not touch at the center.
The foam termination used consists of two wedges 12 cm long placed against the walls of the 2.5 x 38.1 mm
rectangular duct. The wedges do not touch at the center of the duct to permit the flow of air more freely. For this
reason, they are separated 1.5 cm at the center. Appendix A describesin detail the exp erimental apparatus as well
as the equations necessary to estimate the acoustic properties of different terminations.

4.4.4 Flow velocity inside the wind tunnel
The flow velocity distribution inside the test section is an important parameter in this investigation for

several reasons. The frequency of vortex shedding from cylinders and bluff bodies in general is directly
proportional to flow velocity. Cylinder Strouhal number estimations are typically made using uniform flow
upstream of thetest cylinders[see, for example, Keefe]. In our case the cylinders have very short aspect ratios,
and they are immersed inside avery small wind tunnel. This means that the cylinders would be subject to a
nonuniform velocity profile along their length, and the determination of the velocity profile is necessary to
understand their flow-induced noise behavior. Flow velocity is aso a dominant flow variable needed to predict
the dipole sound emitted from cylinders as can be seen in equation (3.31).

Measurements of the flow velocity profile inside the 2.5 x 38.1 mm wind tunnel section were taken
using avery small Pitot tube. The Pitot tube was made using 24 gauge L uer lock type syringe needles. Figure 4.6
shows the positions at which the flow velocity measurements were taken. The Pitot tube was calibrated by area-
averaging the flow velocity readings and comparing this flow velocity with the average flow velocity estimated
from mass flow measurements. The Pitot tube calibration constant determined from this procedure was foundto
be in agreement with typical Pitot tube calibration constants [Miller 1996].

Five different flow velocity profiles were measured using compressed air at Reynolds numbers (based
on half the duct height and average velocity) of 2125, 3170, 4415, 5860, and 7280. Figure 4.7 shows the flow
velocity profile for the largest Reynolds number (the rest can be found in Appendix B). Nitrogen was also used
to measure the velocity profile at the center of the test section. Five different measurements were made at
Reynolds numbers of 1540, 2660, 3915, 5240, and 6115. The results from the air and nitrogen tests do not
deviate significantly from each other for any value of the Reynolds number. For this reason, only the results for
three Reynolds numbers were plotted in Figures 4.8 and 4.9.

Figure 4.8 compares the results from three different sources that cover from the parabolic regime at a
Reynolds number of 790 to the fully turbulent regimes for Reynolds numbers above approximately 1300. The
Reynolds number used by Laufer 1950 and Hussain and Reynolds 1975 was based on the maximum vel ocity,
while the one used by Patel and Head 1969 was based on the average velocity. The discrepanciesin the

definitions of Reynolds number could modify its value in the order of 20 percent. These variations are not

76



significant enough to change Figure 4.8 appreciably. The test section used by Laufer measured 152.4 x 12.7 cm.
Hussein and Reynol ds test section measured 114.3 x 6.35 cm and Patel and Head test section measured 30.48 x
0.635 cm. The test section aspect ratios are 12, 18, and 48 respectively. Our test section has an aspect ratio of
15.24.

Figure 4.9 compares some of our measured velocity profilesto velocity profiles determined using the
logarithmic overlap law [White]. As can be seen, the logarithmic overlap law describes very well the turbulent
flow velocity profile inside the test section.
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Figure 4.10 shows the velocity profile at the center of the duct in the width direction. Our results are
compared to results presented by Hussain and Reynolds. Hussain and Reynolds measured the velocity profiles at
three different values of Reynolds number. Figure 4.10 plots the velocity profiles for the lower and higher
Reynolds numbers. As can be seen, there is no significant variation in the velocity profiles. No velocity profiles
in the width direction at lower Reynolds numbers were found.

Appendix B complements the material presented here and presentsin detail the procedure, data and

plots of the velocity profiles measured in our test section.

4.5 Description of plate heat exchanger test samples

4.5.1 Introduction
Originally, plate heat exchangers were designed for liquid-liquid operation. These heat exchangers

exhibit excellent performance. Their compact size and reduced system charge were the driving forces that
prompted the modification of thistype of heat exchanger for automobile applications. When this type of heat
exchanger isused in an air conditioning system, it is subjected to conditions that can cause the refrigerant to flow
asagas, especially during transient operation in a hot environment. Gaseous refrigerant flow can produce
acoustic resonance in these heat exchangers.

Flow-induced resonancein plate heat exchangers was first investigated by placing accel erometers on the
outside of the test samples. Later, when suitable sensors were found, direct measurements of the dynamic
pressures inside the samples were made. A description of how test samples were made follows.

4.5.2 Dynamic pressure measurements

Plate heat exchangers as shown in Figure 1.2 (Chapter 1) are formed by stacking a number of stamped
plates together and placing fins between them. The assembly isthen brazed in a high temperature oven. Figure
1.3 shows some typical stamped single plates used to make this kind of heat exchangers. The refrigerant flow
passages are formed by stacking these plates one facing another. The fins are brazed on the ext erior of this
channel. Refrigerant flows through the cavity formed between these plates while air flows through the fins
outside of these plates. Dimensions of the duct where the refrigerant flows are very small, of the order of 2 x 40
mm with lengths of around 300 mm. The full evaporator consists of many of these sections. When these sections
are joined, the two stamped protrusionsin contact at their topsjoin to form an "hourglass' shaped cylinder. Plate
heat exchangers of the design shown in Figure 1.3 therefore consist of arrays of cylinders that have a nonconstant
cylinder diameter along the cylinder axis. The flow-acoustic behavior of thistype of cylinder is discussed later.
Figure 4.11 is a photograph of a cross section of a plate heat exchanger that shows the “hourglass’ shaped bluff
bodies as seen from the flow inlet header.

Since the plate heat exchangers consist of many sections, in order to isolate the problem and study it in
more detail tests samples consisting of asingle refrigerant passage were cut from afull heat exchanger. In order
to attach the dynamic pressure transducers to measure the acoustic pressure in the refrigerant passage the fins
brazed to the exterior of the channel were removed. Finally, aluminum blocks where epoxied at different
positionsin the heat exchanger such that previously drilled holes coincided with the dynamic pressure

transducers mounted in the aluminum blocks. The holes drilled to the walls of the passage were of 2.5 mm
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diameter. This diameter corresponds to the diameter of the dynamic pressure transducer head that was mounted
flush to the wall of the heat exchanger. Figure 4.12 shows a photograph of atypical plate evaporator test sample.

This arrangement permitted the test sample to be tested under significant pressure. Thisis necessary in
order to perform tests with R134arefrigerant. By performing tests using R134a refrigerant as well as nitrogen or
air we could compare results obtained using very different fluids.

The fact that these heat exchangers are stamped allows for significantly greater flexibility in the design
of theinterior structure. The internal structure has multiple functions. It serves as an internal support that permits
the heat exchanger to withstand high refrigerant pressures (above 2.75 MPa (400 psig)). It also helpsto achieve
good refrigerant distribution and good refrigerant side heat transfer.

Some of the more successful stamped plate designs, from a performance point of view, have adesign
like the ones shown in Figure 1.3 (Chapter 1). However, these designs are among the more problematic designs
in terms of flow-induced noise especially during transient operation with gaseous refrigerant flow. Under
"normal” operating conditions the refrigerant flows is two-phase. During two-phase operation flow-noise is
greatly attenuated and is not normally a problem.

4.5.3 Acceleration measurements

Initially the flow-induced noise problem was studied by placing accelerometers on the outside of test
samples. The test samples used were identical to the ones used for dynamic pressure measurements, except that
instead of aluminum blocks nuts were epoxied at different positions to mount the accelerometers. Figure 4.13
shows schematics of two different types of test samples. The numbers indicate the positions where the
accel erometer measurements were made. Positions starting with the letter S indicate side locations.

M easurements were made at these locations since they are the only accessible locations for the full plate heat
exchangers.

Acceleration measurements are affected by different parameters such asrigidity of the structure at the
accelerometer mounting location and sensor mass. Other problems associated with accel eration measurements
include insensitivity and difficulties with studying the phenomenain detail. Additionally, surface vibration might
be preferentially excited when acoustic and structural resonances coincide [ See, for example, Rodarte et al.
19994]. For these reasons accel eration measurements were only used until a technique for measuring the internal

dynamic pressures was devel oped.
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Figure 4.11 Cross-sectional view of a plate heat exchanger used in automobile applications showing
“hourglass’ shaped cylinders. Cross section made at header location. Ruler graduations at side in millimeters.

#ﬂ/

Figure 4.12 Plate heat exchanger test sample showing the positions where the dynamic pressure transducers
were mounted.
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4.6 Description of stereolithography prototypes and the test section

4.6.1 Introduction
The complex nature of the flow-induced noise phenomena requires extensive experimentation.

Unfortunately, plate stamping isavery expensive process. For thisreason it is desirable to find an alternative
way to construct prototypesin afast and inexpensive way. In this case, stereolithography rapid prototyping
proved to be a valuable technique. The results of this technique compared favorably to results obtained in real
plate heat exchangers [Rodarte et al. 1998b].

4.6.2 Stereolithography prototypes and test section
Stereolithography is atechnique that creates a prototype layer by layer. The layers are made of aliquid

photosensitive resin that solidifieswhen it isirradiated by alaser light source. Once the resin solidifies, it
becomes extremely hard and rigid. Several plate prototypes have been made using this technique. Figure 4.14
shows adrawing of atypical solid model used to create a prototype for testing. Figure 4.15 shows a picture of a
finished stereolithography prototype as is mounted on the testing plates.

To test thistype of model, two specially designed aluminum covers are placed on the top and bottom of
the prototype. Thetop cover (i.e., the one placed on the open portion of the prototype and in direct contact with
the cylinder array) has several holes where dynamic and static pressure can be measured. Figure 4.16 shows a
photograph of the top aluminum cover plate. Once the covers arein place, the assembly is aligned with awind
tunnel. A schematic of the wind tunnel can be seen in Figure 4.4. The stereolithography test section replaces the
single cylinder test section. After passing through the test section, the fluid is discarded to the atmosphere. For

thisreason, stereolithography models used in our study have only been tested using nitrogen and air.

Figure 4.14 Solid model of atypical prototype made using stereolithography.



Figure 4.16 Photograph of top aluminum cover plate used to test the stereolithography prototypes.



4.7 Description of single cylinder and cylinder pair tests

4.7.1 Introduction
Single cylinder testing is necessary sincethisis the simplest case of flow-induced acoustic resonance by

abluff body in arectangular duct. For thisreason, if the acoustic resonance phenomenain heat exchangers are to
be understood, first the flow-induced noise behavior of single cylindersin a duct needs to be understood. The
results of single cylinder testing are also essential to validate the theoretical model presented in Chapter 3.

The next logical step after single cylinder testing isto test pairs of cylinders. Testing pairs of cylinders
will lead to an initial understanding of the flow-acoustic interactions of multiple cylinders inside arectangular
duct. The results of these tests can also be used to compare results obtained with the theoretical model for
multiple cylinders.

4.7.2 Single cylinder tests
Single cylinder tests comprise experiments with two different types of cylinders. Cylinders of constant

diameter and “hourglass’ shaped cylinders (see Figure 4.17). Cylinders of constant diameter were made by
cutting a¥4" aluminum rod in alathe to the desired diameter. Single cylinders were also made using
stereolithography. Stereolithography cylinders have a considerably rougher surface. The purpose of tests on these
cylinders was to study the effects of surface roughness. If the surface roughness present in stereolithography
cylinders does not change the flow-acoustic behavior of thistype of cylinder the technique could more
confidently be used. Figures 4.18, 4.19, and 4.20 show photographs of the some of the constant diameter
aluminum and stereolithography cylinder samples used and of some “hourglass’ shaped cylinders, respectively.

“Hourglass’ shaped cylinders were made with different circular cutters of 0.5, 0.75, and 1 mm radius.
The procedure consisted in cutting straight in to the ¥4” aluminum bar and then returning the cutter at an angle to
produce the “hourglass’ shape. Figure 4.21 illustrates this process.

Independently of the shape of the cylinders, single cylinder tests were performed using compressed air
astheworking fluid and the experimental apparatus described in section 4.4. The tests consisted of obtaining the
power spectral density of dynamic pressure transducers mounted flush to the walls of the wind tunnel. The
dynamic pressure transducers were mounted at several different positions to map the acoustic field. Additionally,
the transfer function of different microphone pairs was obtained to gather phase information between them at the
dominant peak in the power spectral density. Coherence measurements were also taken between microphone
pairsto serve as an indicator of the goodness of the phase information. During the experiment, air temperature,
Venturi flow meter differential pressure, Venturi flow meter inlet pressure, and pressure at the test section were

recorded. This data was needed to determine mass flow rate, speed of sound and air density.
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Figure 4.19 Photograph of stereolithography constant diameter cylinder samples (ruler graduation in mm).

Figure 4.20 Photograph of hourglass shaped cylinders of different diameters (ruler graduation in mm).
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Figure 4.21 Drawings showing how the “hourglass’ shaped cylinders were made. Dimensions in millimeters.

Figures 4.22 and 4.23 show the microphone position haming convention used and the location of these
positions with respect to the center of the test cylinder respectively.

Two different types of microphones were used. PCB model 105B02 microphones were mostly used
during single cylinder tests since their small size permitted a better acoustic field mapping (see section 4.8.5 for
other reasons). These small microphones permitted their installation very close to each other and to the cylinder
under test. TMS Gras ¥4” microphones could be installed at positions Q1-Q7. Positions Q1 — Q5 were mainly
used when the test section was employed to determine the acoustic impedance and reflection coefficient of
different duct terminations (see Appendix A). Microphone mounting positions d1-d2 and Q6-Q7 wereon a
movable slide. Once set into pasition the slide was sealed to eliminate air leaks.

Asshown in Figures 4.22 and 4.23, thereisa ¥4’ (6.35 mm) hole in the test section where the different
cylinders were inserted. Figure 4.17 shows the cross section of two single cylinders test samples and of the test
section at the cylinder location. The test sample on the left is a nonconstant diameter test sample (“hourglass”
cylinder) while the one on theright is a constant diameter test sample. These test cylinders are inserted at the

center of the duct as shown in the figure. The samples are aligned by installing them flush to the bottom of the



wind tunnel. The maximum cylinder diameter was 6.35 mm (0.25”) for which the smallest aspect ratio (L/D)
equal to 0.39 and the maximum blockage ratio (D/B) was equal to 0.167.

A small amount of silicone sealant was applied to the edges of the hole and test sample to eliminate any
possible leaks that might develop at high flow velocities.

Surface roughness estimations were made for three different surfaces. The aluminum cylinder bar asit
arrives (used for the 6.35 mm cylinder tests), the aluminum cylinder after machining (most of the cylinders), and
finally of cylinders made using stereolithography.

Surface roughness measurements consist of taking the RM S (root mean square) of the surface profile of
the different samples. The surface profile was measured using a Tencor I nstruments al pha step-200 profilometer.
Figures 4.24, 4.25, and 4.26 show the profiles of the “asis” aluminum bar, machined aluminum and a
stereolithography sample. Figure 4.26 shows clearly the pattern of the layers of resin. Table 4.1 presents the

measured RM S surface roughness val ues.

Table 4.1 Surface Roughness RM S values (Measured along cylinder axis)

Description RMS Values
Aluminum cylinder (not machined, “asis”) 0.39 um
Aluminum cylinder (after machining) 0.49 um
Stereolithography Cylinders 10.83 um
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and d2 are mounted on a movable slide. Drawing to scale.
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Figure 4.24 Surface profile measurements on aluminum cylinder with no machining (asis).
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Figure 4.25 Surface profile measurements on aluminum cylinder after machining.
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Figure 4.26 Surface profile measurements on stereolithography cylinder.

4.7.3 Test on pairs of cylinders
The flowinduced noise of pairs of cylindersin arectangular duct was experimentally and analytically

studied. Pairs of cylindersin tandem and side by side were placed in the same test section as single cylinders.
Needed modifications consisted in drilling holes at appropriate |ocations. Figure 4.27 shows the modified test
section for pairs of cylinderstests.

First tandem cylinders were tested. To do thisa ¥4’ diameter hole was drilled downstream of the hole
used for single cylinder tests as shown in Figure 4.27. Additionally, a dynamic pressure transducer mounting
hole labeled d3 was made. With this hole spacing, L/D ratios of 3.28 through 6.93 can be obtained using
cylinders of 6.35 and 3 mm, respectively. Thisrange was chosen to explore the excessive fluctuating lift created
in the downstream cylinder due to the combined effects of the upstream and downstream vortices as reported by
Zdravkovich 1987 and Morse and Ingard.

Side-by-side tests were mede by replacing the sensor slide with an aluminum bar that was then drilled
at the locations shown in Figure 4.27. These holes did not exist for the tandem tests. The holes made for the
tandem tests were plugged for the side by side tests. The T/D ratios obtained with this hole spacing are between
2 and 4.23 for cylinder diameters between 6.35 and 3 mm. This cylinder spacing was chosen for two reasons: 1)
to position the cylinders in the center of the flow field away from channel edge gradientsin the width direction
(see appendix B and section 4.4.4), and 2) to explore the region 2.7 < T/D < 4 or 5 where the cylinders
“nearwakes are equal in size, but the two vortex streets are coupled and ‘ mirror’ each other along the gap axis’
[Zdravkovich 1987]. This condition indicates the phasing of the cylinders fluctuating forces and could be used
during modeling.
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4.8 Instrumentation and sensor calibration

4.8.1 Introduction
In this section the instrumentation used and a description of how the compressed air experimental

setup was automated is presented. Additionally, the most important sensor specifications, as well as sensor

calibration procedures and curves are included.

4.8.2 Data acquisition system
The extensive and time-consuming tests motivated the automation of the compressed air experimental

setup. An additional benefit of automating the data-gathering processis a more detailed study of the flow-
acoustic behavior of cylindersin aduct since the flow rate can be controlled more accurately than previously.
The data acquisition system consists of astandard VXI B size mainframe and different boards for data
acquisition, signal switching, and control. The system uses a 5% digit multimeter, a multiplexer connected to
the multimeter, and a multiplexer for signal switching between the different dynamic pressure sensors to the
dynamic signal analyzer. Additionally, adigital to analog conversion board that sends a DC voltage signal to
control the wind tunnel upstream pressure with an electro-pneumatic actuator was used. By controlling the air
pressure upstream of the wind tunnel, the flow rates can be controlled in the test section. The multiplexer
connected to the multimeter was used to measure voltages from the pressure transducers, and since it has
thermocoupl e compensation was al so used to measure fluid temperature directly from the single thermocouple
used. A brief description of the data acquisition and control components is presented below.
Manufacturer: Hewlett-Packard/Agilent Technologies
Model: E1300A B size VXI mainframe chassis
E1326B 5% Digit Multimeter board
E1347A Thermocouple compensated multiplexer board
E1361A 4x4 Matrix switch board modified for 2x8 switching
E1328A Digital to analog conversion board

Uncertainty: 0.020% + 50V for the multimeter assuming an 8V range
and measurements within 1 year of calibration and at the
calibration temperature.

The only element that introduces uncertainty in the measurements from the above system isthe
multimeter. The multiplexer errors are due to thermal offset and are negligible. The insertion losses for the
E1361A arelisted at 0.1 dB for signal frequencies below 100 kHz. The analog-to-digital conversion board is
used to programatically send the voltage signal required by the electro-pneumatic transducer to establish the
compressed air pressure upstream of the test section. The electro-pneumatic actuator used is made by Proportion
Air Inc. and isamodel number QB1TFEE100. This actuator converts a voltage between 0 and10 VDC to a
pressure between 0 and 100 psig. The transducer is used with a volume booster made by the same company to
accommodate the required flow rates. The volume booster model number is PSR-6. The flow rate in the test

section is not directly proportional to air pressure. For thisreason, a curve fit was used to approximately set the
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flow rate. There was no need to have high accuracy of the flow control system from voltage to pressure
conversion since the flow rate is measured independently.

4.8.3 Venturi flow meter calibration
A Venturi flow meter was used to measure flow rate in the nitrogen and compressed air test setups.

The Venturi was calibrated using a Coriolis mass flow meter. This calibration method is the most accurate
method available other than designing a flow meter calibration facility. The Venturi flow meter used was made
by Gerand Engineering Co. and is amodel %2"-550. The Coriolis meter used in the calibration is made by Micro
Motion Inc. and is amodel Elite CMFO50.

The Micro Motion sensor has an accuracy for gases of +0.5% + (zero stability/flowrate x100)% of rate,
where the zero stability is equal to 0.163 kg/h = 4.53 x 102 g/s. The above specification translates to an error

measurement as shown in Figure 4.28.
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Figure 4.28 Flow measurement errors for Coriolis mass flow meter.

The mass flow measurement equations for aVenturi flow meter or any other differential-producing
flow meter are identical. The equation used to determine mass flow is devel oped from the Bernoulli equation
and then modified to include correction factors based on fluid compressibility, flow meter geometrical
parameters or empirical evidence [Miller 1996].

The equation to determine mass flow using a Venturi flow meter is

29Pr,

m =C, Y. A, Y

(4.1)

where



100 220
&9 oap dos (4.2)

In equation (4.1), C, Y., A¢, TP, and ? represent the Venturi correction factor, compressibility factor,
area at the throat, pressure difference between inlet, and throat and density at inlet of Venturi, respectively.
Mass flow through a Venturi is affected by several parameters, some of which include area thermal expansion,
friction energy loss between inlet and throat, the velocity profile, and errors associated with area and pressure
measurements. While equation (4.1) includes a compressibility factor shown in equations (4.2), other
corrections are grouped in the experimentally determined Venturi correction factor C,. The Venturi correction
factor was obtained by substituting the mass flow measurement obtained with the Coriolis flow meter in
equation (4.1) and then solving for this coefficient. After several of these measurements were made, the final
correction coefficient used was obtained by averaging the coefficients obtain in each of the mass flow
measurements. The Venturi correction coefficient obtained by this method is within the range of expected
values [Miller 1996]. Once the averaged coefficient is used, the error in the mass flow measurements between
the Coriolis and Venturi flow meters was within 1.3%. Figure 4.29 shows the mass flow calibration curve.

Based on the errors associated to the calibration of the Venturi flow meter and those of the Coriolis
flow meter itself, it is estimated that the errorsin mass flow measurement are at most of the order of 3% for all
flow rates used in our experimental setup. These errorsinclude the errors associated with the two pressure
measurements needed to obtain the parametersin equation (4.1) (see next section). Since density is also heeded
in equation (4.1), density estimation errors are also included. Fluid properties determined in this work were

obtained from the engineering equation solver software version 6.026.
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Figure 4.29 Mass flow measurements comparison between Coriolis and Venturi mass flow meters.

4.8.4 Static pressure transducer calibration
Pressure transducers are used to measure the static pressure in the test section for the purpose of

estimating the fluid density needed to obtain average flow velocity in the channel once mass flow is measured.
Pressure transducers are al so heeded to measure mass flow as mentioned in the previous section. Two pressure
measurements are needed to obtain flow rate. First adifferential pressureis measured from the Venturi flow
meter inlet and throat ports. Pressure difference as shown in equation (4.1) is needed to obtain mass flow in any
differential producing flow meter. The other measurement is of static pressure at the Venturi inlet port. This
measurement is again needed to estimate fluid density but now at the Venturi inlet port.

The pressure transducers used are the variabl e reluctance type and are made by Validyne Engineering
Co. Four different pressure transducer are used. They need a carrier demodulator for transducer coil excitation
and for converting the output signal to 0-10 VDC for measurement by the data acquisition systems.

Both the pressure transducer and carrier demodulator have some measurement uncertainties. The
combined uncertainties are £0.4% of the full scale neglecting thermal effects. Thermal effects are neglected
since the carrier demodulator is maintained at a constant temp erature and also in a powered on state to eliminate

electronics warm up errors. Some of the relevant pressure transducer specifications are shown below:

Manufacturer: Validyne Engineering Co.

Pressure sensors

Model: DP15

Sensitivity: V aries depending on diaphragm used

Uncertainty: + 0.25% Full Scale (including effects of hysteresis, linearity
and repeatability)

Carrier \demodul ator

Model: CD280
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Uncertainty: + 0.05% linearity, £ 0.1% Stability
Thermal effects: 0.005% per °F on zero, 0.001% per °F on span

The pressure transducers were calibrated using a Bell and Howell dead weight tester model No. 6-201-
0001. This calibration instrument is a primary pressure standard. The dead weight tester creates aknown
pressure by using a known weight on top of pistonsof different areathat slide in avery low friction cylinder. If

the piston/weight combination is floating freely, the pressure inside the cylinder chamber can be defined by

(4.3)

where P, is the static pressure in the cylinder chamber, and m, A, and g are the piston mass, area, and standard
acceleration of gravity, respectively. In eguation (4.3) the acceleration of gravity used should be that of the
particular location where the measurement is made. Weston et al. presented an equation to correct for the
variation in this“constant” as afunction of location latitude. This equation predicts that the difference between
the acceleration of gravity at Urbana and that of the standard acceleration of gravity to be lessthan 5 partsin
10,000. For this reason, this factor was neglected. Figure 4.30 shows the calibration data and curve fits for the
four different pressure transducers.

Figure 4.30 shows the differential pressure on the x-axis. The pressure transducers are differential
pressure transducers. All of them, except the one used with the Venturi flow meter, measure absolute or
manometric pressure. To do this, one port of the pressure transducer was opened to the atmosphere and the
atmospheric pressure was recorded separately.

During the course of thisresearch, the pressure transducers were calibrated several timesto confirm
the calibration factors. Thiswas done once it was noticed that there was some drift in the pressure
measurements. After recalibrating the transducers, it was found that the slope of the calibration lines did not
change. The drift in the readings was caused only by changesin the zero values, which, although minimal, have
to be adjusted periodically. Another case in which pressure transducers were recalibrated was when the
transducers were subjected intentionally or by mistake to overpressures. It was found that even when the
transducer’ s response to pressure was flat, (i.e., when the voltage did not increase with increases in pressure),
the calibration remained valid once the pressure returned to normal values. The transducer responseis flat once
the metal diaphragm can no longer move when it reaches an inner wall. It is believed that this fact prevents the

plastic deformation of the diaphragm and allows it to operate normally once the pressureis released.
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Figures 4.30 Calibration data and curve fits for the four pressure transducers.

4.8.5 Microphone specifications and amplitude calibration
Two different types of microphones were used during the course of thiswork. The first were very

small and rugged dynamic pressure transducers 0.1” (2.54 mm) in diameter. This transducer can be used to
measure very small dynamic signals on top of high static pressures and can be easily mounted in pressure
vessels. These transducers proved to be agood choice during R134arefrigerant testing. The drawback of these
transducersisthat they are not very sensitive. The second type of transducers were %4’ (6.35 mm) diameter
microphones that are specially designed for sound intensity measurements. These transducers are very sensitive
(on the order of 500 times more sensitive than the 0.1" (2.54 mm) transducers) and have excellent phase-
matched characteristics, aswill be seen in the next section. The drawbacks of these transducers are that they are
significantly larger, do not support high static pressures, can be damaged by |arge dynamic pressures (of the

order that we saw in some of our tests) and arein general significantly more fragile and expensive.
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Some of the more relevant information of the two types of microphones used is presented below:

0.1” (2.54 mm) Dynamic Pressure Transducers

Manufacturer: PCB PiezotronicsInc.
Model: 105B02
Sensitivity: 40 mV/psi

Resonant frequency: 250 kHz

Maximum pressure: 250 psi

Acceleration sensitivity:  0.003 psi/g

Uncertainty in calibration: £ 0.2 mV/psi (from linearity < 1% FS)
Y4 (6.35 mm) Sound Intensity Microphone Pair

Manufacturer: The Modal Shop GRAS
Model: TMS140BI
Sensitivity: 4 mV/Pa

Resonant frequency: 100 kHz

Maximum pressure: 166 dB re to 20 nPPa (3990 Pa)
Acceleration sensitivity:  0.018 Pa/(n/s?)
Uncertainty: 0.02 mV/Pa

Frequency response (10 Hz-40 kHz): +1dB

The PCB sensors need an | CP (integrated circuit piezoelectric) 4 mA constant current source. The ICP
power source used with these sensorsis battery operated. This power source was made by the same company
and is model number 480C02. It was found that the battery-operated power source introduced |ess signal noise
than another similar unit (model 482A05) that uses regular 115V AC power. For this reason, only the battery -
operated unit was used in our tests.

The ¥4’ microphones use preamplifier model number TMS126AA and a power supply model number
TMS112AA made by the Modal Shop GRAS.

The manufacturer originally supplied microphone amplitude calibration for all sensors, however, the
manufacturer calibration was verified in the laboratory using a pistonphone calibrator (see Figure 4.31). The
pistonphone calibrator provides a known sound pressure level at a specified frequency. The specifications for
the one used are the following:

Pistonphone Calibrator Specifications
Manufacturer The Modal Shop GRAS
Model TMS 142AA
Sound pressurelevel 113.96 dB reto 20 nPa
Nominal frequency 250 Hz
Uncertainty <0.09dB
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Figure 4.31 Pistonphone microphone amplitude calibrator. Thisinstrument produces a constant sound
pressure level of 114dB at 250 Hz.

If the pistonphone calibrator is used at a barometric pressure other than the standard atmosphere (101.3
kPa), then the sound pressure level should be corrected with a correction barometer.

The pistonphone calibrator is designed to calibrate ¥2" microphones. The ¥4" microphones can also be
calibrated using a special adaptor that comes standard with the pistonphone. To calibrate the 0.1 microphones
using thisinstrument, a special adaptor was machined. A typical calibration power spectrum for the 0.1”
microphonesis shown in Figure 4.32. A similar spectrum is obtained using the much more sensitive ¥4’
microphones but with the noise level significantly reduced at frequencies other than 250 Hz.

The pistonphone calibration showed that the manufacturers’ calibration curves were very good for both
types of microphones. For the %4’ microphones the errorsin acoustic pressure at 250 Hz were of the order of
+5%, which correspond to sound pressure level errors of the order of £0.2 dB. For the 0.1" microphones the
errors in acoustic pressure at 250 Hz were of the order of £12%, which correspond to sound pressure level
errors of the order of +0.6 dB.

In addition to calibrating amplitude, the pistonphone calibrator was also used to verify errorsin
frequency estimations. Different frequency spans were used in the dynamic signal analyzer to detect errorsin

frequency. Thetest resultsindicate that errorsin frequency are negligible.
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Figure 4.32 Power spectrum of acoustic pressure measured with 0.1” (2.54 mm) microphone using the
pistonphone calibrator.

4.8.6 Microphone pair phase calibration (¥4’ microphones)
Phase calibration for the ¥2" microphones was performed using the sound intensity calibrator shownin

Figure 4.33. Thisinstrument is also made by The Modal Shop GRAS and is model number TMS151AB. The

sound intensity calibrator can be used for phase and level calibration of %2” microphones. Aswith the

pistonphone calibrator, this device comes with adaptors for the %" microphones. The sound pressure level of
thisinstrument is significantly less than the pistonphone calibrator (approx. 20 dB less) but, since it uses an
external signal source, can be used to calibrate arange of frequencies. Due to the sound pressure level
limitations, the 0.1" dynamic pressure transducers could not be calibrated with thisinstrument. For the smaller
sensors, an innovative technique was used and will be discussed in the next section.

The sound intensity calibrator supplies awell -defined sound pressure field simultaneously to the
diaphragms of the two microphonesinserted in the calibrator. The sound pressure level provided by the
calibrator depends on the level of the signal received by the calibrator. The phase error associated with the
calibrator is negligible.

The phase calibration procedure consisted of sending awhite noise signal to the calibrator at 90% of its
recommended maximum level (0.9 Vrms) using the HP 3562a dynamic signal analyzer source capabilities.

Simultaneously, using the same analyzer, power spectral density, coherence, and frequency response
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measurements for the microphone pair were taken. The analyzer had afrequency span of 10 kHz. It was AC

coupled and used a Hanning window. The measurement was averaged 50 times.

Figure 4.33 Sound intensity calibrator. This instrument needs a source signal to operate. It produces an
identical acoustic pressure signal at the two microphones.

Figure 4.34 shows the results of this calibration. It can be seen that the power spectral density for each
of the two microphonesisidentical, which is an additional proof of the correct microphone amplitude
calibration. The coherence for the microphone pair as well as the frequency response magnitude, is excellent.
The 1 degree lines, as well asthe 0 degree lines, have been drawn in the frequency response phase plot as
visual aids. As can be seen, the phase angle between the microphone pair iswithin less than 1 degreein the

frequency range of interest.
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Figure 4.34 Results of ¥ microphone pair phase calibration.

4.8.7 Dynamic pressure transducer pairs phase calibration (0.1” sensors)
To verify the phase-matching characteristics of the small dynamic pressure transducer pairs, a different

and innovative procedure had to be developed since these transducers are not sufficiently sensitive to be used
with the sound intensity calibrator. The new procedure wasidentical to the one used in the previous section, but
the acoustic signal was created by an orifice tube. Orifice tubes are used as thermal expansion devicesin
automobile applications. They are well-known sound generators and produce a white noise spectrain awide
frequency band when used under superheated refrigerant conditions or with gases [Rodarte et al. 1999b].
Orifice tubes are 1.5” (38.1 mm) long, and the one used has an internal diameter of 1.71 mm.
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The orifice tube was installed inside a0.5” (12.7 mm) nominal diameter copper pipe (10.8 mm internal
diameter). The sensors were mounted to a bronze block with machined sensor-mounting holes. The sensor
block was installed on the outside of the pipe, and carefully drilled holes were made to permit the microphones

diaphragm to be mounted flush to the interior wall of the pipe (See Figure 4.35).
Side View

Dynamlc Pressure Transducer 1

Acoustic Plane Woves \
& Higher Order Modes ]

Oriflce Tube

mim b)) il 2\

M—— =

Dynamic Pressure Transducer 2

Front View of Sensor Mounting Block

Figure 4.35 Experimental setup used to verify phase behavior of 0.1” dynamic pressure transducer pairs.

The experimental setup shown in Figure 4.35 can be used for phase calibration if plane waves are
present. For plane waves propagating in the tube, the phase matching of sensorsin the same diametral plane
should be identical. The sameistrue for plane wave reflections from the tube exit. For thisreason thereisa
limit imposed by the first acoustic cut-off frequency of the tube for phase calibration. Above the first acoustic
cutoff frequency, higher-order modes propagate inside the tube, and phase characteristics with this sensor
arrangement cannot be obtained. The cutoff frequencies of acoustic modesinside a cylindrical pipe can be
determined with equation (4.4) [Norton].

K pg Co (1- MZ)}/Z (4.4)
2p

In equation (4.4) Ky, isthe acoustic wavenumber associated with the (p,q)th mode inside the

fCO

cylindrical pipe. For the first higher-order mode (1,0), k,qisequal to 1.8412/a where g istheinternal pipe

radius. In this case, the first acoustic cutoff frequency using air at standard conditionsis greater than 18 kHz;

thus, the calibration procedure isvalid in the frequency range of interest.
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Figure 4.36 shows atypical result for a0.1” transducer pair. The results show aless than perfect
coherence and frequency response, especially in certain regions with dipsin the power spectral density plots.
Depending on the length of the experimental setup, the microphone pair will always coincide with nodes of the
standing wave produced at certain frequencies. When this condition occurs, the acoustic pressures detected by
the microphones will be very small. Such small signals can cause the observed reductions in power spectral
density and coherence. These reductions imply limitations of this experimental setup. That is, for certain
discrete frequencies the acoustic pressures at the microphone positions would be so small that this setup cannot
be used to infer phase matching between microphones.

The reduction in acoustic pressures due to nodes cannot explain the large decrease in coherence present
at approximately 3300 Hz. At this frequency, even though the measured power spectral densities arerelatively
large and significantly above the values at the dips in the spectra, the measured coherence and phase angle were
not in line with results at other frequencies with similar power spectral density values. This discrepancy could
be associated with local hydrodynamic pressure fluctuations that develop from any imperfection in the sensor
mountings.

The problem of standing wave nodes can be solved by changing the position of the microphonesin the
tube or by changing the tube length. By performing the phase matching tests with the two setups, the limitations
of each will be overcome. To reduce problems with local hydrodynamic pressure fluctuations, extreme care
should be taken to eliminate any protrusion or cavity in the microphone mountings. The microphones should be
perfectly flush to the interior of the tube wall. In this case, since there is no reason to expect the phase matching
between microphones to not be a smooth function of frequency, it was not felt worthwhile to modify the setup.

The 0.1” (2.5 mm) microphone pairs phase matching tests results show that in the 0-10 kHz frequency
range the phase matching had an RM S error level of the order of 10 degrees. It was noted that the phase errors
were reduced when the coherence was close to one. For coherence values between 0.95 and 1, the RMS error in
phase was around 5 degrees. For coherence values between 0.9995 and 1, the RM S error in phase was around

2.5 degrees.
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4.8.8 Effect of microphone size in measurement uncertainties
The physical size of agiven transducer limitsits ability to resolve adequately the measurements that it

isintended to perform. In the case of a microphone, if the dynamic pressure field has scales that are smaller than
the microphone diaphragm then this portion of the phenomenais not accurately captured by the transducer. The
scales of the flow disturbances near awall are inversely proportional to the frequencies that they produce in the
dynamic pressure field [Bull 1968]. The transducer will average out these components of the dynamic pressure
field. Thisconcernis of special importance when measuring the broadband characteristics of dynamic wall
pressure spectra.

For acoustic disturbances, microphone size isimportant when the wavelength of the acoustic pressure
fluctuation is smaller than the microphone diaphragm, since under these conditions the same averaging effect
described above will be present. In the case of a monochromatic acoustic disturbance such asthe noise from

cylindersin cross-flow, the average pressure on the sensor diaphragm could be estimated as

Pave = (OB (6 Y.F)|P (. y.f)|ds (4.4)

S

where S(x,y,f) isthe spatial response of the transducer as a function of position in the diaphragm and at the
frequency of interest f. P,e represents the average acoustic pressure detected by the diaphragm and P(x,y,f) is
the local acoustic pressure at the diaphragm surface at the frequency f. Equation (4.4) assumes an instantaneous
response of the microphone.

The parameters to solve equation (4.4) are difficult to determine. Even when the analytic solution
presented in chapter 3 can be used to estimate the values of P(x,y,f), the local response of the transducer is
difficult to know.

An alternative approach to assess the importance of microphone size can be obtained by estimating
values of the acoustic pressure using the formulations presented in chapter 3. By determining how much the
acoustic pressure level varies at extreme positions within the diaphragm at different locations on the duct wall
and as a function of frequency, amaximum error condition due to microphone true acoustic center variation can
be established. If the acoustic pressures do not vary significantly across the diaphragm for any frequency of
interest or microphone positions within the test section, then it can be assumed that errorsintroduced due to
microphone true center position or to averaging will be negligible.

Figure 4.37 shows microphone positionsrelative to asingle cylinder. The dark circle represent the 6.35
mm cylinder, while the shaded circles represent the 4 mm diaphragms of the nominal %2" microphones.
Acoustic pressures were estimated at the dark dots in the center and on the edges of the shaded circles as shown
for frequenciesin therange 1-7 kHz. The microphones were assumed to be flush to the wall. Using the
differences between these cal culated val ues, the maximum possible error between the positions on the
microphone diaphragm was estimated. The maximum errors are in the y direction. To determine the maximum

difference seen at any position in the diaphragm, the gradient of the acoustic pressure must be estimated at

111



extreme positions in this direction. This maximum varies as afunction of frequency. However, the small
differences associated with the changes in acoustic pressure in the x direction in comparison to the changesin
they direction indicate that thereis only asmall error associated with determining the maximum differencesin

the acoustic pressure by using the differencesin they direction directly.

@
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. @
y Z : 1
@ @
‘Cylinder

Figure 4.37 Top view of relative positions between the cylinder and the hypothetical microphones where
error estimation due to acoustic pressure gradient was performed. Diagram to scale.

Figure 4.38 is aplot of the estimated acoustic pressure level at the center of microphone position 3in
Figure 4.37. This position showed the maximum deviationsin the acoustic pressures calculated at the
diaphragm face compared to other positions shown in Figure 4.37. The acoustic pressure was estimated
assuming no volumetric damping and rigid walls, a 6.35 mm cylinder using afluctuating lift coefficient of 0.5,
and a constant density of 1.33 kg/n¥. The top and bottom lines represent the acoustic pressures levels estimated
at the top and bottom positions within that diaphragm. The vertical lines show the positions where cal cul ations
were performed. This graph shows the maximum possible error associated with an eccentric microphone true
center position.

From thisanalysis, it was found that in general the maximum possible error will be present when the
microphone diaphragm is tangential to the channel center line where theoretically the acoustic pressure should
be zero in the case of asingle center dipole. The possible errors associated with microphone size as a function
of position and frequency are strongly dependent on position and only weakly dependent on microphone
frequency. This analysis showed that the maximum errors are of the order of +4 dB and are found for the
microphones close to the channel centerline where the strongest acoustic pressure gradients are found. In our
experimental apparatus, smaller microphones are more widely used (see Figure 4.22) and are at positions
further away from the centerline (except the ones that are right on the centerline for dipole source
identification). So the maximum possible errors due to microphone size, position, and frequency are smaller

than those described here.
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Figure 4.38 Sound pressure level (SPL) determined at the center of position 3 in Figure 4.37 (middle line).

Top and bottom lines delimit the maximum possible error associated with moving the microphone center to
the edges of the 4 mm diaphragm in they direction. G’ = 0.5, ? = 1.33 kg/n?, ¢, = 345 m/s.

4.8.9 Effect of surface irregularities
Another source of error in the measurements taken by the microphones and dynamic pressure

transducersis associated with surface irregul aritiesin the vicinity of the transducer mounting. If there are
surface marks near the transducer or if the transducer is not perfectly flush to the wall, these irregularities can
cause significant variations in the measured values of the dynamic pressure. These deviations from the
measurements are caused when the sensor picks up the local disturbancesin the flow. Bull 1968 emphasizes
that results of Willmarth and Wooldridge show increases as high as 50% in the nondimensional overall dynamic
pressures measured when small irregularities or machined marks were detected in the vicinity of atransducer.

For thisreason, great care was taken to mount the transducers as flush as possible.

4.9 Data Reduction

4.9.1 Introduction
Aswith any experimental work the results presented have limited accuracy due to measurement errors.

Section 4.8 presented the calibration procedures and estimated errors of the fundamental quantitiesthat are
measured in our experimental apparatus. In this section an uncertainty analysis of the quantities used in this

work that are calculated from the fundamental measurements will be presented.
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4.9.2 Uncertainty analysis
Uncertainty analysisis a standard procedure applied to experimental datato evaluateits precision. In

most cases the accuracy of the datais essential to determineif a given hypothesis can be proved or disproved.
The conclusions drawn from the results of experiments are intimately linked to the accuracy of the measured
data and of the calculated variables. Most quantities of interest are not measured directly, but can be derived
from directly measured variables such as pressure, temperature, and frequency. For this reason a procedure to
establish how the uncertainties are propagated through the calculations is necessary.

The propagation of uncertainties for afunction of several variablesis described in equation (4.5)

[Taylor]:

.2 .2
dq=\/ga_qu9 T @
elx g ez g

Theerror dgin equation (4.5) is never larger than the ordinary sum

fiq fiq
dqg £ ‘W}dx +...+E}dz (4.6)

Equation (4.5) can be used if the uncertaintiesin the measured variables x,..,z can be considered

independent and random. They also need to present a Gaussian distribution, and all of the measured variables
uncertainties need to have the same odds. Usually the odds are expressed as a 95% confidence interval for the
measurements. The 95% confidence interval tells us that the measured values are at most approximately 2
standard deviations from the mean.

In many casesit isdifficult to accurately determine the confidence intervals. In our case, the errors
specified in the calibrations presented in section 4.8 are the maximum estimated errors for that particular
measurement since no statistical analysisto determine the confidence interval was conducted. The maximum
errors used are significantly greater than the true expected errors for the majority of the measurements. For this
reason, the uncertainty propagation analysis provides a maximum possible error associated with the cal culated
value and even when no confidence interval can be stated the real value is expected to fall in this extended
range.

The uncertainty propagation calculations were performed using the software Engineering Equation
Solver (EES) by Klein and Alvarado [see bibliography]. This software was used also for the data reduction and
fluid properties estimations. The method for determining the uncertainty propagation used by the softwareis
described in NIST Technical Note 1297 [Taylor and Kuyatt]. This method uses equation (4.5).

Table 4.2 presents the absol ute and rel ative uncertainties of the measured variables used to estimate the
calculated values. These values were used in the EES software.

The absolute uncertainties for the pressure measurements are based on manufacturer-specified relative
uncertainties and the pressure sensor range that depends on the diaphragm installed.

As mentioned in section 4.8.5 the pistonphone calibration also provides away to measure the accuracy

of the frequency measurements for the cylinder vortex shedding generated tonal noise. Errorsin frequency
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measurements are negligible. However, noises produced by cylindersin cross-flows are not purely tonal but
consist of arange of frequencies grouped closely together. For this reason, the absolute error in frequency
measurements was chosen to be two discrete frequency increments in the spectra. The frequency increments for
the dynamic signal analyzer used depend on the frequency span. In our case, most of the data was taken using a
10 kHz frequency span that, when divided by the eight hundred points of resolution gives 12.5 Hz per point.

The absolute error in cylinder diameter is estimated to be at most +0.002 inches (0.05 mm) for all
cylinder diameters. Channel width errors are minimal since the width is set by the aluminum extrusion material
used for its construction. The errorsin channel width are assumed to be of the order of 0.1 mm. Errorsin
channel height are the most critical of all as can be seen in Table 4.3. These errors were measured to be at most
+0.005 inches (+0.13 mm).

Note that the errors associated with the channel width and height are important when comparing our
results to results from the literature. When comparing the results of Strouhal numbers between different samples
tested in our experimental setup the height and width remain fixed for a number of samples and therefore this
inaccuracy is eliminated. For this reason, the channel, once set into position, was used to test different samples

before disassembling so that the trends would not be affected by this uncertainty.

Table 4.2 Uncertainties of Measured Quantities

VARIABLE UNITS ABSOLUTE RELATIVE
DESCRIPTION UNCERTAINTY UNCERTAINTY
(tofull scale)
Ventugr ;ﬁgeﬂtlal inches of water +0.05 +0.25%
Venturi Absolute psia +0.8 +0.95%
Pressure
Test Section Absolute .
Pressure psia 0.1 +0.25%
Test Section Temperature °C +1 N/a
Shedding Frequency Hz 25 N/a
Cylinder Diameter m +0.00005 Varies
Channel Width m +0.0001 0.26%
Channel Height m +0.00013 8%
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Table 4.3 Maximum Errors Associated with Derived Variables

Max Error due szEtrror dMaXtEfl_rgt Max Error Max Error Max Error Max Error Max Error
to Venturi V:rstucr)i uS?ec?ion due to dueto dueto dueto dueto
Variable | Units Differential Absolute Absolute Tem Shedding Cylinder Channel Channel Total
Pressure . P- Frequency Diameter Width Height
: Pressure Pressure inaccuracy | . . . .
inaccur acy . . inaccuracy | inaccuracy | inaccuracy | inaccuracy
inaccuracy | inaccuracy
Average
Flow m/s 2.5% 2.3% 0.7% 0.2% 0 0 0.03% 5.2% 6.3%
Velocity
Massflow | gfs 2.5% 2.3% 0 0.2% 0 0 0 0 3.4%
Strﬁghal 2.5% 2.3% 0.7% 0.2% 2.3% 0.9% 0.3% 5.2% 7.3%
Rel{\lng'ds 2.5% 2.3% 0 04% 0 0.9% 0.3% 5.2% 6.3%
Speedof | g 0 0 0 0.2% 0 0 0 0 0.2%
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4.10 Hydrodynamic pressure fluctuations in 38.1 x 2.5 mm rectangular duct with flow
Turbulent flow inside arectangular duct will generate dynamic pressure fluctuations. These dynamic

pressures are created by the interaction of the turbulence in the flow with the mean shear layer next to the walls
[Bull]. In order to be able to measure the acoustic pressures of the flow-induced noise from cylinders, the acoustic
pressures produced by the cylinder must be greater than the dynamic pressure fluctuations that the flow itself
produces on the wind tunnel walls.

Dynamic pressure fluctuation measurementsin our experimental test section were made at different
microphone positions. The microphone positions referenced in this section can be seenin Figure 4.22. The
measurements were made using two different types of transducers, 0.1” PCB105B02 dynamic pressure transducers,
and %" Gunnar Rasmussen series phase matched microphones (see section 4.8). Power spectral density and
coherence between pairs of transducers were taken with an HP3562A dynamic signal analyzer. The analyzer settings
were: AC coupling, Hanning window, frequency span of 10 kHz, frequency bandwith resolution of 12.5 Hz, and 50
averages. The measurements were taken using three different pairs of transducers at different positions. The
measured pair were taken from positions 1la— 5a, d1-2a, Q6-Q1 (see Figure 4.22).

The measured dynamic pressure fluctuations can be contaminated by acoustic pressure fluctuations
generated by noise-producing devices such as orifices, elbows, fans, or other devicesthat are used in wind tunnels.
In our case, in which compressed air is used as the flow generator, flow-generated propagational dynamic pressure
disturbances have two sources: 1) the pressure regulator that is used to control the flow rate, and 2) theinlet to the
long rectangular duct at which there is adiscontinuity in the flow path when the air passes from the round hose to
the square duct (See Figure 4.4). To eliminate these sources of noise from the dynamic pressure measurements,
acoustic foam was used to create an anechoic termination (see Appendix A).

Figure 4.39 shows the power spectral density taken at position Q6 as afunction of flow velocity. Power
spectral density plots made at different positions where similar to those presented here. Figure 4.40 compares the
total and maximum tonal dynamic pressure levels of the measurementstaken at the six different positionsin the
duct. The¥s" microphones are significantly more sensitive than the 0.1” dynamic pressure transducers. As can be
seen in Figure 4.40, the measurements are more disperse at lower flow velocities. Figure 4.40 indicates that even
when there are significant differences in transducer sensitivities, the overall dynamic pressure levels agree relatively
well even at very low flow velocities. Additionally, neither the overall dynamic pressure level nor the shape of the
spectra showed variations as a function of measurement position. Figure 4.40 shows an increase of approximately 30
dB in the dynamic pressure levelsin the flow velocities used in our experimental test section. Thisincreaseislinear

with velocity in the decibel scale and shows arelatively small slope.
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Figure 4.39 Dynamic wall pressure power spectral density as a function of flow velocity inside rectangular duct
of 38.1 x 2.5 mm. Measurement position is at microphone Q6 (See Figure 4.22).
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Figure 4.40 separates the total overall dynamic pressure level (DPL) from the maximum tonal DPL. Thisis
amore useful indicator of the noise floor level in our case in which tonal noiseis the main interest. The maximum
tonal noise usually occurred for lower frequencies, as seen in Figure 4.39. For this reason, the tonal noise presented
will be an upper limit for measurements at higher frequencies.

An attempt at collapsing the data using the scaling variables used by Corcos for the wall-pressure
fluctuations present in pipe flow is shown in Figure 4.41. The same parameters used by Corcos collapse the data
relatively well for our case of a38.1 x 2.5 mm rectangular duct. Figure 4.41 plots the same spectra presented in

Figure 4.39 after nondimensionalization.
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Figure 4.41 Nondimensional power spectral density of dynamic pressure measurements shown in Figure 4.39.

Dynamic pressure fluctuation measured at the wall of a duct with flow can be composed of several different
components that create pressure disturbances and that cannot be separated directly. Possible pressure fluctuations
can include 1) propagating acoustic plane waves, 2) propagating acoustic higher order modes, 3) acoustic standing
waves, 4) other localized nonpropagating acoustic phenomena, 5) propagating hydrodynamic pulsations such as
vortex shedding, 6) propagating hydrodynamic turbulent flow fields, and 7) nonpropagating localized hydrodynamic
phenomena [Pedersen and Norton].

In our case, the introduction of acoustic foam at theinlet of the test section minimizesthe possibility of
propagating plane waves generated by the flow inlet (see Appendix A and Figure 4.4). Thisis especially true at the
more easily damped higher frequency plane waves. Lower frequency plane waves are harder to attenuate, and

complete elimination of them by the acoustic foam termination was not achieved. Another source of plane wave
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generation is at the termination of the test section where thereis aflow discontinuity. At this discontinuity, the flow
itself or the internal duct pressure fluctuations might excite plane and higher order modes. Propagating higher modes
are only present above their respective cutoff frequency. For our test section in air, and assuming no flow, the first
three cutoff frequencies are harmonics of 4525 Hz. This means that for the frequencies on interest in our case (0-10
kHz) only thefirst two higher modes could be present. Higher modes that might be excited will be exponentially
attenuated afew hydraulic diameters from their origin [Norton]. The measurements shown in Figures 4.39, 4.40, and
4.41 were made far from any possible acoustic source. One way to determineif there are propagating pressure
disturbancesis to determine the coherence of microphone pairs. If the coherenceis close to one, then it can be
assumed that the dynamic pressures contain a high component of propagating fluctuations. If the coherence is close
to zero then it can be assumed that the pressure fluctuations are either due to localized hydrodynamic fluctuations or
caused by nonpropagating localized acoustic fluctuations. Nonpropagating acoustic fluctuations can be caused close
to an acoustic source where many modes might be excited. These higher modes cannot propagate and therefore are
only important in the vicinity of the source. If no sources are present and the coherenceiscloseto 0, then the
measurements represent only hydrodynamic pressure fluctuations.

Figure 4.42 shows representative coherence of measurements taken at microphone positions la-5aat the
highest and lower flow velocities and also from measurements taken at microphone positions Q6-Q1 at an
intermediate flow velocity. The coherence between microphone pairs was similar except at frequencies below 1 kHz
and above 9 kHz where significant values of coherence were seen at the different microphone positions. It is not
clear what is the cause of the larger coherence below 1 kHz and above 9 kHz. Additionally, it is unknown what
causes the increase in coherence at higher flow rates. It is speculated that for higher flow velocities a propagating
turbulent flow field might increase the coherence values when convective effects transport these disturbances.

Boundary layer pressure fluctuations on flat plates have been studied extensively as reported by Bull 1968,
1996. The earliest theoretical work on pressure fluctuations on a boundary surface was done by Kraichnan in 1956
[Bull 1968]. Kraichnan and Lilley linked the root mean square (RM S) value of the wall pressure fluctuations to the
mean shear stress at the wall t,. Wall pressure fluctuation values reported by these researchersliein the range 2t,, <
p' < 6t, for awide range of Reynolds numbers. Figure 4.43 compares the overall dynamic pressure levels
nondimensionalized by the estimated wall shear stress. At lower values of Reynolds numbers, there is significant
dispersion in the measurements, and some of the values do not fall in the estimated range. Thisisvery likely the
result of dynamic pressure transducer insensitivity. Microphones at positions Q1 and Q6 follow very closely the
results by Corcos. Those two microphones are approximately two orders of magnitude more sensitive than the
microphones at other positions. At higher values of Reynolds number the results fall right in the middle of the
expected range and compare favorably with other measurements made inside pipes with flow. The dynamic
pressures at higher Reynolds numbers are significantly higher than instrument noise even for the more insensitive

transducers.

4.11 Acoustic vs. hydrodynamic pressure fluctuations
For single cylindersin cross-flow, flow separation and the creation of vortex shedding are responsible for

the very near sinusoidal pressure oscillations on the cylinder’s surface that create the cylinder fluctuating forces and
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generate sound. The flow phenomena responsible for these effects is concentrated in avery narrow region in front
and on the sides of the cylinder [Zdravkovich 1997] and also in alarger region downstream in the wake where the
vortex shedding is convected downstream and latter diffuses into turbulence. Vortex shedding affects mainly the
wake of the cylinder; for this reason, the acoustic near field is very close to the cylinder everywhere except in the
cylinder wake where the hydrodynamic incompressible fluid dynamic pressures called “ pseudosound” by Ribner are
present. This confirms our experimental observations from measurements at symmetric positions upstream and
downstream of the cylinder. For upstream measurements, the sound pressure levels correlate well with results of the
model presented in chapter 3. For downstream measurements in symmetrical positionsin the cylinder wake, the
pressure oscillations are significantly higher in amplitude. Measurements downstream of the cylinder but at
positions where wake effects are not present also show results that are predicted by the model. Acoustic attenuation
over short distancesis very small and may be neglected for the distance of our microphone spacing [see, for
example, Rodarte et al. 2000]. If the downstream “ pseudosound” dynamic pressure fluctuations were actually
acoustic, the noted discrepancies in dynamic pressures measured upstream and downstream from the cylinder
(presented in Chapter 5) could not be detected. These observations mean that for acylinder array where the cylinder
wakes are everywhere present, the dynamic pressure measurements would include acoustic and hydrodynamic
effects. The only place where the true acoustic pressures can be measured is upstream of the array since here there
are no hydrodynamic pressure oscillations. At those locations the combined effects of sources downstream can be
measured and only here the experimentally determined dynamic pressures could be assumed to be purely acoustic
assuming that the regular hydrodynamic pressure fluctuations produced by turbulent flow are significantly smaller

than the acoustic perturbations.
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Figure 4.42 Representative coherence measured between microphone positions 1a and 5a at 99.6 m/s (dashed
lines) and 10.8 m/s (solid line) and between microphone positions Q6-Q1 at 56.6 m/s (small dotted line).
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Chapter 5: Experimental Results

5.1 Introduction
In this chapter the results of different types of tests performed on plate heat exchanger samples,

stereolithography cylinder arrays, single cylinders of constant and nonconstant diameter and pairs of cylinders will
be presented.

This research started with the testing of plate heat exchanger samples using accelerometers. Later, dynamic
pressure transducers were employed. The early work helped to establish that the noise problem in plate heat
exchangersis similar to the well -known problem of acoustic resonancein large heat exchangers [Rodarte et al.
19984].

Plate heat exchanger design and construction introduces complexities that are unique to this type of heat
exchanger and make it difficult to generalize results. For this reason, stereolithography prototypes with “normal”
cylinder arrays were made to study in more detail the flow-induced noise behavior of these short aspect ratio
cylindersin achannel. The results of these tests hel ped establish some of the similarities and differences of the flow-
induced noise phenomena between this type of heat exchanger and the large heat exchangers reported in the
literature (see Chapter 2) [Rodarte and Miller 2000].

The simplest way to excite transverse acoustic resonances in arectangular duct isusing asingle cylinder in
cross-flow. For thisreason it is of primary importance to understand the acoustics and flow-acoustic interactions for
this case of acoustic resonance. Tests on single cylinders were used to validate the acoustic model based on
fundamental concepts presented in Chapter 3.

Tests of nonconstant diameter “hourglass’ shaped single cylinders were made to compare their flow
acoustic behavior to that of “normal” constant diameter cylinders. Thistype of cylinder isformed during the brazing
process in some designs of plate heat exchangers (see Figure 4.11).

Single cylinders made using stereolithography were also tested. The purpose of these tests was to compare
the behavior of significantly rougher cylindersto that of the smooth aluminum cylinders. This conparison is
necessary to confirm the validity of using stereolithography for cylinder array testing.

Results of tests on pairs of cylindersin tandem and side-by-side arrangements are reported. These tests
were made to begin to explore the acoustics and flow-acoustic interactions of multiple cylinders. The results of these

tests are al'so used to test the mathematical model when more than one cylinder is present in the duct.

5.2 Plate heat exchanger tests

5.2.1 Acceleration tests
Acceleration tests on plate heat exchanger samples were made on 6 different designs of plate heat

exchangers. The tests were made using R134a and nitrogen as the working fluids. A description of the test procedure
and accelerometer mounting locationsis found in Section 4.5.3.

Acceleration tests on plate heat exchangers were made when the project began. At that time the source of
the noise was not clear. It was not known if the noise was created by the heat exchanger itself or if it was created by

the thermal expansion valveimmediately upstream of the heat exchanger. Thermal expansion valves are known
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noise producers, especially during transients when they often operate with superheated refrigerant [Rodarte et al.
1999b]. Thermal expansion valve noise is broadband in nature, but thisfact alone could not exclude this noise
source from creating tonal components. Broadband noise can transmit preferentially through the piping when
internal acoustic modes and structural pipe modes coincide. When this happens, the particular valve-fluid-pipe
arrangement used could become a narrow band pass filter that could explain tonal noise transmitting from a structure
excited by broadband expansion valve noise [Rodarte et al. 19994].

Different tests were conducted in the laboratory to identify the source of the noisein plate heat exchangers.
To seeif the valve noise was responsible for exciting the resonance seen in the plate evaporator, three tests were
made. The first one involved an acoustic muffler placed between the expansion valve and the plate evaporator. The
muffler significantly reduced the expansion valve noise that reached the heat exchanger. However, the resonance
was not affected by the introduction of the muffler. The second test involved placing a speaker at the inlet tubeto
the heat exchanger and reproducing the broadband noise of the expansion valve without the flow effects. This test
showed that no resonance was excited by this method. The final and perhaps the most conclusive test was performed
in the R134arefrigerant experimental setup. The setup was operated to obtain two-phase refrigerant at the exit of the
expansion valve, and then the refrigerant was evaporated in downstream heaters before reaching the plate heat
exchanger test sample (see Figure 4.1). When two phase refrigerant exits the expansion valve the valve noiseis
reduced approximately an order of magnitude. The resonance present in the plate heat exchanger sample was
unaffected. In other words, the conditions of the refrigerant exiting the thermal expansion valve have a very
important effect in the noise generation from the valve but did not affect at all the resonance present in the plate
sample.

The conclusion after these tests was that the expansion valve was not responsible for the resonance.
However other types of flow-induced resonances different from the transverse acoustic resonance reported in large
heat exchangers could be responsible. The results of the accel eration tests confirmed that the acoustic resonance
phenomenon was similar to that of large heat exchangers since these results compared favorably with acoustic
resonances established transversely in the plate evaporator samples.

The acoustic natural frequencies of the plate heat exchanger flow passage were determined using equation
(3.98) after assuming several simplifications. First, the refrigerant flow passage is considered to be arectangular
volume. The actual passage deviates from this since there are protrusions in the walls of some plate evaporator
designs. Another difference isthat the walls are not perfectly flat on the sides. Simplificationsinclude negligible
flow velocity, no volumetric damping, and perfectly rigid walls. Finally, a correction for the speed of sound of the
fluid will be used. This correction in the speed of sound has been used in previous studies and has been found to
agree with experimental results made on large heat exchangers. The effective speed of sound depends on the solidity
ratio s and is defined as the lower limit of the inequality presented in equation (2.23).

The effective speed of sound of the fluid in the tube bundle is reduced by the presence of the tubes, which
scatter the sound waves. If the array elements have dimensions that are asmall fraction of the acoustic wavelength,

the net result isareduction in the speed of sound and an increase in dissipation [Blevins 1986]. The rational e behind
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the concept of effective speed of sound isthat the travel time for a sound pressure front is lengthened by the
scattering due to the obstructions of the tubes.

Figure 5.1 shows acceleration spectra at different positions for plate evaporator sample A tested using
R134arefrigerant. Photographs of the different plate evaporators showing their internal structure and naming
convention used for the acceleration tests are presented in Appendix C. Plate evaporator A isthe only plate with an
in-line bluff body configuration. The bluff bodies formed are crosslike in shape. This shape is formed when two
plates are placed face to face and then brazed. This design produced very strong resonance at virtually every
condition as long as the fluid used was in the gaseous state. Plate heat exchangers C, F, and G have cylinder-array-
like structures. These structures can be seen in Figure 4.11. Plate evaporators D and E have avery complicated
three-dimensional structure after brazing. For thisreason, it is difficult in this plate heat exchanger design to
establish where the acoustic resonance is established and how this resonanceis excited.

Refrigerant testing as mentioned in section 4.3 has some disadvantages, including alimited flow rate range.
For these reasons testing of plate evaporators samples was also done using nitrogen. Nitrogen testing permits
studying the acoustic resonance phenomena for a much wider range of flow velocities. Comparison of acceleration
spectrafor the two fluids shows similar frequency behavior once the speed of sound is considered. Table 5.1
compares the ratio of experimentally determined acoustic resonances obtained when the plate samples were tested
with R134a and nitrogen to the ratios of speed of sound for these two fluids. The Mach number has an effect on the
acoustic resonance of arectangular duct with flow as mentioned above (see equation 3.98). When changing fluids,
the Mach number effects are more inportant for the higher speed of sound fluid since for thisfluid a greater flow
rate is needed before a resonance condition can be established. The good agreement of the ratios presented in Table
5.1 show that the effect of the Mach number on the acoustic resonance in these casesis small. Thisisnot the casein

the acoustic resonances established with single cylinders, aswill be discussed in section 5.4.
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Figure 5.1 Acceleration power spectrataken from plate evaporator A using R134arefrigerant. Accelerometer
positions on plate sample shown in Figure 4.13.
Appendix C shows frequency-velocity graphs. These plots show the frequency at which the peak of the
acceleration spectra occurs for agiven flow rate. The flow rates are estimated at the exit of the plate evaporator
sample. In general the graphs for the plate samples A, C, F, and G have alock in region and are similar to results

found in the literature for large heat exchangers. Plate D and E do not follow the same trends probably due to their
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complicated geometry. Figure C.12 for plate sample G shows a frequency band since for this heat exchanger the
spectrawas not clearly tonal but instead covered the whole band shown. These frequency bands are believed to be
the result of resonances occurring at different frequencies due to the variations in transverse dimensions. These
variations are caused by the “bumps” on the side walls of the plates.

Nitrogen tests were performed to study the acoustic resonance as it devel oped when increasing the flow
velocity. Figure 5.2 shows the accel eration power spectra of the tests performed on plate sample A at position 7.
The peaks in the accel eration spectrum does not show alinear frequency velocity dependence (Strouhal effect) and
thus no Strouhal number at off resonance can be determined. In-line heat exchangers do not follow the classical
excitation mechanism present for staggered arrays or single cylindersin aduct [Ziada and Oengtren 1992, 1993].
Thiswas believed to be one possible explanation but testing of plate F which has a staggered arrangement showed
the same behavior (see Figure 5.3). Later tests using dynamic pressure transducers showed that the accelerometer
was not sensitive enough to detect the Strouhal effect.

Table 5.2 summarizes results of the acceleration tests. It presents some possible channel dimension
(widths) where an acoustic resonance might be sustained. The various widths are due to “bumps” on the side walls
and to an increase in the channel width at the flow return section. The transverse acoustic resonance frequencies are
then computed using these different dimensions as well as the solidity ratio for each heat exchanger. Therangesin
the estimated frequencies are due to the variation in the speed of sound of R134arefrigerant depending on the
amount of superheat.

Table 5.2 presents the experimentally determined acoustic resonant frequencies obtained with the two
fluids. Comparison of the experimental and estimated natural frequencies points out where the resonance was
established. The Strouhal number of the heat exchanger is also presented. The Strouhal number was cal culated using
the characteristic dimension D.

The full set of datafor the accel eration tests can be found in the report by Hrnjak et al. 1997.
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Table 5.1 Comparison of acoustic resonance frequency ratios to speed of sound ratios for plate heat exchanger
samples tested with accel erometers.

Plate Name  R134aFreq. (H2) N, Freqg. Freg. R134a N> c
(H2) Ratio c (m/s) c (m/s) ratio

A 2078-2220 4831-5053 2.18-2.43 148.4-156.7 350 2.23-2.36
C 1787-1957 4140-4676 211-2.61 146.5-165.0 350 212-2.39
D 3415-3740 7707-8513 2.06-2.49 142.9-165.2 350 212-2.45
E 1443-2391 3320-3768 1.38-2.61 146.5-161.0 350 217-2.39
F 1982-2016 4359-4393 2.16-2.21 148.6-159.0 350 2.20-2.35
G 1937-2593 4312-5125 1.66-2.65 154.6-163.0 350 2.15-2.26
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Figure 5.2 Acceleration spectra obtained at position 7 in plate A using nitrogen.
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Table 5.2 Estimated and experimentally determined acoustic resonances in plate heat exchangers.

Plate Duct widths Solidity Resonance Resonance Resonance Resonance D Strouhal No.
Name ratio Frequency Frequency Frequency Frequency
(Estimated) (Experimental) (Estimated) (Experimental)
W R134a R134a N, N2
mm S Hz Hz Hz Hz mm
A 314 0.356 1914-2256 2156 4786 4840-5060 5 0.503
C 375 0.404 1575-1857 1969 3938 4170-4640 35 0.134
29.5 2003-2360 5006
80 738-870 1846
D 31 0.25 2020-2380 3770 5049 7610-8300 3 0.178
65.5 956-1127 2390
E 35 0.18 1761-2075 1430 4402 3310 4 0.463
37 1666-1963 4164 7070-7320
74 833-982 2082
79 780-919 1950
F 3 0.29 1648-1942 2000 4119 3970-4375 4.5 0.392
29 2159-2544 5397
79 793-934 1981
71 882-1039 2205
G 375 0.25 1718-2025 1935 4296 4200-4800 4.5 0.499
335 1924-2267 4809
79 816-961 2039
75 859-1013 2148




5.2.2 Dynamic pressure tests
Dynamic pressure tests were performed on 6 different types of plate heat exchanger designs. Plate

samples A, C, and F for which accel eration measurements were made (see section 5.2.1) and new variations of
these plates designated as A2, C2, and F2, respectively, shown in Appendix D. Dynamic pressure tests were
made using nitrogen and R134arefrigerant as the working fluids.

Appendix D shows the velocity-frequency and vel ocity-amplitude plots of the results obtained for the
six different plate samples. Dynamic pressure spectrum taken using nitrogen and R134arefrigerant are also
presented in Appendix D.

All of the plate sampl es tested except the plate sample A have an “hourglass’ shaped circular cylinder
arrangement with staggered or close to staggered configuration (see Appendix C and D photographs). For these
structuresin general flow periodicity frequency increases with flow velocity in the classical way. And all of the
plate samples produced very loud acoustic emissions with gaseous flows. The acoustic emissions typically
contain one or sometimes afew dominant frequencies. The noise significantly increased if the flow periodicity
frequency coincided with the acoustic natural frequency of the duct.

Figure 5.4 show frequency-velocity and dynamic pressure—velocity diagrams for plate F when tested
using nitrogen (similar diagrams for the other plate samples are presented in Appendix D). Empty circles show
the frequency and amplitude in the region of flow velocitiesin which the frequency increases linearly with flow
velocity (Strouhal effect). Empty squares show the same parameters after the onset of resonance. Finally, the
full circles show the same parameters of a second peak in the power spectrathat appeared before resonance at
about the same frequency as the transverse natural frequency of the cavity. This resonance may have been
excited by turbulence. Figure D.11 shows the spectra from which the data to make Figure 5.4 was taken.

The lines drawn in Figure 5.4 (top) show that there is a change of slope of the frequency versus
velocity curve as soon as the second peak appears in the power spectrum. The projection of the slope of the
frequency-velocity curve before the onset of the second peak coincides with the onset of a strong resonant peak.
This supports the classical flow-induced acoustic resonance mechanism. It also indicates that measurements of
Strouhal number should be performed far from resonance as discussed by Polak and Weaver.

From Figure 5.4, a resonance condition can be seen to develop at about 80 m/s. Figure C.10, made
using accelerometer data on the other hand, seems to indicate that the resonance starts at 50 m/s. Comparison of
Figure 5.4 and C.10 indicates that for our acceleration measurements what was believed to be a resonant
condition wasin fact amaximum in the power spectra at what was previously described as the second peak.
Accel eration measurements seem to be more sensitive than was originally anticipated since even this weak peak
in the spectrum could be detected. However since accel eration measurements are dependent on mounting
position they should only be used to detect clearly resonant conditions or when a dynamic pressure sensor

cannot beinstalled.
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Figure 5.4 Frequency-velocity and amplitude-velocity plots made using dynamic pressure measurement of
plate F taken with nitrogen. (see Appendix D).

Figure D.2 in Appendix D shows that plate A2 follows the classical linear frequency velocity
relationship of the dominant peak in the spectrum that excites the acoustic resonance at the right frequency. The
velocity plotted in Figure D.2 isthe velocity at the inlet of the plate sample. The velocity at the exit can be
significantly larger and can even reach choked conditions. Plate A2 reaches the first acoustic natural frequency
with nitrogen when the flow at the exit is almost choked. For thisreason, thereisavery largeincrease in the
dynamic pressure with no increase in flow velocity at theinlet. This happens since compressibility effects cause
large increases in density while keeping the inlet flow velocity almost constant. Plate A which hasanin-line
type configuration with non-cylindrical bluff bodies does not follow the same linear frequency velocity
behavior. However the same compressibility effects can be seen for this plate.

Figure D.4 shows that plates C and C2 also have pressure fluctuations that increase in frequency with
flow rate. Plate C has a staggered configuration while plate C2 has a close to staggered configuration (see
Figures C.3 and D.3). Plate C reaches acoustic resonance at alower flow velocity. The amplitude velocity plots

show the characteristic increase and decrease of the dynamic pressure measurements asit passes through the
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resonance with increasing flow velocity (45-50 m/s). For this plate, the flow at theinlet is limited to around 55
m/s before the choking condition at the exit is reached. This flow is not enough to completely pass the
resonance frequency, and a combined effect of resonance and an increase in density cause the largeincreasein
dynamic pressure levels. This same phenomenon is seen for plate Fin Figure D.6. For plate C2, the resonance
and exit choking condition appear together and create the increase in the dynamic pressure seen in Figure D.4.
A similar condition can also be seen for plate A2 in Figure D.2.

The significant increase in dynamic pressure at the high end of theinlet flow velocity showninthe
amplitude plotsin appendix D are caused by the increase in density of the working fluid. The flow velocity
throughout the plate hardly changes, but the density increases considerably. The increase in density causes
changes in Reynolds number and may explain why some researchers identified the importance of the Reynolds
number [Ziada et al. 1989a] with the establishment of well-defined acoustic resonances. Ziada et al. 1989a
created the increases in Reynolds number by increasing the flow velocity. Flow velocity and density are directly
linked to the strength of the fluctuating lift forces on the cylindersthat produce the sound. Additional results of
tests on plate heat exchangers can be found in the report by Miller et al. 1998.

5.3 Stereolithography cylinder array tests

5.3.1 Normal triangular arrays
Tests were performed on 5 normal triangular arrays (see Figure 2.1 for array description). Normal

triangular arrays can be considered a subgroup of staggered arrays. Thistype of array is characterized by the
pitch-to-diameter ratio (P/D) where the pitch is defined as the distance between cylinder centers for any two
adjacent cylinders. Thisisequivalent to a staggered array with T/D=P/D and L/D=(P/D)(cos(/6)). Tests were
performed on 5 different normal triangular arrays with pitch to diameter ratios of 2.6, 2, 1.75, 1.6, and 1.45. The
arrays consisted of 5 columns and 19 rows. The different pitch-to-diameter ratios were obtained by modifying
the diameter while keeping the cylinder center positions fixed. The Strouhal numbers measured for the first
three arrays closely follow the behavior of their larger counterparts as shown in Figure 5.5. Figure 5.5 data were
obtained from the work by Oengdren and Ziada 1998 (Figure 32 in their paper). The Strouhal numbers are,
respectively, 0.27, 0.30, 0.315. These Strouhal numbers correspond to the lower frequency periodicity of the
two periodicities that have been reported for thistype of array. The higher Strouhal number could not be
detected in our tests. The more densely packed arrays did not exhibit alinear frequency-velocity relationship
nor any clear resonance, thus no Strouhal number could be determined.

Figure 5.7 and 5.8 present spectrataken from an array with pitch to diameter ratio of 2.6. Dynamic
pressure transducers were installed at the center of the array after the 2", 4", 12", and 18" rows. Figures5.7
and 5.8 show the spectrafor the 2" and 12" rows. In addition to dynamic pressures, the static pressure was a so
measured at each of these positions. Figure 5.6 shows density estimations from pressure measurements at each
dynamic pressure sensor |ocation. Temperature changes of the gas due to the near isothermal expansion were
minimal and the temperature therefore remained close to ambient conditions throughout the sample under test.
Using mass flow, cross sectional area, and density at each dynamic pressure sensor position, the flow velocity

was estimated. Since thereis asignificant pressure drop, especially at higher flow rates, the flow velocity
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changed considerably for any given mass flow rate at each measurement position. The velocities to the right of
the spectra show the estimated velocity at the measurement point.

The spectrain Figure 5.7 show that there are two dominant peaks close to each other and to the first
transverse acoustic mode for flow rates between around 40 to 50 m/ s. This behavior is not seen in Figure 5.8.
One of the two peaks seenin Figure 5.7 corresponds to the flow periodicity present at the second row of
cylinders. Thisisclear sinceit follows alinear frequency velocity relationship. The second peak appears to be
generated by flow periodicities present at positionsinside the array, but further downstream where the flow
velocities are larger. Similarly, at the higher flow rates, there are peaks between 6-7 kHz and 8-9 kHz in both
figures. In Figure 5.7 at the higher flow rates, the peaks between 6 and 7 kHz are stronger and follow
approximately alinear frequency velocity relationship. For thisreason, it is believed that this periodicity is
generated by the vortex shedding in the first rows of cylindersin the array. The higher-frequency peaks at
around 8-9 kHz detected at the second row appear to be generated at positionsinside the array but further
downstream. For Figure 5.8 the inverseistrue.

Figure 5.9 compiles the information presented in Figures 5.7 and 5.8 in addition to that obtained after
the 4™ and 18" rows. Since there are significant flow velocity variations throughout the array mass flow was
used to plot the frequencies and power spectral density. Figure 5.9 (middle plot) clearly showsthat at agiven
test condition (mass flow rate) flow periodicities at different frequencies are present in the array. These
differences can be significant. At amass flow rate of 4.55 g/s, for example, the frequency of the periodicities
detected at the different positionsin the array were 5775, 6125, 7400, and 7750 Hz! The frequency differences
increase as the flow rate increases since larger flow rates cause larger velocity gradientsin the array. When flow
velocitiesinstead of mass flow rates are used the data shows approximately alinear flow-velocity behavior. At
low flow velocities, the data points approximately follow a single line indicating a constant Strouhal number
throughout the array.

The increase in amplitude for the larger mass flows/flow velocities does not appear to be caused by
proximity to a natural frequency but to increases in flow velocity and density alone. This can be seenin the
region between 4 and 5 g/s were the power spectral density plots are significantly higher than when the

frequency passed through the first transverse acoustic resonance of the duct at approximately 2.5to 3 g/s.
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5.3.21n-line square arrays
Two stereolithography in-line arrays were tested. The arrays have equal T/D and L/D ratios and thus

can be also be classified as normal square arrays using only the pitch to diameter ratio (P/D) (see Figure 2.1 (a)
and (c)). The P/D ratios for these arrays were 1.5 and 2.

Tests on the two arrays showed that once an acoustic resonance was excited the resonance remained
for avery large range of flow velocities (see Figure E.6 and E.13 in Appendix E). Only after very large
increasesin flow velocity the frequency of the dominant peak in spectra shifts. The shift then appeared as a
jump from the first mode to the second mode. Thisjump occurred earlier at the end of the array.

The Reynolds number remains constant throughout the array, even when the velocity increases since
theratior , V which is equal to the mass flow rate divided by the cross sectional arearemains constant. Strouhal
number on the other hand is not affected by changesin density. Velocity isone of its dominant variables. These
facts have two implications. First, the Strouhal number determined at different locations throughout the array
will not be the same for a given Reynolds number. The flow velocity changes throughout the array but the
Reynolds number and frequency at resonance remain constant. Second, the Strouhal number will decrease with
increases in Reynolds number. This happens since the frequency of the excited resonance is minimally affected
by largeincreasesin flow velocity, but the Strouhal number is reduced by flow velocity increases. Figures 5.10
and 5.11 show this behavior.

The shape of Figures 5.10 and 5.11 can be explained by the following relationship that can be derived
from the Strouhal and Reynolds number definitions:

fD?r 1

St= — 51
m Re G

The frequency at resonance does not change sharply with Reynolds number (see Figure 5.13 and 5.14).
The main deviations are caused by the density increase with Reynolds number. These changes cause the plots to
deviate from the perfect hyperbolic shape that would otherwise exist between Strouhal and Reynolds numbers.

Weaver et al. 1987 present two relations to obtain the Strouhal numbers for square in-line arrays. One
was developed by Zukauskas and K atinas, and the other was developed by Weaver et a. 1987 using arguments
from a paper by Owen. Owen predicted that the dominant peak in a bank of tubes would be equal to the
interstitial gas velocity (V;) divided by twice the distance between successive rows as long as the ratio of

diameter to lateral spacing lies between 0.2to 0.6, or

|@<

f= (5.2)
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L

Weaver et al. 1987 obtained the Strouhal number as afunction of pitch for asquarein-line array by
converting the gap velocity to upstream velocity using the following relationship:

P-D)o & 10
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. (5.3)

and using the Strouhal number definition
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The correlation by Zukauskas and Katinas after is has been converted for upstream flow is expressed in
equation (5.5) below:
ae X 1.83 waa X f)

St—902+ex P ' 5.5
g PCoss = &x (59)

Figure 5.12 compares results of equations (5.4) and (5.5) to results of Strouhal number measurements
from the literature. The Strouhal numbers obtained from Figures 5.10 and 5.11 are plotted as dark stars joined
with aline to represent the range of Strouhal numbers found. The Strouhal numbers fall in the range found by
other researchers. In particular the Strouhal numbers of the array with 1.5 pitch to diameter ratio seemstofill a
gap in data from other work.

Figures 5.13 and 5.14 compare measured resonant frequencies to estimations of the transverse acoustic
natural frequency of the duct calculated with solidity and flow effects, with flow effects only and with no
effects. The results show that the resonances for the P/D = 1.5 array closely follow the prediction obtained with
solidity and flow effects. The P/D = 2.0 array shows very different results even though the two arrays are very
similar (see schematicsin Appendix E). For the P/D=2 array the solidity ratio does not seem to play arole.

Appendix E shows schematics of each array with microphone measurement locations, sound pressure
level (SPL) graphs for each microphone location, phase between microphone pairs using the microphone
position upstream of the array as the reference, coherence between microphone pairs and representative spectra
for thetwo arrays.

SPL graphs show that at the end of the array the SPL islower than at the initial row. Thisis believed to
be caused by the higher density at the beginning of the array. The SPL at the center of the array (rows 9 and 14)
is greater than at the end of the array. This condition was explained by Blevins 1986 as caused by the acoustic
modes bound to the array.

Phase plots between microphone pairs show different behavior for the two arrays. Phase measurements

areonly valid for coherence values very close to one. For this reason coherence plots are included.
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Figure 5.10 Strouhal number vs. Reynolds number for in-line square array with P/D = 2.0. Strouhal numbers
from measurements at resonance except for the first two points at lower Reynolds number.
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5.3.3 Staggered arrays
Tests were performed on 10 different stereolithography staggered arrays. The arrays tested had the

same T/D ratio of 3.0 and varying L/D ratios. The L/D ratios were 3.0, 2.5, 2.0, 1.8,1.6,1.4,1.2, 1.1, 1.0, and

0.9. All of the 10 arrays had the same cylinder diameter of 1.905 mm. The arrays were inside aduct of 38.1 x

2.5 mm. All of the arrays had approximately the same length to cover the fixed microphone positionsin the
testing plate (see Figures 4.15 and 4.16). For thisreason, the arrays had the same number of columns but
different number of rows. Appendix F shows schematics of each of these arrays with dynamic pressure sensor
positions. Appendix F also shows plots of the results obtained from the tests. The plotsincluded are:

M. SPL of dominant peak in spectraversus mass flow at all microphones locations.

Z

Phase and coherence measurements of different microphone pairs at dominant peak in spectra
versus mass flow.

O. Dominant frequency versus mass flow

P. Dominant frequency versus flow velocity

Q. Strouhal versus Reynolds numbers

R. Somerepresentative spectraat 3 sensor positions.

For all microphone pair measurements the microphone upstream of the arrays was always used as the
reference.

In general, the results show that the sound pressure levels are larger at the center positionsin the array.
These results confirm the work of Blevins 1986, which measured the acoustic modes inside tube bundles. Sound
pressure levels remain higher at center positions even when there is no resonance present. The combined sound

produced by each cylinder inside the duct will be maximum at the center of the array from purely geometric
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reasoning. It isbelieved that both of these effects, the tube array bound acoustic modes [Blevins 1986] and the
superposition of the sound produced by the cylinders are responsible for this condition.

The first acoustic mode was always excited for all arrays and shows in general the characteristicrisein
the sound pressure level. The sound pressure level dropped approximately 15 dB after the resonance frequency
was passed. Thisonly occurred for arrays in which there was a gradual increase in the flow-induced noise
frequency. In cases where the noise frequency jumped from first to second or higher modes without
intermediate steps, there was no decrease in the sound pressure level. At higher flow rates there was always a
resonance present inthe duct. In general, the sound pressure levels were higher at higher flow rates. This can be
explained by the effect of the flow velocity on the dipole source strength from cylindersin cross-flow (see
equation (3.31)).

Plots of phase between the microphone positions upstream of the array and the different microphone
positionsinside the array are also presented in Appendix F. The phase plotted was obtained from the transfer
function measurements between the microphone pair at the frequency of the dominant peak in the power
spectral density spectra of the upstream microphone. The upstream microphone was chosen as the reference
since at this position hydrodynamic fluctuating pressures would be minimal. At this point, the fluctuating
pressures would be those of the turbulent flow at the wall and not of the vortex shedding from the cylindersin
the array (see section 4.11). Coherence plots of the same microphone pairsisincluded to validate phase
measurements. Only when the coherence at the frequency of interest is very close to one phase measurements
from the microphone pair can be considered to be accurate (see sections 4.8.6 and 4.8.7).

The frequency versus mass flow and frequency versus flow velocity plots are useful. They help
identify if agiven array locked at aresonance condition, if the array resonated at a predicted natural frequency
of the duct, and how many modes were present at any given time. In these plots the estimated transverse
acoustic resonances are also plotted asfnl, fn2 etc. The estimation of these resonance frequencies included
solidity effects and neglected the effect of Mach number. Mach number effects are important only for very high
velocities. For aflow velocity of 100 m/s, Mach number effects would reduce the resonance frequency 4.3% for
air at atmospheric conditions. The velocity plotted was estimated using the density at the measuring point and
the empty duct cross sectional area.

The frequency plots show that for most arrays and especially for higher acoustic modes the frequency
of the main tonal noise “locked-in” at the acoustic resonance frequency (see for example Figures F.63, F.47). In
afew casesand at low flow velocities, there was no “lock-in” of the dominant frequency after passing through
an acoustic mode. This can be seen in Figure F.6. The “locking-in” phenomenon does not necessary imply a
perfectly fixed frequency as afunction of flow velocity, but more often avery shallow slope of the frequency-
velocity linein comparison with the slope of the frequency-velocity curve below the first acoustic natural
frequency.

Short aspect ratio cylinder arrays with many rows exhibit large pressure gradients down the duct,
especially at high mass flow rates. This condition creates arange of flow velocitiesin the array for any given
mass flow rate. Since flow velocity controls the frequency of the noise emitted by cylinders, the range of flow

velocities present in the array causes tonal noise at different frequencies. This condition excites different

143



acoustic modes simultaneously, as can be seen in Figures F.46 and F.62. The excitation of different modes
simultaneously is acondition not previously reported in the heat exchanger noise literature.

A very interesting phenomena appears to be occuring for the arrayswith L/D of 0.9, 1.0, and 1.2. For
these arrays, the tonal noise frequency has a“lock-in” behavior, but at frequencies far from the estimated
resonace (see Figures F.54, F.70 and F.78). This could have three explanations. 1) The acoustic field is strong
enough, even when no resonanceis present, to disturb the vortex shedding process. 2) Mach number effects are
important and should be estimated for the maximum velocity present in the array, that is, at the end of the array.
3) There are other parameters of importance for higher density arrays that might play arole in lowering the
effective speed of sound of the fluid in the array.

Figures 5.15 and 5.16 are modified versions of Figures F.78 and F.79. In these figures different natural
frequency lines are ploted. The natural frequencieswere estimated using solidity (s) and Mach number (Ma)
effects. The two different Mach numbers used were cal culated assuming the velocity in the empty duct and the
velocity in the free flow path in the array. The free flow path velocity is 2.85 times greater than the empty duct
velocity.

Figure 5.15 and 5.16 show that the empty duct cross section areais not high enough to significantly
modify the acoustic natural frequencies estimated using the solidity parameter alone. The flow velocity
estimated using the fluid path in the array should be used to account for Mach number effects on speed of sound
since thisiswere the convection effects are taking place.

At the higher flow ratesit appears that the higher Mach numbers could lower the effective speed of
sound to the point where the frequency of the resonance is observed. This however cannot explain the apparent
resonance at lower flow velocities. Another factor that cannot be explained is why there appearsto be a
resonance at an intermediate frequency.

Strouhal number versus Reynolds number plots for the different arrays present very similar features.

Asmentioned in section 5.3.2, the Reynolds number is not affected by changesin density and velocity

throughout the arrays since theratio m / A remains constant. The velocity increases deeper in the array for a

given mass flow rate. Since the frequency of the dominant peaksin the spectrataken at different positionsin the
array isin many cases the same, the Strouhal number estimated at the end of the array is lower for agiven
Reynolds number than that estimated at the begining.

Asinthe case of squarein-line arrays, it can be seen that the Strouhal number decreases with Reynolds
number (see Figure F.8 for example). In this case, the reduction in Strouhal number is not related to the near
“locking in” phenomena present at the resonance conditions for in-line square arrays. In this case the
frequencies, although increasing with flow velocity (see for example Figure F.6), are slighty nonlinear and

produce Strouhal number decreases for increases in Reynolds number.
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Figure 5.15 Frequency of dominant peak in spectravs. mass flow for staggered array with T/D = 3.0 and
L/D =0.9. Lines of natural frequencies (fnl, fn2) estimated assuming effects of solidity (s) and Mach
number (Ma).

- Upstream
90001 _ g 15t row r v ! r T
—g5-- 31throw
| | _g-- 49th row 4
8000F _ -- 69th row -
_m. 46throw T
ii___.falsony & TTee i
7000 e fm2sonty v T .
—— fn1's and Ma empty duct ?%*V—V"%-"-"' e VISR TV
6000 | —— fn2 s and Ma empty duct i .
N ----- fnl s and Ma flow free path i
T --—-- fn2 'S and Ma flow free path ;o
2 5000 arsld -
o .
& & % Ll
g il
£ 4000 S A —
o] [
] . [ B T
a rw;’ ; e
3000 -~ .
2000 .
1000 7
O f L L f L L L
0 10 20 30 40 50 60 70 80

Velocity m/s

Figure 5.16 Frequency of dominant peak in spectravs. empty duct flow velocity for staggered array with
T/D =3.0and L/D =0.9. Lines of natural frequencies (fnl, fn2) estimated assuming effects of solidity (s)
and Mach number (Ma).

145



Figure 5.17 compiles the Strouhal numbers for the different arrays and compares them to Strouhal
numbers obtained from maps of the well -known works by FitzHugh and Chen 1968. The maps of Chen and
FitzHugh use the velocity at the minimum gap in the array so their Strouhal numbers were corrected for
comparison purposes. Figure 5.17 shows that the Strouhal numbers compare favorably except for the arrays
with the distinct frequency behavior discussed previously in this section. The two stars present at any given L/D
ratio represent the limits of the range of Strouhal numbers found. The Strouhal numbers plotted were

determined using results obtained at the 1% row.
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Figure 5.17 Comparison of Strouhal numbers for arrays with T/D = 3.0 and different L/D ratios with results
from Chen 1968 and Fitz-Hugh.

5.4 Results of tests of single circular cylinders inside a duct
Single cylinders subject to cross-flow inside a duct provide the simplest case of flow-induced acoustic

resonance in aduct. For thisreason, a good understanding of the sound generation and attenuation mechanisms
and phenomena present for this caseis necessary to begin the understanding of the more complex flow-induced
noise phenomena present in heat exchangers.

Single cylinder measurements were taken for cylinders of different constant diameter, aswell asfor
cylindersin which the diameter varied along the cylinder axis. This second class of cylinders was tested since
thisisthe type of profilethat is presentin many different plate heat exchangers.

5.4.1 Cylinders of constant diameter
Single cylinder tests consist of measuring the SPL produced by the tested cylinder at different

positions throughout the duct. The microphone positions naming convention and location are shown in Figures
4.22 and 4.23. In addition to sound pressure level the transfer function and coherence between microphone pairs

was also measured.
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Tests were performed for constant diameter cylinders made of aluminum and produced using
stereolithography. Cylinders fabricated using stereolithography had diameters of 6.35, 3.0, 2.5, 2.0, and 1.5 mm.
The aluminum cylinders had diameters of 6.35, 5.5, 5.0, 4.5, 4.0, 3.5, 3.0, 2.5, and 1.5 mm. No differencein
behavior between the cylinders made using stereolithography and the machined aluminum cylinders was
observed. The cylinders made using stereolithography are significantly rougher than machined aluminum
cylinders (see section 4.7.2). This large difference in roughness apparently was not sufficient to alter their flow-
induced noise behavior.

The 6.35 mm diameter aluminum cylinder was the first cylinder tested. Six 0.1” microphones were
installed at any given time in the test section. These microphones were hooked in pairsto an HP 3562a dynamic
signal analyzer. The microphones for these tests were installed at positions 1a, 2a, 4a, 5a, 6a and d1. Power
spectral density at each position, aswell as the transfer function and coherence of microphone pairs 2a-1a, 2a-
43, 2a-5a, 2a-6a, and 2a-d1, was measured. All the data taken with the dynamic signal analyzer had a frequency
span of 10 kHz. The analyzer has 800 lines of measurement resol ution. Each spectrum was averaged 50 times
and the analyzer was self -calibrated before every measurement.

Figures 5.18 and 5.19 show representative sound pressure level spectra at two different locations. The
valuesto theright of the spectra show the flow velocity present at the center of the test section when the
measurement was taken. The values to the | eft of the graph are the measured sound pressure level. Sound
pressure level was estimated by integrating the power spectral density around the dominant peak in the spectra.
The integration included 50 Hz before and 50 Hz after the frequency of the dominant peak in the spectra.

Many of the spectrain Figures 5.18 and 5.19 show harmonic components of the dominant peak. Thisis
especially true close to resonance. When the sound emitted by the cylinder isvery close to the first transverse
acoustic resonance, this resonance is excited, and two peaks can be seen, one at the acoustic resonance
frequency and the other, usually the larger, at the vortex shedding frequency.

The flow velocity affects the acoustic resonance frequencies of a duct as expressed in the equations
presented in section 3.5.8. The sound source excitation frequency, which isdirectly linked to the vortex
shedding from the cylinder, is afunction of the flow velocity and cylinder diameter. For thisreason, the
acoustic natural frequencies excited by the noise produced from different cylinders will vary since different
cylinders produce noise that match the first transverse acoustic resonance frequency at different flow rates
depending on their diameter. Figure 5.20 shows the experimentally determined frequency of the dominant peak
in the spectra versus flow velocity for cylinders of different diameter. Figure 5.20 graphically shows what
velocity isrequired for acylinder of agiven diameter to emit sound at a specific frequency. Since convection
effects are nonlinear, the higher the acoustic natural frequency, the more important these effects become. A
comparison between experimentally determined resonance frequencies and first transverse acoustic resonance
frequencies determined using the theory presented in section 3.5.8 is shown in Chapter 6 (section 6.11). In this
section, the differences between the acoustic resonances with and without convection effects will be shown
where appropriate. The effect of convection on the acoustic natural frequency (fnl with flow) was estimated

using the vel ocity measured when the noise source coincided with the acoustic natural frequency.
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Figure 5.18 Waterfall plot of spectra measured at microphone position 2a. Single 6.35 mm cylinder
diameter. Acoustic resonance estimated with flow velocity at resonance condition (fnl1 with flow).
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Figure 5.19 Waterfall plot of spectra measured at microphone position 6a. 6.35 mm cylinder diameter.
Acoustic resonance estimated with flow velocity at resonance condition (fnl with flow).
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Figure 5.20 can be obtained using the spectrataken at any microphone position. The velocity used in
the plot isthe average velocity in the duct. This figure shows an almost perfectly linear relationship between
these quantities. The linear relationship was not broken when coincidence between first transverse acoustic
natural frequency and the sound source frequency was reached. Heat exchangers and single cylindersinside a
duct have been reported to present the condition of vortex “lock in” when the vortex shedding frequency
matches an acoustic natural frequency [see Ziada et al. 1989a and Blevins and Bressler 1987a,b, 1993, for
example]. Under these conditions the frequency of vortex shedding remains nearly constant with increasesin
flow velocity until the velocity is high enough to get outside the “lock in” region where the normal linear
frequency-velocity relationship is re-established or when a higher acoustic mode is excited. During single
cylinder testing, no “lock in” region at resonance was observed as seen in Figure 5.20.

The main purpose of single cylinder tests was to validate the modeling approach developed in Chapter
3 and in general to understand from afundamental perspective the flow-induced noise phenomena produced by
bluff bodiesin cross-flowsinside a duct. The information required to validate the model is the acoustic pressure
field and phase information between measuring points as well as fluid related properties such as density, speed
of sound and flow velocity.

Figure 5.21 shows atypical result of the sound pressure level at the frequency of the dominant peak in
spectra versus dominant peak frequency. Appendix G shows results of the tests for cylinders of different
diameters. One of the characteristic features of the SPL versus frequency plotsin our tests was that as expected
the SPL is greater at sensor positions closest to the cylinder. Also noted, as expected, was a characteristic risein
the SPL close to the first transverse acoustic mode of the duct. As mentioned above convection effectsare
important for the flow velocities present in the duct. Figure 5.21 shows that the first resonance experienced is

very closeto the first transverse acoustic mode estimated with convection effects.
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Figure 5.20 Plot of the frequencies of the domi nant peak in the spectra as afunction of flow velocities for
different diameter cylinder.
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Figure 5.21 Experimentally determined sound pressure levels at different microphone positions produced by

asingle 6.35 mm diameter cylinder inside a duct. Figure4.22 and 4.23 show measurement positions.
Acoustic resonance estimated with flow velocity at resonance condition (fnl with flow) .
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Figure 5.22 Experimentally determined transfer function phase angle between microphone pairs at dominant
frequency in the spectra. Cylinder diameter = 6.35 mm.

Figure 5.22 presents the transfer function phase angle in degrees as a function of frequency of
dominant peak in spectra. The phase angle was obtained between the microphone pair specified at the frequency
of the dominant peak in the measured spectra. Phase between the microphone pairs remained very close to zero
until afrequency of approximately 3 kHz where the phase angle of the different pairs started to separate. Pair
2a-laisthe only pair that has a positive slope. Thisisin contrast to the other three microphone pairs. Notethe
different orientation of pair 2a-1ain Figure 4.22. Since microphone 2ais always the reference microphone the
changein slopeis attributable to the change in orientation for this microphone pair.

Tests with the different cylinders in many cases were repeated to confirm results and check
repeatability. Figures5.23 and 5.24 are presented to show measurement repeatability. The figures are similar to
Figures5.21 and 5.22. The difference in these figuresis that only the sound pressure level at one position and
the phase angle between one microphone pair respectively are shown. The main discrepanciesin the data
presented in Figure 5.23 occur in the 2-3.5 kHz range. Some of the data presented in Figure 5.23 and 5.24 was
obtained by adjusting the flow manually while most of the data was obtained after the test and control
eguipment was automated.

Figure 5.24 shows significant scatter in the data below 2 kHz. The reason for thisis unknown. This
scatter was greater for the 6.35 mm diameter cylinder. Similar plots made for other cylinder diameter presented

in Appendix G show less scatter at lower frequencies.
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Figure 5.23 Repeatability of sound pressure level measurements at microphone position 2a. Cylinder
diameter = 6.35 mm .
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Figure 5.24 Repeatability of phase measurements at vortex shedding frequency for microphone pair 2a-6a.
Cylinder diameter = 6.35 mm. Microphone at position 2a used as reference.
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A comparison between the sound pressure levels measured at microphone position 2a for many
cylindersis shown in Figures 5.25 and 5.26. Figure 5.26 shows the gradual increase in the frequency at the
resonance point asthe cylinder diameter gets smaller. As mentioned above, the smaller diameter cylinders reach
the resonance at lower flow velocities, and therefore, the resonance is closer to the empty duct resonance.
Figure 5.26 shows the velocity at which the resonance was reached.

Figures 5.25 shows that sound pressure level ishigher at any given frequency for the larger diameter
cylinders. This might not be afair comparison since the flow conditions (mainly density and flow velocity) are
different when each cylinder reaches the frequency of interest. Figure 5.26 compares the sound pressure levels
versus flow velocity. When comparing sound pressure level against flow velocity, it isstill observed that the
larger diameter cylinders produce higher sound pressure level (with the notable exception between the 5.5 mm
and 6.35 mm diameter cylinders which could be attributable to experimental variability). These observations
agree with the dipole source model in which the dipole strength is linked to the fluctuating lift forces (see
equation (3.26)).

Figure 5.27 compares the transfer function phase angle at the frequency of the dominant peak in
spectra between microphones at positions 2a and 6afor cylinders of different diameters. The microphone at
position 2a was always used as the reference. Unlike Figure 5.25, where at any given frequency there are
significant variationsin SPL as afunction of cylinder diameter, Figure 5.27 shows no variationsin phase at a
given frequency as the diameter varied. The phase between the microphone pair is not dependent on noise
source level but only initsfrequency. Thisresult isin agreement with the proposed model.

Dueto the design of our experimental setup, there were limits on the maximum possible test velocity.
Since cylinders of smaller diameter shed vortices at higher frequencies, the higher frequency results shown in
Figure 5.27 were obtained with these cylinders.

Figure 5.28 presents the results of sound pressure |evels versus frequency of the dominant peak in the
spectra for measurements made at microphone positions d1 (see Figure 4.22). This position isthe only position
downstream of the cylinder where measurements were made. As shown, the behavior of the SPL versus
frequency is very different from that presented in Figures 5.25 or 5.23. Figure 5.28 shows avery distinctive
decline in the sound pressure level at the resonance frequency. Thisdecline is believed to indicate achangein
the vortex shedding pattern. Around the decline the sound pressure level measured at this position matches that
of upstream positions. No other match occurs elsewhere (see Appendix G). A possible explanation for thisis
that during this time the propagating hydrodynamic disturbances created by the vortex downstream of the
cylinder no longer pass on top of the sensor and therefore the sensor only sees the acoustic field.

Figure 5.29 presents the comparison between the symmetrical position 3aand d1. The differencesin
the SPL at the two positionsis attributabl e to the hydrodynamic dynamic pressures of the vortex shedding. This
type of test might be used to study propagating hydrodynamic disturbances.
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Figure 5.25 Comparison of sound pressure levels (SPL) vs. frequency at microphone position 2afor
different cylinder diameters (see Figure 4.22).
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Figure 5.26 Comparison of sound pressure levels (SPL) vs. flow velocity at microphone position 2afor
different cylinder diameters (see Figure 4.22).
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Figure 5.27 Comparison of phase angle at frequency of dominant peak in spectra between microphones at
positions 2a and 6afor different cylinder diameters.
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Figure 5.28 Sound pressure level vs. frequency of dominant peak in spectra at microphone position d1 for
different cylinder diameters.
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Figure 5.29 Sound pressure level vs. frequency of dominant peak in spectra at symmetric positions upstream
(3a) and downstream (d1) of the test cylinder. Test performed with 6.35 mm diameter cylinder.

Strouhal numbers have been cal culated from the results of our testsfor all the cylinders tested and are
shown versus Reynolds number in Figures 5.30, 5.31, and 5.32. Figure 5.30 comparesour results to values
reported by other researchersin awide range of Reynolds numbers. Figure 5.31 is similar to Figure 5.30 but
“zoomsin” in the range of Reynolds numbers at which our measurements were made. Our data show a
distinctive reduction in Strouhal numbers for the smaller diameter cylinders. Thisresult could not be explained.
Figure 5.31 shows results of different tests. Figure 5.31 confirmed the repeatability of these trends. It was also
noted during the course of our tests that the smaller diameter cylinders have awider spectra at the shedding
frequency than the larger diameter cylinders. An exception to this case were the tests performed using a 1.5 mm
diameter cylinder which again showed behavior similar to that of the 6.35 mm diameter cylinder. Possible
causes for this condition were explored. Uncertainty in measurements and variation in testing conditions were
considered but could not account for this phenomenon. In our test section cylinder replacement can be made
while the experimental setup is running. Without changing flow conditions but exchanging a 3 mm cylinder by
a 1.5 mm cylinder did not double the frequency of the measured spectrum. The results obtained coincided with

results shown in Figures 5.30 and 5.31. Thisrequires further study.
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Figure 5.30 Strouhal vs. Reynolds number plot for different cylinder diameters. Reynolds and Strouhal numbers calculated using average flow velocity in the
duct.
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5.4.1.1 Tests with damping material on the side walls
Teststo explore changesin the acoustic field by modifying acoustic damping were made. The tests

were similar to those reported in the previous section, but in this case, the duct was modified by attaching
plastic foam to the walls that support the resonance. Two types of foam were used. One of the foams has open
cells and permits the flow of gases. Thisfoam istypically used in anechoic chambers. Thisfoam is made by
Sonex Illbruck under the name of WILLTEC(r). The material used in our test section was cut from an anechoic
chamber foam wedge. The other foam material used has closed cells and it is sold in tape form. The open cell
foam attached to the walls was 2.5 mm thick and was applied to the walls normal to the cylinder axis and the
flow. The closed cell foam had a thicknessof 1.5 mm.

Figure 5.33 compares the sound pressure levels measured at position 1awith and without the damping
material. The behavior shown in Figure 5.33 is very similar at other microphone positions upstream from the
cylinder. It can be seen that the acoustic resonance frequency of the duct with closed cell foam isincreased. For
the open cell foam, the increase is not observed. In this case, the resonance frequency appears to be very similar
to the one supported by the bare walls once convection effectshave been considered. The increase in the natural
frequency noticed when using closed cell foam occurs since this material isimpermeable to gases and thus can
sustain aresonance. When the closed cell foam materia is attached to the walls, there is areduction of the
distance between the walls supporting the acoustic resonance, and the natural frequency is raised accordingly.
The auxiliary lines that show the first transverse acoustic natural frequency of the cavity with and without
convection effects were calculated for the 6.35 mm diameter cylinder with no damping material present. Once
damping material is present, the flow velocity at resonance changes since the cross-sectional areais reduced.
This causes convection effectsto vary slightly from caseto case. The acoustic natural frequency calculated
using the distance and velocities associated with the 1.5 mm foam tests agree relatively well with experimental
results obtained for this case.

It isdifficult to compare directly the sound pressure levels presented in Figure 5.33. The sound
pressure level is affected by the strength of the sound source, which isrelated to the flow velocity and the
density at resonance (see equation (3.26) and section 6.2). In this case, while the flow velocity can be exp ected
to be the same for a given frequency, the introduced material increases the fluid density due to the increased
flow friction. This effect, however, is enough to account for the difference seen in Figure 5.33. The sound
pressure level is also dependent in how close the source frequency isto aresonance. Thisimpliesthat at a given
frequency below the first mode for the closed cell foam case, the sound pressure level could be lower sinceis
farther away from the resonance and not necessarily because thereisincreased acoustic damping. The effect of
damping should be more noticeable at resonance. Figure 5.33 shows that the acoustic cell foam reduced the SPL
approximately 10 dB at resonance while only 2 dB at non-resonance conditions.

Figure 5.34 shows sound pressure levels at microphone position d1. More accurately than sound
pressure level, it should be described as dynamic pressure level since these fluctuating pressures are affected by
the propagating hydrodynamic disturbances produced by the passing vortices. Propagating hydrodynamic

disturbances move with the flow at velocities close to those of the flow and for alimited distance. This should
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not be confused with acoustic propagation. Figure 5.34 presents the characteristic behavior downstream of the
cylinders. Compare with Figure 5.28.

The flow velocity necessary to produce noise of a certain frequency isvery similar for cylinders of the
same diameter. For this reason the propagating hydrodynamic disturbances created by the travelling vortex
shedding should also be similar. At measurement position d1 the combined acoustic and hydrodynamic fields
are superimposed and the combined effect is measured. Thus, the differences seen in Figure 5.34 could be
explained by the reduction in the acoustic field. These reductions could have been caused by changesin source
strength, closeness to a resonance and acoustic damping.

Figures 5.35 and 5.36 compare the measured phase angle between two different microphone pairs. In
general it can be seen that the same trends are followed in the three cases. However for the closed foam cell the
traces appear slightly shifted to the right. This effect could also be related to the higher acoustic natural
frequency present for this case.

Appendix G presents complementary plots of the results presented in this section.
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Figure 5.33 Comparison of sound pressure levels at microphone position 1awhen different types of acoustic
damping materials are applied to duct side walls. Cylinder diameter = 6.35mm. Acoustic resonance
estimated with flow velocity at resonance condition (fnl with flow).
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Figure 5.34 Comparison of sound pressure levels at microphone position d1 when different types of acoustic
damping materials are applied to duct side walls. Cylinder diameter = 6.35 mm. Acoustic resonance
estimated with flow velocity at resonance condition (fnl1 with flow).
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Figure 5.35 Transfer function phase angle at frequency of dominant peak in spectra between microphone
pair at positions 2a-1a. Acoustic resonance estimated with flow velocity at resonance condition (fnl with
flow).
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Figure 5.36 Transfer function phase angle at frequency of dominant peak in spectra between microphone
pair at positions 2a-4a. Acoustic resonance estimated with flow velocity at resonance condition (fnl with
flow).

5.4.2 Hourglass shaped cylinders
Cylinders of variable diameter along the cylinder axis were tested. The exact shape of the cylinders

tested can be seen in Figures 4.20 and 4.21. Thistype of bluff body was tested to study its flow-acoustic
behavior since similarly shaped cylinders can be found in some plate heat exchangers. Certain plate heat
exchangers have a“dimple-like” stamped pattern (see Appendix C and D). The “dimples’ are protuberances
that are approximately shaped like hemispheres. When these plates are placed one against the other and brazed
to form the heat exchanger, nonconstant diameter cylinders are formed (see Figure 4.11).

Tests on five different diameters were conducted. The diameter was measured at the center of the test
cylinder. For each diameter there were 3 different variations of profile that corresponded to the changesin the
radius of curvature of the cutting tool used to machine the cylinders. Figure 4.21 shows the details of how these
profiles were made. Thus atotal of 15 different diameter/profile combinations were tested. The tests made on
these cylinders were identical to the constant diameter cylinder tests described in section 5.4.1.

Figure 5.37 shows sound pressure levels measured at microphone position 1afor cylinders made using
a 0.5 mm radius cutter. The graphs present results similar to those found for constant diameter cylinders; that is,
for agiven frequency the sound pressure level increases with cylinder diameter. Although only the results of
the 0.5 mm curvature profile are shown in Figure 5.37, the results were not very different from those obtained
for the other different curvature profiles of the same diameter (see Appendix G).

Appendix G presents afew representative plots of the measurements made with nonconstant diameter
cylinders (hourglassshaped cylinders). The graphsincluded in the appendix for thiskind of cylinder are
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comparisons of sound pressure levels at positions 1aand d1 versus frequency for the hourglass shaped cylinders
against results for constant diameter cylinders of similar diameter, comparison of Strouhal versus Reynolds
numbers obtained for the hourglass and constant diameter cylinders, and comparisons of phase angle
measurements between positions 2a-4a between the hourglass shgped and constant diameter cylinders.

The sound pressure level graphs presented in Appendix G show that the sound pressure levels
produced by the hourglass shaped cylinders are larger than those produced by constant diameter cylinders of
comparable minimum diameter.

Figure 5.38 shows results of Strouhal versus Reynolds numbers obtained from measurements made on
the hourglass-shaped cylinders. The Strouhal numbers decrease with smaller diameter and thus show the same
trends seen in constant diameter cylinders. There were no noticeable differences in Strouhal numbers obtained
for the three largest diameters as a function of profiles. For the two smaller diameters, however, the Strouhal
numbers were smaller for the profiles with the smaller radii. These differences are especially noticeable for the
2.35 mm diameter cylinders (see Figure G.55).

From these observations, several conclusions can be reached. Hourglass-shaped cylinders behave as
larger diameter cylinders from a sound pressure level view point. There were no noticeable differencesin SPL
with respect to cylinder curvature for the curvatures shown. Thisindicates that even asmall curvature at the
bases of the cylinder might be sufficient to alter the flow-induced behavior of cylindersin this aspect ratio
range. The Strouhal numbers estimated with the diameter at the center of the hourglass-shaped cylinder was
very low. Thisis another indication that the cylinders behave as |arger diameter cylinders. For agiven flow
velocity and vortex shedding frequency, if the diameter used in the calculations of the Strouhal number is
smaller than the “real” cylinder diameter, then the Strouhal number estimate will be lower than it would be if
the“real” diameter was used. Figure G.55 shows that the smaller Strouhal numbers are found for the smaller
radius profile. This observation supports the hypothesis that the curvature at the cylinder base increases the
“effective” diameter. The narrower the passage at the center of the hourglass shaped cylinder the larger the
curvature effect and the larger the “ effective” diameter. The “effective” diameter concept could not be used for
both sound pressure level and frequency purposes since corresponding differences are not seenin all cases.

The mechanism for the increase in the effective diameter or the reduction of the vortex shedding
freguency seems to be linked to the combined effect of the larger diameter and lower velocity close to the walls.
This phenomenon requires further study. The reductions seen in the Strouhal nunbers of constant diameter
cylinders (see Figures 5.31 and 5.32) could possibly be explained by asimilar flow effect that reduced the
vortex shedding frequency or effectively increased the diameter of the cylinder tested for a given set of

conditions.
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Figure 5.37 Sound pressure levels at position lavs. frequency at dominant peak in spectrafor cylinders with
0.5 mm curvature profile. Diameter at center of “hourglass’ shaped cylinder (minimum diameter).
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5.5 Tests on pairs of cylinders inside a duct
Side-by-side and tandem cylinder configurations present very interesting cases to begin exploring the

flow-induced noise of multiple cylindersin cross-flows. Depending in the cylinder spacing, the pairs of
cylinders can behave either as asingle bluff body if they are very close to each other or as single cylindersif
they are sufficiently separated. For intermediate spacing they exhibit very interesting behavior.

One limitation of the modeling technique discussed in Chapter 3 for multiple cylindersisthat it
requires the phasing of the fluctuating lift forces produced by each cylinder with respect to all othersto be
known. Reports in the literature for side-by-side arrangements with spacing between T/D =2.7to4 or 5andin
the subcritical Reynolds number regime state that “ both near wakes are equal in size but the two vortex streets
are coupled and mirror each other along the gap axis’ [Zdravkovich 1987]. Figure 5.39, extracted from
Zdravkovich’'s 1987 work, graphically shows this flow behavior. This observation indicates that the fluctuating
lift forces are 180° out of phase with each other. Dipole sources separated by a small distance and 180° out of
phase are equivalent to quadrupole noise sources (longitudinal quadrupole in this case). This type of source
produces significantly lower acoustic emissions. Tests on side-by-side cylinders are aimed at experimentally

verifying this observation and trying to analytically corroborate the results of the experiments with the acoustic

\f?
9

Side-by-Side Tandem

Figure 5.39 Side-by-side and tandem cylinder arrangements showing flow regimes for spacing used in our
tests. (from Zdravkovich 1987)

Zdravkovich 1987 also reports that for cylindersin atandem arrangement with L/D spacing greater
than approximately 3.4 to 3.8, vortices are formed behind the upstream cylinder and in front of the downstream
cylinder. When these vortices reach the downstream cylinders, they join the vortices produced by the
downstream cylinder and form what he defines as binary vortices (see Figure 5.39). Arie et al. found that these
binary vortices cause an excessive fluctuating lift in the downstream cylinder. The phase information between
the fluctuating lift forces of the two cylindersis missing in this case and very likely will depend in the L/D
spacing. If the upstream cylinder vortices reach the downstream cylinder at the same time that a new vortex is
produced in the upstream cylinder it could be assumed that the fluctuating lift forces will bein phase. Morse
and Ingard (page 757) demonstrated that this distance is equal to four diameters. They reached this conclusion

assuming that the vortices travel at 80% the speed of the flow. Morse and Ingard discuss the flow-acoustic
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coupling of cylindersin tandem. They believe that an acoustic disturbance or pulse produced by the upstream
vortex hitting the downstream cylinder interacts with the upstream cylinder and can stimulate the formation of
the vortex. Thisinteraction they say is responsible for the increased sound or “resonance” seen for cylindersin
tandem placed with this spacing. For this*“resonance’ the cylinders do not need to beinside aduct. Itis
believed that flow-acoustic coupling is not necessarily responsible for this condition as reported by Morse and
Ingard. Based on our work, there are two factors that play arole and that could explain this phenomenon. 1) The
increase in the sound emission for cylindersin tandem occurs for L/D = 4 since at this spacing the fluctuating
lift forces are in phase. For spacings that differ from L/D = 4, the phases of the noise sourcesinteract and reduce
the sound field. In thisscenario the worst case would be for a spacing L/D = 2 since at this distance the
fluctuating lifts would be perfectly out of phase (180° out of phase). This condition would create quadrupoles,
but in this case the quadrupol es created would be lateral quadrupoles. 2) Fluid mechanics interactions alone at
the downstream cylinder create larger fluctuating forces and thus increase the strength of the acoustic dipole.
Theincreases of the fluctuating lift at the downstream cylinder in the tandem configuration are reported for L/D
values greater than around 3.4 to 3.8 [Arie et a.]. If the spacing when the fluctuating lift forcesin the
downstream cylinder are larger coincide with the phase matching of the upstream and downstream dipole
source, then both conditions for the increase in the acoustic field will be met. That is, the dipole source will be
in phase and the dipole source strength will be larger. This could explain the increases seen in the sound field
without the fluid-acoustic effects.
5.5.1 Side-by-side cylinders

Side-by-side cylinders with diameter of 6.35, 5.0, 4.0, and 3.0 mm were tested. Figure 4.27 shows the
dimensions of the test section and the positions of both the cylinders and microphones. Since the spacing in the

test section between cylindersisfixed at 12.70 mm the T/D ratios for the four pairs of cylinders were 2, 2.54,
3.175, and 4.23, respectively. Theresults of the tests on side-by-side cylindersis presented in Appendix H.

Appendix H shows plots of sound pressure level versus average flow velocity, Strouhal versus
Reynolds number, frequency versus average velocity, and representative spectrafor each of the four
configurations tested. Appendix H does not present plots of sound pressure level versus frequency since the
frequency of the dominant peak in the spectra measured upstream of the side-by-side cylinders did not
necessarily increase with flow velocity. Phase between microphone pairsis only meaningful at the frequency of
the dominant peak in spectra at the microphone position 2a. Microphone 2awas always used as the reference
for al phase measurements between the microphone pairs. The selection of microphone position 2a as the
reference point was arbitrary. A plot of phase versus frequency of dominant peak in spectrafor the side-by-side
cylinders similar to the one presented for single cylinders tests would be difficult to interpret or use.

Plots of representative spectrafor single cylinders were not necessary since single cylinders flow-noise
have avery well-known behavior in which the frequency of the dominant peak in the spectraislinear with
velocity (see Figure 5.20). Since side-by-side cylinders behaved very differently from single cylinders,
representative spectra at three different microphone positionsis presented in Appendix H.

Sound pressure level increases when close to an acoustic resonance. Since it was not possible to plot

SPL versus frequency for side-by-side cylinders, plots of frequency versus velocity at microphone position d3
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were made. This position was the only place where the spectra reasonably followed the linear frequency
velocity relationship seen for single cylinders. M easurements at d3 also show that side-by-side cylinders shed
vortices downstream as single cylinders producing the hydrodynamic disturbances picked up at this position,
but their acoustic behavior is changed completely by the companion cylinder. The reason for this change in the
acoustic behavior as described in section 5.5 is believed to be due to the canceling effect of having two closely
spaced dipoles out of phase. The differencesin SPL at the vortex shedding frequency measured for asingle
cylinder and side-by-side cylinders is a measure of this canceling effect.

Coherence measurements close to one at the peak frequency of the spectrain position 2awere
observed. This frequency in most cases was different from the vortex shedding frequency picked up at position
d3. Thisfact points out that other acoustic sources might be present. In someinstances, the frequencies of the
dominant peak were double what was measured at position d3. This made us think that now that the dominant
fluctuating lift dipole was canceled, the much weaker fluctuating drag dipole was being observed. However for
this to be true, the frequencies of the dominant peak in the spectra should have behaved in alinear fashion with
respect to flow velocity, and this was not the case.

Figure 5.40 compares the Strouhal versus Reynolds numbers obtained from the side-by-side tests. No
clear relationship or behavior can be seen such as that present in Figures 5.31 and 5.32. Comparisons of side-
by-side cylinders' Strouhal versus Reynolds numberswith those from single cylinders are shown in Appendix
H. Figure H.2 and H.6 show that at lower Reynolds numbers Strouhal numbers fromside-by-side cylinders are
smaller than those for single cylinders. For both cases at a Reynolds number of approximately 50,000, the
Strouhal number curvesintersect, and after that side-by-side cylinders show larger Strouhal numbers. For the 3
and 4 mm cases, the side-by-side Strouhal numbers at all Reynolds numbers measured are always larger than
the single cylinders of the same diameter.

Figure 5.41 compares the SPL at microphone position 2a versus average flow velocity for the different
side-by-side tests. At low flow velocities, the SPL for the 3 mm cylinder is greater than the rest of the side-by-
side cylinders tested! Figure 5.26 is similar to Figure 5.41 but is made for single cylindersin aduct. In this
figure it can be seen that aslong as the SPL is measured far from the resonance, the larger the cylinder diameter
the larger the SPL at agiven flow velocity. A possible explanation for the different behavior observed isthat the
3 mm cylinders are spaced far enough from each other that the formation of the longitudinal quadrupoleis
inhibited. Thisis supported by measurements of spectra at microphone positions upstream of the cylinders. For
the 3 mm side-by-side cylinders tests, upstream and downstream measurements produced spectra showing
similar behavior. Thisisthe only case that this was observed for side-by-side cylinderstests.

Figures 5.42 and 5.43 compare the sound pressure levels of the 6.35 mm side-by-side cylinders with
the 6.35 mm single cylinder case at microphone position 2a as afunction of average flow velocity and
frequency of dominant peak in spectra, respectively. In Figure 5.42, it is seen that the sound pressure levels are
significantly higher at all points except at around 120 m/s. At this velocity the side-by-side cylinders appear to
excite the second transverse acoustic mode of the duct. Thereisajump from the first to the second mode when

the frequency reaches the first mode, and only at this point is there an associated increase in SPL for the side-
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by-side cylinders. This behavior was similar for the 5.0 mm side-by-side cylinders but not for the 4.0 and 3.0

mm cases.
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Figure 5.40 Comparison of Strouhal vs. Reynolds numbers for side-by-side tests. Strouhal number estimated
using frequency of dominant peak in spectra at microphone position d3.
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Figure 5.41 Sound pressure levels vs. average flow velocity at microphone position 2a.
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Figure 5.42 Comparison of sound pressure levels vs. average flow velocity of 6.35mm side-by-side
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Figure 5.43 Comparison of sound pressure levels vs. frequency of 6.35 mm side-by-side cylinders and 6.35
mm single cylinder. Measurement position 2a. (fnl and fn2 with flow) acoustic resonances estimated with
flow velocity at resonance condition.

5.5.2 Cylindersin tandem
Tests on cylinders in atandem arrangement were made for cylinders of 6.35, 5.0, 4.0 and 3.0 mm

diameter. The same setup used for side-by-side tests was used. Tandem tests were made first, then side-by-side
tests, so the tandem holes were plugged for the side-by-side tests. The test section dimensions can be seenin
Figure 4.27. The spacing of the tandem holes was fixed. With this spacing and the different cylinder diameters,
the L/D ratios of the tandem tests were fixed at 3.28, 4.16, 5.2, and 6.93.

For the tandem cylinderstestsit was observed that in general this configuration behaved very similarly
to single cylinders. For this reason in this case is was possible to plot the SPL versus frequency of the dominant
peaksin the spectrain Appendix H. Additionally it was also possible to plot the phase and coherence versus
freguency in the same way that it was done for single cylinders. Representative spectra measured at three
microphone positions are also included in Appendix H.

Figure 5.44 shows the linear frequency velocity behavior seen for the tandem tests. Thisfigureis
similar to Figure 5.20. Whilein Figure 5.20 there is practically no disturbance in the linear behavior for
frequenciesin the range 4200-4500 where the first transverse acoustic mode lies, Figure 5.44 shows that thereis
aslight change in behavior at the resonance frequency for the larger diameter cylinders.

While the Strouhal numbersin the case of single cylinders were gradually decreasing as the cylinder
diameter was being reduced (see Figure 5.31 and 5.32), for cylinders in tandem this was not the case. Strouhal

versus Reynolds numbers of cylindersin tandem are shown in Figure 5.45. The Strouhal numbers for the 6.35
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and 5.0 mm diameter cylinders show some peaks. These peaks are the results of the changein slope seenin
Figure 5.44 at the resonance condition.

Figure 5.46 compares the measured transfer function phase angle at the frequency of the dominant
peak in the spectrafor the 2a-4a microphone pair. The microphone at position 2awas always used as the
reference. In addition to the results for the cylinders in tandem tests, the results for the single 3.5 mm cylinder
are shown for comparison. This cylinder was chosen since the smaller cylinders were tested at higher
frequencies. Figure 5.46 show the same trends in the measured phase as the single cylinder cases.

A comparison of the sound pressure levels as a function of frequency for the four casesis shownin
Figure 5.47. Thisfigure is analogous to Figure 5.25. Figure 5.25 shows that the sound pressure levels for a
given frequency are greater for the larger diameters. Thisis caused as mentioned in section 5.4.1 by the increase
in the fluid vel ocity and density and thus dipole strength for the larger cylinders. Figure 5.47 shows similar
behavior, but in this case thereis no significant difference between the 3.0 and 4.0 mm diameter cylinders
below the first acoustic resonance of the duct. Figures 5.48 and 5.49 compare the sound pressure levels versus
frequency and versus velocity for the cylindersin tandem tests with single cylinders. In thisfiguresit can be
seen that the 6.35 and 3.0 mm diameter cylinders are the only cases in which the sound pressure level is
noticeable larger than the single cylinder case.

Morse and Ingard as described in section 5.5 explained why they believe cylindersin tandem with a
L/D spacing equal to 4 show increased noise levels than cylindersin tandem with other spacing. In their
derivation to obtain this numb er they assumed the Strouhal number of the vortex shedding equal to 0.2 and that
the vortex traveled with 80% the speed of the main flow. Following Morse and Ingard’ s analysis, for this
“resonance” condition to occur, both the vortex shedding period and the time of travel of the vortex between

cylinders should be equal. This can be expressed as:

D Ln

T, . =—-=
VS vst 08V

(5.6)

Inequation (5.6) Ty, D, V, St, L, and n represent the vortex shedding period, cylinder diameter, flow
velocity, Strouhal number, tandem cylinders spacing, and multiples of the cylinders spacing respectively. As
seen in Figure 5.45, the Strouhal numbers measured in our tests are slightly higher than 0.2. Substitution of
Strouhal numbers of 0.25 instead of 0.2 in equation 5.6 change Morse and Ingard’ s value of the spacing L/D
necessary for “resonance” from 4 to 3.2. Strouhal numbers closeto 0.25 are seen for the 6.35 and 3.0 mm
cylinders. These cylinders al so happen to be located with spacing very closeto 3.2 or amultiple of it.

These observations do not necessarily prove that flow-acoustic coupling can be responsible for the
increases in sound pressure level seen for the 6.35 and 3.0 mm cylinders as Morse and Ingard believed. As
mentioned in section 5.5, this can be just the results of having each cylinder dipole in phase. This explanation is
also supported by the assumptions that leads to equation (5.6). For other cylinder spacing the two dipoles would
very likely not bein phase and this could account for the behavior seen. These issueswill be explored in the

next chapter.
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Figures 5.48 and 5.49 also show comparison plots of sound pressure levels versus flow velocity. In all
cases, it is seen that the cylinders in tandem reach the resonance condition at lower velocities. Thisis explained

by the higher Strouhal humbers observed for cylindersin tandem.
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Figure 5.44 Comparison of frequency of dominant peak in spectravs. average flow velocity in the duct.
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Chapter 6: Acoustic Model Based Inferences Using Experimental Results

6.1 Introduction
In this Chapter, the model presented in Chapter 3 will be used to try to explain the experimental results

presented in Chapter 5.

6.2 Dipole source strength from cylinders in cross-flows
In order to obtain a solution from the theoretical model that is comparable to results obtained from

experimentsit is necessary to characterize the noise source strength and the system damping. On the other hand, if
the model could predict reasonably well the behavior of the flow-induced acoustic field from cylindersin aduct,
then the model could be applied using an inverse acoustic analogy approach to obtain both dipole source excitation
and system danping.

Dipole source strength in the case of cylindersin cross-flows is a direct function of the fluctuating flow
induced forces that are created by the vortex shedding phenomena. These forces have been defined in equation
(3.27) and as shown are afunction of density, flow velocity, cylinder dimensions, and a nondimensional constant
C'| defined as the fluctuating lift coefficient. The fluctuating lift coefficient is used to approximate the estimated
fluctuating force from the true or real fluctuating force since there are other parameters that affect these forces as
seen in section 2.6.

The nondimensional monochromatic body force per unit of mass, which is equivalent to the dipole source
strength needed in equation (3.90), is derived starting from the magnitude of equation (3.27):

1 C.r,V?DL
I

The magnitude of equation (3.27) isonly important sinceit is assumed that the fluctuating forces behavein

(6.1)

asinusoidal manner. This assumption permitted the simplification of the wave eguation shown in equation (3.43)
that transformed it to the inhomogeneous convected Helmholtz equation shown in egquation (3.44). This assumption
isvalid sincein thiswork we are interested in the tonal noise sources only. Equation (6.1) is then divided by r oL to
express the force per unit of mass:
"\/2
= GV DL E" (6.2)
2L,
Where L. represents the characteristic length used in equations (3.42). Finally, equation (6.2) is
nondimensionalized by multiplying it by L /c,> as shown in equations (3.42) to obtain:

_C_V?’DL

- (6.3)
2 LC2 co2

Ynd

Equation (6.3) hides the importance of the density of the fluid in the final determination of the sound
pressure levels from equation (3.90). The importance of the density is realized once the non-dimensional pressureis

dimensionalized as shown in equations (3.42).
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The use of equation (6.3) in equation (3.90) assumes that the fluctuating forces produced along the cylinder
length will be concentrated at the center of the cylinder. Equation (6.3) also assumes that the full length of the
cylinder isimportant in the estimation of the fluctuating force. Reportsin the literature support this assumption
[Szepessy and Bearman]. For cylinders with aspect ratios |ess than approximately 4, the vortex shedding from the
cylinder can be considered to be in phase along the cylinder length [Zdravkovich 1997]. In our case the cylinder

aspect ratios were always less than one.

6.3 Methodology used in the application of the acoustic model
The model can be used directly as presented by equation (3.90) (and its auxiliary equations and forms

depending on the case) to determine the acoustic field of dipole sourcesinside aduct with uniform flow. However
two main difficulties make this direct approach not suitable in our case. 1) The fluctuating lift forces are not known.
The source strength islinked to the fluctuating lift forces of the cylinders, but as described in Chapter 2, there are
different factors that influence these forces. Even if these factors could be controlled, the fluctuating lift forces also
vary depending on the Reynolds number regime present. 2) Damping is not known. Damping can have avery
significant effect in the acoustic field produced in aduct. For these two reasons a different approach was used in the
validation of the acoustic model.

In our case the measurements of the acoustic field produced by single cylindersin cross-flows inside a duct
presented in Chapter 5 were used in optimization procedures that attempted to minimize the difference between the
results from experiments and the results of the model. These optimization procedures used the experimentally
determined values of density, frequency, and flow velocity in addition to the acoustic field measurements. The
results of these optimization procedures are damping coefficients and fluctuating lift coefficients.

The approach initially attempted was to first obtain acoustic damping for a constant source strength or
fluctuating lift coefficient. To accomplish this, the minimization of the difference between the experimental and
theoretical complex acoustic pressure ratios between a series of microphone pairs was performed. This approach
used experimentally obtained amplitude and phase information at all microphone positions upstream from the

cylinder. The minimization function used in this approach is of the form:

.2
<é@modelh ) Pexph 9

Pexp,

N
Minimize F(Xn,Yn.Zn,X1,Y1,20,CL, T 0, V.£,2,,2,,Qpq) = é_ (6.4)

h=1 8 Pmodell
where N is the number of positionsin the acoustic field where measurements were taken; (%.,Yn,z,) arethe

coordinates of microphone position h; (x1,y1,2:) are the coordinates of the reference microphone; C.',r,, V, 1, 3, z,
and Qg arethe fluctuating lift coefficient, density, velocity, frequency, specific acoustic impedanceinthey and z

walls, and volumetric damping, respectively. The estimated and measured acoustic pressures at position h are
referred as Pmodel,, and Pexp,, , respectively. From equation (3.90) Pmodel,, is obtained. The implementation of the

minimization procedure presented in equation (6.4) was made using Matlab version 5.3 optimization toolbox
function fminimax. This function utilizes a sequential quadratic programming method [Brayton et al.]. Thisfunction
was used since it could be used with complex arguments. Two programs to implement the minimization procedure

described in equation (6.2) were made. One program was used to solve for the value of complex volumetric
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damping and the other program was used to obtain the complex wall acoustic impedance. These two very similar
procedures are presented in Appendix |.

The second part of the procedure consists of the minimization of afunction that groups the normalized
square of the error between the experimental rms pressure readings and the rms pressures cal culated using the model
at the same microphone positions. In this part, acoustic damping determined from step one was used and the

fluctuating lift coefficient (C_’) was allowed to vary. The general problem can be expressed as:

P model h - Pexph

Minimize F(X,,Y 1,2 CLoT o, Vo1, 2,,2,,Qnq) = a (6.5)

Pexph

Sections 1.6, 1.7, and 1.8 in Appendix | show the Matlab programs that implement the optimization
procedure presented in equation (6.5).

Thistwo-step method to obtain first the acoustic damping and then the fluctuating lift coefficient proved
not the best approach for two reasons. 1) Acoustic damping effects are negligible at off-resonance conditions. 2) The
two damping mechanismsincluded in our model do not appear to be capable of explaining the phase differences
seen in our experimental measurements. In Chapter 7, results of numerical experiments using the model with
different values of the complex damping coefficients are presented. These results show why the minimization
procedure shown in equation (6.4) was not successful.

Instead of thistwo-step approach, it was decided to obtain the fluctuating lift coefficients assuming very
rigid walls and zero volumetric damping. This approach was implemented using the minimization procedure
described in equation (6.5). Later, animproved approach that consists of solving for the fluctuating lift coefficient
and damping coefficients at the same time was tried. This new approach used only the resistive components of the
wall impedance coefficients and the real part of the volumetric damping. However, the results obtained by this
approach only confirmed that damping is negligibly small at off -resonance conditions and show inconclusive results
at close to resonance conditions.

The general procedures described in this section were used only with single cylinders. The approach used
to compare the results of the model with pairs of cylinders and multiple cylinders will be described in the respective
sections.

6.4 Inverse acoustic analogy approach

Lighthill in his groundbreaking work in the 1950s established the relationships between the acoustic wave
equation and the fluid dynamic equations. The nonlinear terms of the fluid dynamic equations were grouped as noise
sources on theright side of the inhomogeneous wave equation [Norton]. This approach impliesthat if the flow field
is known the noise sources are known. The inhomogeneouswave equation would be valid near the sources and far
from the sources the homogeneous wave equation could be used. Using this approach the acoustic field produced by
the known noise sources confined to a small region of sound generation in alarger region where acoustic
propagation is possible could be estimated in theory. This approach is known as Lighthill’ s acoustic anal ogy.

In this study the measurements of the acoustic field would be used to infer the noise source strength. This

approach is therefore an inverse approach to the one described in the previous paragraph. The use of measurements
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of the acoustic field to determine properties of the noise source isfor this reason referred in thiswork as an inverse

acoustic analogy approach.

6.5 Single cylinder experimental and modeling results
Fluctuating lift coefficients were obtained using the minimization procedure presented in equation (6.5) for

all single cylinder results. These fluctuating lift coefficients were then compared to fluctuating lift coefficients
obtained from the literature to validate the procedure. Finally, fluctuating lift coefficients were used with the model
to calculate sound pressure levelsto compare with experimental results.

Figure 6.1 shows the results obtained from the optimi zation procedure. As mentioned in section 6.3, these
results assume that the full length of the cylinder contributes in the determination of the fluctuating lift forces.
Additionally, the maximum velocity at the duct was used in the cal culations. These two factors might explain the
slightly lower fluctuating lift coefficients obtained than those reported in the literature as shown in Figure 6.2.

Figure 6.2 only presents the set of resultsfor four of our cylindersto avoid clutter.
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Figure 6.1 Fluctuating lift coefficients obtained using acoustic field measurements of single cylindersin a duct.
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Figure 6.1 shows that at lower Reynolds numbers the smaller the diameter (or the larger the aspect
ratio), the smaller the fluctuating lift coefficients. Between Reynolds numbers of 30,000 and 70,000, fluctuating
lift coefficients no longer follow any noticeable trend with respect to aspect ratio. Only the work by Szepessy
and Bearman show afew results of fluctuating lift coefficients for aspect ratios smaller than one. For this
reason, the trends presented in Figure 6.1 could not be checked against results from the literature. The
comparisons made in Figure 6.2 show that the fluctuating lift coefficients obtained with our inverse acoustic
analogy type approach follow closely results from the literature obtained for smooth flows. Most of the data
found was concentrated in the upper subcritical and critical flow regimes while our results cover most of the
subcritical flow regime. All the results presented in Figure 6.2 except those of Braza et a. are experimental
results. Brazaet al.’ sresults, obtained from the paper by Szepessy and Bearman, were obtained by a two-
dimensional direct simulation of the Navier-Stokes equations.

Figure 6.3 compares results obtained with the 6.35 mm and 5.5 mm diameter cylinders with results
from the literature obtained with turbulent flows. The percentage indicated in the caption isthe turbulence
intensity reported. The addition of turbulence lowers the transition to the critical regime and apparently
uniformize the trends observed by many researchers on the fluctuating lift coefficient. Our data follows closely
the same trends. In our case, turbulence intensity was not directly measured but using measurements of the
hydrodynamic pressure fluctuations reported in section 4.10, it was estimated to be of the order of 1%.

Figure 6.4 shows the fluctuating lift coefficients obtained for the different tests performed on the 6.35
mm diameter cylinders. The figure shows for all the tests that the fluctuating lift coefficients are declining as a
function of Reynolds number. Tests 1 and 2 results are very close to each other. Similarly, test 3 and the
stereolithography cylinder results are very similar. As can be seen in Figure 5.23 the results of test 3 and the
stereolithography test produce similar sound pressure levelswhiletests 1 and 2 are similar and slightly higher.
These differences cause the difference seen in Figure 6.4. Figure 6.4 shows that there is adiscontinuity in the
fluctuating lift trends for Reynolds number in the 60,000 to 70,000 range. Test 3 results are shown with solid
black markersto help in observing this behavior. At this value of Reynolds number the resonance condition is
established. It was found that the fluctuating lift coefficient increased above what the normal trend would
predict just below resonance. Similarly it decreases more than expected at frequencies slightly larger than the
resonance frequency. This behavior was not observed for other cylinder diameters. Originally, it was thought
that this behavior was caused by fluid-acoustic coupling effects. It was believed that it appeared only on the
larger cylinders since the larger cylinders produce stronger acoustic fields inside the duct. Although thisisa
possible explanation, this result could also be caused by the reduced robustness of the minimization procedure
close to the resonance point were differences in the acoustic field measurements are harder to detect and more
difficult to differentiate by the model.
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Fluid-acoustic coupling effects are difficult to determine because there are many parameters that affect
the flow phenomena created by circular cylinder in cross-flowsinside a duct and, therefore, make the separation
of effects difficult. Figure 6.1 shows that the fluctuating lift coefficients increase with cylinder diameter for the
lower Reynolds numbers. This behavior could be explained as the results of the positive feedback of the
stronger acoustic field created by the larger diameter cylinders. However, it is not known if the aspect ratio,
blockage, or other variable that affects single cylinder flow phenomenais responsible for the observed behavior.
Further research is needed as described in Chapter 8 to fully separate fluid-acoustic coupling effects from purely
fluid mechanic effects.

Asmentioned in section 6.4 an improved optimization approach was tried to find fluctuating lift
coefficient and damping parameters jointly. The results of this approach are presented in Figures 6.5 through
6.7. This approach was tried with one of the 6.35 mm data sets only. Figure 6.5 shows the results of the
fluctuating lift coefficients found. It can be seen, as expected, that now the fluctuating lift coefficientsincrease
as soon as damping startsto play arole. Once damping is allowed to vary in the modeling equations, the
minimization procedure finds a better fit to the data with the use of the extra degree of freedom, and this leads
to theincrease in the fluctuating lift coefficient in comparison to the one found when damping was neglected.

Figure 6.6 shows the values of the nondimensional damping coefficients found (only real values of
these coefficients were used). It can be seen that only when the fluctuating lift coefficient vary damping
parameter are nonzero. Figure 6.7 shows similar results, but here the procedure was tried with the specific
acoustic resistance as the damping parameter. In this case, zero damping would be for very large specific
acoustic resistance. The figure includes only the range of interest.

Thefinal step in the validation of the procedure is the use of the fluctuating lift coefficients found with
the optimization procedure to verify that they can be used to accurately predict sound pressure levels. Figure 6.8
presents the results of the sound pressure levels measured at different positions with results obtained with the
model for a 6.35 mm diameter cylinder. The model uses measured values of flow velocity, frequency, density
and the fluctuating lift coefficients found. Figure 6.8 show avery good agreement between the experimental and
measured results.

The model was also used to determine the phase angle between different microphone pairs. Figure 6.9
compares the measured and model results of phase angle between the microphone pairs. Phase angles obtained
from the model, unlike acoustic pressures, are not affected by the fluctuating coefficients found in the
optimization procedure used. Phase angle can be affected by damping as will be seein the next chapter.
However, Figure 6.9 does not show these damping effects on phase angle. Figure 6.9 shows greater differences

between experimental and measured results but the model follows closely the trends of the experiments.
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6.35 mm.



6.6 Hourglass single cylinder experimental and modeling results
The modeling approach described in the previous sections for cylinders of constant diameter was also

tried on one hourglass-shaped cylinder. The cylinder used had 3.8 mm cylinder diameter and 1 mm radius of
curvature (see Figures 4.20 and 4.21).

Figure 6.10 presented the fluctuating lift coefficients found using the optimization procedure described
in equation (6.5) on this cylinder. Measured values of the tone frequency, flow velocity, and fluid density were
used in the calculations. In the calculations, it was assumed that the cylinder had a constant diameter of 3.8 mm
and alength of 2.5 mm. These assumptions were made to determine an estimate of the dipole source strength
for this cylinder. With these assumptions, the fluctuating lift coefficients found are reasonable in comparison to
results from the literature.

Once the fluctuating lifts were obtained, they were used directly in the modeling equations to
determine the sound pressure levels predicted at the measurement locations. Figure 6.11 compares the results
obtained from the measurements of the acoustic field with those found by the model using these fluctuating lift
coefficients. As can be seen, thereis very good agreement between experimental and modeling results.
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Figure 6.10 Fluctuating lift coefficients obtained using the model and measurements of the acoustic field
produced by an hourglass shaped cylinder inside aduct.
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6.7 Single cylinder with acoustic foam at y-walls experimental and modeling results
Asdescribed in section 5.4.1.1, measurements were made of the acoustic field produced by asingle

cylinder in aduct with acoustic foam on some of itswalls. The purpose of these experiments wasin general to
explore the effects of the foam material on the sound field and to test the model with wall damping.

Since the values of the fluctuating lift coefficients are not known afluctuating lift coefficient of 0.5
was assumed. Thisvalueisin the range found for rigid walls as presented in section 6.5. Since fluctuating
forces were assumed this procedure to determine wall damping coefficients will not provide the correct or real
values of the acoustic impedances but only an estimate.

To obtain wall impedances the objective function presented in equation (6.5) was changed to
minimize the sum of the differences of the squares between the model and experimentally determined sound
pressure levels. This objective function provided a better estimate of the specific acoustic resistances. The very
nonlinear nature of the objective function made the search for the best wall damping coefficient very difficult.
The results found by the nonlinear regression procedure are very dependent on the initial value and upper and
lower bound imposed to limit the search space. Figure 6.12 shows values of the specific acoustic resistances
found for the y-walls (the walls that support the resonance) where the foam was installed. Figure 6.12 also
includes results found by Chung and Blaser 1980b for 19 mm acoustic foam samples for comparison. The 2.5
mm foam acoustic impedance values were then used with the model to find the sound pressure levels at the
different microphone positions to compare to the experimental results. This comparison is shown in Figure
6.13.
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Figure 6.12 Wall damping coefficients obtained for 2.5 mm acoustic foam on duct walls.
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6.8 Tandem cylinders experimental and modeling results
The model was used in different optimization proceduresto try to validate its use when multiple

cylinders are present in the duct and to attempt to explain the behavior of the measured acoustic field.
First, asimilar procedure to the one used to find the fluctuating lift coefficient for single cylinders as

described in equation (6.5) wastried. In this case Pmodel,, was equivalent to the sum of the acoustic pressures

produced by the two dipole sources at the cylinders positions, assuming that the dipoles were in phase.
Damping was also assumed negligible. In this optimization procedure, instead of solving for asingle
fluctuating lift coefficient, the minimization algorithm was allowed to vary this parameter independently for
each cylinder. With this procedure, pairs of fluctuating lift coefficients that minimize the error were found. In
many cases, the best fit implied the dominance of only one of the dipole sources. For thisreason a new
approach was pursued. The new approach assumed that the fluctuating lift coefficient for the upstream cylinder
would remain identical to the single cylinder case. The downstream cylinder fluctuating lift coefficient would
then be found so that the modified objective function would be minimized.

Figure 6.14 shows the values of the fluctuating lift coefficients used and found. The downstream
cylinder fluctuating lift coefficient was found as described above. The upstream cylinder fluctuating lift
coefficient was obtained from an equation fit of data obtained for single cylinders. The single cylinder
fluctuating lift coefficient is shown only for comparison purposes. The same procedure was repeated for the 4
mm tandem cylinders. Figure 6.15 compares the results of the downstream fluctuating lift coefficients obtained
by the optimization procedure. Figure 6.15 also shows fluctuating lift coefficient measurements on the
downstream cylinder reported by Savkar.

Once the fluctuating lift coefficients were obtained the model sound pressure level predictionswere
compared to the measurements. Figures 6.16 and 6.17 show the results of these comparisons. In these figures
the single cylinder values were also plotted for reference.

The values of the fluctuating lift coefficients found are significantly higher than for the upstream
cylinder. Arieet al. found that the fluctuating lift coefficients of the downstream cylindersin atandem
arrangement were approximately double the values of the upstream cylinders for L/D values between 3 and 7.
But the coefficients never exceeded the value of 1. Their tests were made at a Reynolds number of 1.57 x 10°.
Savkar, on the other hand, reported values slightly higher than 1 that are closer to the results found using our
inverse acoustic analogy approach. Figure 6.14 also shows that the maximum and minimum values of the
fluctuating lift coefficients are found near to the resonance frequency.

The over and under prediction of the fluctuating lift coefficient just prior and after the resonance
could be caused by the model inaccuracies in predicting experimentally observed natural frequencies. Figure
6.18 compares results obtained by the model assuming fluctuating lift coefficients of 0.5 for both 6.35 mm
diameter cylinders. The figure shows that the resonance frequency in this caseis predicted at a slightly higher
frequency. This condition causes a shift in the curve profile to a higher frequency. Therefore, when the

optimization procedureis used slightly higher values of the fluctuating lift coefficients are predicted than
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would otherwise be. For this reason the fluctuating lift coefficients are also underpredicted at the resonance
point found by the model.

Itiscritical to establish the correct value of the effective speed of sound, the convection effects on
natural frequencies and any other factor that affect the acoustic natural frequency. If thisis not done correctly,
then the behavior of the solution shifts, and the prediction suffersinaccuracies. As alast resort, the speed of
sound should be adjusted to match observed resonances so that the predictions obtained by the optimization
procedures will be the result of the physical phenomena and not just amathematical adjustment to the data.

Figure 6.18 shows also the sound pressure levels at position 1athat would be predicted by the model
if each cylinder acted independently of the other. In this case, the distance from the cylindersto the
measurement point is such that only at higher frequencies the sound pressure levels of thetwo cylinders are
significant at this measurement location. Only when this happens are phase effects important since otherwise
the sound pressure level of the closer cylinder dominates. An additional condition for noticeable changesin the
sound pressure level isthat the phase should be close to completely reversed.

Figure 6.19 is similar to 6.18, but in this case the fluctuating lift coefficients used were those
presented in Figure 6.14. Figure 6.19 shows that when there are large discrepancies in source strength phase
effects are not as significant as expected.

In tandem cylinders, the downstream cylinder SPL is not important at our measurements points until
the frequency of thetoneis close to the resonance or an extremely strong dipol e source strength is assumed.
For thisreason, very large values of C_’ are required to explain any differencesin the sound pressure |level
induced by the downstream cylinder alone. If, on the other hand, there is an increase in the dipole strength by
fluid-acoustic coupling (of one or two dipoles) significantly more modest increasesin C_’ would be needed.

The shift in the sound pressure level curves predicted by the model alone cannot explain the large
fluctuating lift coefficients found at off resonance conditions. Additionally as seen in Figure 6.15 the
fluctuating lift coefficients found for the 6.35 mm diameter cylinders are significantly larger than that those for
the 4 mm diameter cylinders. It is more likely, due to their spacing, that the 4 mm diameter cylinders shed
vortices out of phase; thus, the dipole sources produced by them would be out of phase. The 6.35 mm cylinders
have a spacing that is more favorable to in-phase noise emitting as described by Morse and Ingard. During the
optimization procedure used to determine fluctuating lift coefficients, it was assumed that both pairs of
cylinders were in phase. For the 4 mm diameter cylinder pair, the fluctuation lift coefficients found with this
assumption would be less than if the correct phasing were used. If the discrepanciesin the fluctuating lift
between the 4 mm and 6.35 mm diameter cylinders pairscould be explained by the out of phase noise
emission, their large values would need to be explained. The best way to resolve this problem would be to
measure the fluctuating forces in conjunction with measurements of the acoustic field.

There appears to be two types of fluid-acoustic coupling possible for two cylindersin tandemin a
duct. Thefirst fluid-acoustic coupling happens when the sound reflected from the duct walls and the fluid
phenomena close to the cylinder interact. Judging from the single cylinders results, this scenario isnot likely.

During single cylinder testing, fluctuating lift coefficients showed no difference close to or far from the
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resonance. Only in the case of the 6.35 mm diameter cylinder does the the fluctuating lift coefficient appear to
be affected near aresonance. This, however, could be explained by the shift in the model predicted sound
pressure level curve as described above.

The second type of fluid or fluid-acoustic coupling has been reported by Morse and Ingard and
Johnson and Loehrke for two cylinders and platesin tandem, respectively. For two cylindersin tandem, the
interactions can lead to atype of resonance present in afree field. This resonance condition happens when the
spacing between cylindersin tandem is the same as the spacing between two consecutive vorticesin the wake
[see Morse and Ingard, page 757, also described in section 5.5]. Stoneman et al. show that thisinteractionis
due to noise sources and sinks created in the downstream plate depending on the plate spacing. Their
explanation is valid when a strong acoustic field such as the one present in their investigations exists. This
does not fully explain the causes of these interactionsin free field where a strong transverse resonance does not
exist.

The fluctuating lift coefficients found for the 6.35 mm cylinders pair are significantly larger than
those presented in the limited data available in the literature. This could be caused by other effects like fluid-
acoustic coupling. But as mentioned above further work is needed to resolve this situation.

The model was also used to visualize the acoustic field produced by the two 6.35 mm diameter
cylindersin tandem. Figure 6.20 shows the predicted acoustic field at three different frequencies. The
frequencies chosen were below, close and above the first transverse acoustic resonance. There are large
changesin the acoustic field as afunction of frequency as shown. The acoustic fieldsin Figure 6.20 were
calculated using the fluctuating lift coefficients presented in Figure 6.14. The values of other variables needed
in the calculations such as air density and fluid velocity were taken from experimental measurements at those

frequencies.
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Figure 6.16 Comparison of measured and model sound pressure levels estimated for 6.35 mm diameter cylinders in tandem arrangement.
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6.9 Side-by-side cylinders experimental and modeling results
Side-by-side cylinders test results showed that pairs of cylindersin this configuration produced

significantly lower sound pressure levels in comparison to single cylinders and cylinders in tandem. In many
cases, as seen in the representative spectra taken during these tests and shown in Appendix H, thereis not a
clear relationship between frequency and velocity, asisthe case for single cylinders and cylinders in tandem.
For this reason it was more difficult to use the model in the same way that it was used for single cylinders or
cylindersin tandem. In this section the model was used directly, assuming values of the fluctuating lift
coefficients and neglecting damping.

The spacing for side-by-side cylinders was chosen in part so that the cylinders would be located in a
region where the flow velocity would be close to that at the center of the duct (see Figures 4.7 and 4.27). The
other consideration for its spacing wasto have a T/D ratio in the range that would produce out of phase vortex
shedding from the cylinders.

To compare modeling results to those from experiments, fluctuating lift coefficients from single
cylinderstests were used. The fluctuating lift coefficients used in this case were obtained from the same curve
fit used for the upstream cylinder in the cylinders in tandem configuration that is shown in Figure 6.14. In this
case, asit was also the norm for the other model results, flow velocity, frequency of the tone, and density values
were taken from measurements. In this case, the frequency of the dominant peak in the spectra varied
significantly depending on where the spectra was measured. Measurements at position d3 downstream of the
cylinders were used. At this position the more typical vortex shedding relation between frequency and velocity
was observed. Thisindicated also that there was vortex shedding present but that it was not necessarily
responsible for the dominant noise measured upstream from the cylinders. In the sound pressure level graphs
presented in Appendix H the sound pressure levels shown are the maximum values found in the spectra and not
necessarily the sound pressure component at the frequency of vortex shedding. For thisreason, in order to
correctly compare the results of the model to the experiments, the sound pressure level from experiments was
obtained at the frequency of vortex shedding regardlessif it was the maximum in the spectra at that location or
not.

Figure 6.21 show the results found with the model and compares them to those found experimentally
for the 6.35 mm diameter cylinder. This cylinder diameter givesaT/D ratio that is slightly less than that
reported to produce out of phase vortex shedding. However, for other cylinder diametersin which the T/D ratio
fell in the range of interest, the results were similar. The model was solved for each of the two cylinders, and
then the results were added assuming different source phases. Figure 6.21 was made only for the range of flow
velocities that produced a close to linear frequency—velocity relationship (see Figure H.3). The results show that
there is agood agreement between the experimental and modeling results when the sources at each cylinder are
added in anti-phase as expected. However, these results are very close to the maximum tonal hydrodynamic
fluctuating pressures discussed in section 4.10; thus, the signal to noiseratio is significantly reduced. In this

case, however, the frequencies of interest are significantly higher than those at which the maximum tonal
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components were found in the hydrodynamic pressure fluctuations. Thus, the results of Figure 4.40 represent an
upper maximum sensitivity on the tonal sound pressure level.

Figure 6.22 shows the acoustic field found by the model at one particular frequency for the 6.35 mm
diameter cylindersin side-by-side configuration. The acoustic field produced by only one of the cylindersis
also plotted so that interference effects can be visualized. The constant sound pressure levels lines are plotted
only between 100 and 160 dB in increments of 5 dB. In the topfigure the lack of constant sound pressure level
lines means that the sound pressure level is below 100 dB. As can be seen, the effects of the source phase are

very important.

6.10 Cylinder array model and comparison with experimental results
The model was also used to estimate the sound pressure levels produced by cylinder arraysinside a

duct. It was decided to try a stereolithography staggered cylinder array with T/D = L/D = 3.0. This decision was
based on the fact that this array was among the ones that had a smaller number of cylinders. Additionally, this
array followed a close to linear frequency-velocity relationship of the dominant peaksin the spectra. The
experimental results for this array are shown in Appendix F. The model was used to estimate the sound pressure
level at the upstream microphone position to avoid the hydrodynamic pressure fluctuations created by the flow
over the cylindersinside the array (See Figure F.1). To do this, it wasinitially assumed that each cylinder
produced an acoustic dipole at the cylinder center |ocation with the dipol e strength estimated using its cylinder
diameter, the measured upstream flow velocity, and density, and assuming the value of the fluctuating lift
coefficient equal for all cylinders. Additionally, it was assumed that all the sources were in phase. The sound
pressure levels at the upstream microphone position would then be the sum of the complex acoustic pressures
produced by each of the dipole sources at the upstream position. Later, the effects of the changesin flow
velocity and density were crudely accounted for in the model by dividing the array in four sections, each one
assigned the closest flow velocity and density measurement point. Appendix | sections1.11 and |.12 show the
programs used to make these calculations.

Figures 6.23 and 6.24 plot the results of the model and compare them to the measurements. The figures
present results from the model cal culated using constant fluctuating lift coefficients of 0.1 (using upstream
velocity and density for al cylinders), 0.1 (with corrected velocity and density as described above) and adjusted
to match the measured sound pressure levels values. Fluctuating lift coefficient reports for cylindersinside
arrays are not abundant in the literature. The works by Chen 1972b, Chen 1987, Oengdren and Ziada 1998, and
Savkar 1984 indicate that the fluctuating lift coefficients are in general significantly larger for staggered arrays
than for in-line arrays. Only Savkar reports similar values of fluctuating lift coefficients between staggered and
inline arrays. He found fluctuating lift coefficients as large as 3 for normal triangular arrays with a pitch to
diameter ratio P/D of 1.2. Savkar measured fluctuating lift coefficients for normal triangular arrays with P/D =
1.2, 1.5, and 1.71. Savkar indicated that the maximum fluctuating lift coefficients were measured at the first row
of the array with P/D = 1.5, at the second row for P/D = 1.2, and at the third row for P/D = 1.71. The fluctuating
drag coefficient, on the other hand, always peaked at the second row. Oengdren and Ziada 1998 also report

measurements of fluctuating lift coefficients for normal triangular arrays. They performed measurements on
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arrayswith P/D ratios of 1.61, 2.08, and 3.41. Oengdren and Ziada also found that the fluctuating lift coefficient
peaked in the first three rows as observed by Savkar. However, they report increases in fluctuating lift
coefficient with increasing P/D ratio, unlike Savkar’s results that show the opposite trend. Maximum fluctuating
lift coefficients reported by Savkar for arrayswith P/D ratios of 1.5 and 1.71 are in the range between 0.5 to 1.6,
depending on the Reynolds number. Oengéren and Ziada report val ues of these coefficientsin the range of 0.02
to 0.07 for the array with P/D ratio of 1.61 for similar Reynolds numbers. These large discrepancies point to the
complexitiesinvolved in measuring dynamic forces produced in cylinders, inside arrays and to the many

different factorsthat affect these forces.
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Figure 6.24 Similar to Figure 6.23 but plotted against frequency and for a reduced number of data points.

An interesting observation made by Savkar isthat the fluctuating drag forces’ oscillating frequency wasthe

same as those for the fluctuating lift forces. In single cylinders the drag forces oscillate at double the lift force
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frequency due to vortex shedding. For thisreason, Savkar believed that other fluid phenomenon and not vortex
shedding was responsible for creating the dynamic forces on the cylindersin arrays. How the fluctuating forces are
created is not important for determining the strength of the acoustic dipole produced by the cylinders but the flow
field around the cylindersis very important for fluid-acoustic coupling effects.

Figures 6.23 and 6.24 show that the sound pressure level results obtained by the model for constant
fluctuating lift coefficients follow in general the same trends of the measured values. At the higher mass flows were
the velocity differencesin the array are more significant, the sound pressure levels found using the corrected
velocity and density values follow significantly better the measurements trend. These graphs also show that the
model curveswere slightly shifted to the right thus over predicting the first transverse acoustic natural frequency of
the duct. The perfect results obtained using the adjusted values of the fluctuating lift coefficient were possible since
in this case only one measurement |ocation was used to find these values. The procedure to determine these
coefficients wasto first cal culate the sound pressure level s assuming a constant value of the fluctuating lift
coefficients. Since thereis alinear relationship between acoustic pressure and fluctuating lift coefficient, the
difference in sound pressure levels between the measured and estimated val ues was used to obtain the fluctuating lift
coefficient that would be needed to eliminate the discrepancies between the model and measured results. In equation

form this would be:
a-\'Ll Palux 9

SPLl =20 &ng+
(%]

SPL,, = 20Logoot P
" € 20%0°°

(6.6)

Q-

where SPL; and SPL,, represent the estimated and measured sound pressure levels, respectively. C'Ll and C'Lad]- are

the assumed fluctuating lift coefficient used in the initial estimation of sound pressure levels and the fluctuating lift

coefficient that would be needed for the model to return identical results to the measured sound pressure levels
respectively. The variable Py« isauxiliary and cancels out. The CILadj needed to move the model solution from the

value of SPL; to SPL,,isthen found

. . SPL,- SPL,
Clagy =C1110 20 (6.7)

Theresults found by equation (6.7) are plotted in Figures 6.25 and 6.26. Below a Reynolds number of
approximately 7000, the fluctuating lift coefficient needed to fit the datais, with some exceptions, around 2-3. These
values and especially the larger values of these coefficients below this Reynolds number will be reduced if the
model sound pressure level curve would not be shifted. In this Reynolds number range, our results are close to the
results found by Savkar for normal triangular arrays. Savkar’ sresults were found at higher Reynolds numbers. His
results decrease with increasing Reynolds number. At higher Reynolds numbersif the velocity/density effects are

not accounted for unrealistic values of fluctuating lift coefficients are needed to correct the sound pressure levels.
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Figure 6.26 is similar to 6.25, but in this case the fluctuating lift coefficients were found once the crude velocity
corrections were made. Once these corrections were made, significantly lower values of the fluctuating lift
coefficients were found. Thisresult shows that the model can predict the trends in the sound pressure levels

produced by cylinder arrays.
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Figure 6.25 Fluctuating lift coefficients needed to adjust model results to be equal to measured results. Without
velocity/density corrections.
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6.11 Convection effects on first transverse acoustic resonance frequency
In Chapter 3, using relations devel oped from the modeling equations, resonant frequency estimation

equations that accounted for convection and damping effects were derived. In this section, the measured acoustic
resonances produced by single cylindersinside our test section were used to validate them.

Figure 6.27 compares the estimations made using equation (3.98) and the single cylinder tests measured
results. To determine the Mach number needed in equation (3.98) the flow velocity in the duct was estimated
assuming a constant Strouhal number of 0.2. Since the real Strouhal number varied for the different cylinders there
are small errors associated to the correct value of the flow velocity present when the cylinder tonal noise reached the
resonance frequency. The experimentally determined resonance frequency was chosen to be the peak at any of the
measured locations that was clearly aresonance condition. In many cases there were very clear resonant peaksin the
sound pressure level graphsthat differ slightly in frequency. In this case, the frequency that was closer to the
predicted value was chosen. The errors in the experimental frequency results are estimated at less than 100 Hz.
These results show the importance of accounting for convection effectsin any model especially when relatively
large flow velocities are involved.

The acoustic resonance predictions for multiple cylinders werein general not as accurate as those for single
cylinders. These inaccuracies might be linked to the disruption of the flow field. In the case of cylinder arrays, other
mechanism that alter the effective speed of sound might be present. The correct estimation of the natural frequencies

isessential for the model to be used accurately.
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Chapter 7: Numerical Experiments

7.1 Introduction
The purpose of this chapter is to use our acoustic model to explore some of the effects that different

variables of relevance have on the acoustic field produced by bluff bodiesin cross-flowsinside aduct. In particular,
the effects of volumetric damping, specific wall acoustic impedances, and the parameters that affect the dipole

source strength will be explored.

7.2 Effect of volumetric damping on acoustic field
The effect of volumetric damping on the acoustic field produced by a point dipole source inside a duct with

flow was explored using the model. The model was used to solve for the sound pressure levels at the five
microphone positions upstream of the cylinders where most of our experimental measurements were made
(positions 1a, 2a, 4a, 5a and 6a, see Figure 4.22). Additionally, the phase between the four different microphone pair
combination previously used was also included. The dipole was positioned in the center of the duct where the
cylinder in Figure 4.22 is shown. The calculations of the dipole source strength were made assuming a 6.35 mm
diameter cylinder was the source of the acoustic dipole. Additionally, constant values of the air density (1.3 kg/n?),
fluctuating lift coefficient (0.4) and Strouhal number (0.2) were assumed. The solutions cover the range of 1000 to
9000 Hz and were made varying the frequency in 10 Hz increments. The flow velocity was then cal culated using the
Strouhal number definition. Solutions are reported for seven different values of purely real and seven different
values of purely imaginary hondimensional volumetric damping coefficient.

It is believed that nondimensional volumetric damping could be caused by scattering due to other cylinders,
flow turbulence or visco-thermal processes. There are different physical mechanisms by which each of these
processes could affect the propagation of acoustic waves inside the duct. However, in thiswork these factors have
not been explored. The effects of nondimensional volumetric damping were explored only by changing the
numerical values of this parameter in our model without regard to a possible physical mechanism. For this reason, it
isnot known what would be a good range of nondimensional volumetric damping coefficientsto explore. In the
results presented in this section, the nondimensional volumetric damping coefficients were changed between 0 and
10 and were assumed purely real or purely imaginary.

Figure 7.1 shows the results for the real nondimensional volumetric damping coefficients. There are several
interesting features of the results. In general, the increase in damping value produced a reduction in sound pressure
level for any given frequency. This behavior, however, is reversed between 6000 and 8000 Hz at microphone
position 1la. Other typical and expected resultsinclude the increase in sound pressure levels when the resonance
frequency gets close to a duct resonance frequency. For some values of damping and in the second excited mode at
around 8000 Hz, Figure 7.1 shows that at resonance, the sound pressure levels are actually less than at nonresonance
conditions! This can be seen at microphone positions 4a, 5a, and 6a.

Figure 7.2 issimilar to 7.1, but in this case the nondimensional volumetric damping coefficients were
purely imaginary with the same absolute values as those used in Figure 7.1. The introduction of these coefficients

shiftsthe acoustic natural frequencies found by the model to higher frequencies without changing the sound pressure
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levelsfound at the resonance. The small differences seen in the sound pressure levels at resonance are attributable to
how close was the frequency used during the cal culations to the acoustic natural frequencies predicted by the model.
The calculations were performed at discrete frequency intervals. Depending on how close the actual acoustic
resonance frequency isto these discrete values, the solution would be affected. This condition is also experienced
with the experimental data since the datais discretized by the dynamic signal analyzer in 800 points. This means
that in our single cylinders tests where a frequency span of 10 kHz was used the data was returned in 12.5 Hz
packets. This observation points out again the experimental and theoretical difficulties of determining the dipole
source strength and acoustic damping very close to the resonance condition.

It would also be of interest to observe the changesintroduced by volumetric damping on the acoustic field.
Appendix J presents contour plots of the acoustic field produced by the cylinder for different values of volumetric
damping at 4000 and 5000 Hz. All contour plots presented in this work are cross sections of the acoustic field at the
duct wall.

Figure 7.3 presents the changes introduced by the different real nondimensional volumetric damping
coefficients on the phase angle between different microphone pairs. In this case the differences are not as dramatic
asthe differences that they produce on the sound pressure levels. Theincreasesin damping in this case tend to lower
the phases found with no damping except for the 2a-1a cylinder pair in which is has the inverse effect. Thisis
caused by the change in direction between the microphone for this microphone pair.

Figure 7.4 issimilar to Figure 7.3 but was made using purely imaginary coefficients. While Figure 7.3
showed relatively smooth changesin the phase angle as the frequency varied, Figure 7.4 shows avery well defined
discontinuity in the phase angle curves that appears at the resonance condition predicted by the model using the
given damping values. Similar to the effects of these damping coefficients on sound pressure levels, the changes on
phase angle cause a shift in the phase angle curvesto higher frequencies as damping isincreased.

It isimportant to note that the results presented here might not be representative of actual conditions. As
mentioned before, a constant value of density was assumed when making these calculations. At the higher
frequencies (and therefore higher flow velocities) the pressure drop down the duct causes significant variation in

density.
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Figure 7.1 Sound pressure levels at different microphone positions as a function of frequency for different values of real nondimensional volumetric damping
coefficient.
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7.3 Effect of walls acoustic impedance on acoustic field
The effects of changesin the y-walls specific acoustic impedance were explored in the same way, as

was the case for the nondimensional volumetric damping coefficients. The test results shown in section 7.2 were
made assuming very rigid wallsin the duct. In this section this assumption remains for the zwalls. Volumetric
damping is neglected. Similarly, in the results found in this section, the same assumptions introduced in section
7.2 were made, and the same frequency range was explored.

The specific acoustic impedance values used were 1x10%, 15, 5, 3, 2, 1, and 0.5. Similarly as was the
casein the previous section, the tests were repeated using purely imaginary coefficients for the specific acoustic
impedances with the same absol ute val ues.

Figure 7.5 shows the sound pressure level curves calculated at each of the different microphone
positions used throughout thiswork. The results in many ways are similar to the results found in section 7.2 for
the real nondimensional volumetric damping coefficients. Figure 7.5 also shows the increase in sound pressure
level asthe damping increasesin the 6-8 kHz region for microphone position 1a and the reductionsin sound
pressure level at resonance at microphone positions 4a, 5a, and 6a.

Figure 7.6 is similar to Figure 7.5 but was obtained with the purely imaginary y-wall specific acoustic
impedance. These imaginary values of impedance cause changes in both the magnitudes of the sound pressure
levels at resonance conditions as well as on the frequency at which these resonances develop.

Plots of the acoustic field for different values of real and imaginary acoustic impedance are also
presented in Appendix J.

Figure 7.7 presents the results that the changesin real y-walls specific acoustic impedance producein
the phase angle predicted by the model between the microphone pairs. The results of Figure 7.7 are very similar
to the results of Figure 7.3. Damping in this case al so tends to shift the curves slightly downwards in general.

Figure 7.8 issimilar to Figure 7.7, but in this case presents the results obtained using the imaginary
values of the y-walls specific acoustic impedance. These graphs also shows similaritiesto Figure 7.4 obtained
for the imaginary values of the nondimensional volumetric acoustic damping. There are also discontinuities
present in the phase angle curves at the resonance condition but in this case damping reduces the natural

frequency instead of increasing it aswasthe casein Figure 7.4.
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Figure 7.6 Sound pressure levels at different microphone positions as a function of frequency for different values of imaginary y-walls specific acoustic
impedance.
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7.4 Effect of density, flow velocity, fluctuating lift coefficient, and cylinder dimensions (Parameters
that influence dipole source strength)
In thiswork density, flow velocity, fluctuating lift coefficient, and cylinder dimensions have been identified

as theimportant parametersin the generation of sound from cylindersin cross-flow inside aduct. In this section, the
effects of changesin these parameters on the sound pressure level will be discussed.

The sound pressure levels produced for any given case depend strongly, as has been shown in chapters 5
and 6, on the position where the measurements/estimations are made, the closeness of the frequency of interest to a
resonance frequency, the damping of the system and the strength, and directionality of the source of noise. Dueto all
these complexities, it is very difficult to obtain a general solution to the problem that could be universally applied to
every case without recurring to solving the full acoustic equations. It is useful to understand how changesin the
main variables affect the measurements.

With the abovein mind, it isinteresting to see the effects of changesin dipole source strength. The
parameters that influence dipole source strength are fluid density, flow velocity, fluctuating lift coefficients, and
cylinder dimensions. All of these variables have alinear dependence on the strength of the fluid forces, except the
fluid velocity, which has a square dependence. These dependencies can therefore be used to determine the effects on
sound pressure level directly. Figure 7.9 shows how changesin these variables would increase a given sound
pressure level. Figure 7.9 shows that an order of magnitude change in any of the linearly dependent variables results
in an increase of 20 dB in the sound pressure level with respect to theinitial value. Order of magnitude changesin
these variables are possible. Fluctuating lift coefficients are usually found between values of 0.1 and 1 and can
fluctuate considerably as seen in chapter 6. Gas density values during tests with superheated R134arefrigerant were
around 20 kg/nT while during tests using compressed air or nitrogen density values were around 1.3 kg/n?. Changes
in flow velocity, on the other hand, are double the other variables due to the quadratic dependence as can be seenin
Figure 7.9. Notice that changesin cylinder diameter and flow velocity, in addition to modifying the dipole source
strength, alter the analytic series solution since these changes influence the frequency of the source. This double
effect makes the direct prediction of the effects of changesin these variables more difficult.

In sections 2.4 and 2.5 the effects of different variables on the sound pressure level and acoustic resonance
in heat exchangers was discussed. Several researchers [Blevins and Bressler 1993, Ziada et al. 1989a,b] expressed
the important effects of Mach number and Reynolds number on the sound pressure levels. Ziadaet al. 1989a,b in
particular mention the importance of the Reynolds number and described how, for an otherwise identical test, by
doubling the Reynolds number a resonance that was not present now materialized. Blevins and Bressler 1993
believed that the Reynolds number was a secondary parameter in comparison to the Mach number. Reynolds
number is linearly dependent on density, diameter and flow velocity, all of which are very important variables that
affect the noise source strength as described in this work. M ach number also islinearly dependent on flow velocity,
which as described earlier have a quadratic dependence on dipole source strength. These results show why the

dependence on Reynolds and Mach number was noted by these researchers.
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7.5 Effect of nondimensional volumetric damping and finite y-wall specific acoustic impedance on
the first transverse acoustic resonance frequency of a duct with flow
The effect of damping on the acoustic natural frequency was explored by plotting the results of equation

(3.100). In the results of the calculations presented in this section, a 6.35 mm diameter cylinder with a Strouhal
number of 0.2 was assumed to determine the values of flow velocity and Mach number at the coincidence condition.

Figure 7.10 shows the results obtained assuming purely real or purely imaginary hondimensional
volumetric damping coefficients. The same ranges for the values of these coefficients as used in section 7.2 were
also used here. Figure 7.10 shows, as was suggested by Figure 7.2, that imaginary nondimensional volumetric
damping coefficientsincrease the acoustic resonance frequencies. On the other hand, real values of these
coefficients tend to lower the natural frequencies of the system. It isinteresting to note that for values slightly
higher than 6 the natural frequencies predicted by equation (3.100) are zero. This condition can be interpreted as the
point where a discontinuity in the analytic series solutions is no longer present. Therefore, for real nondimensional
volumetric damping coefficients larger than this value, the solutions are expected to be continuous.

Figure 7.11 issimilar to 7.10, but in this case the effectsof the changesin the y-wall specific acoustic
impedance on the first acoustic natural frequency are presented. Figure 7.11 shows that purely resistive specific
acoustic impedances do not have an effect on resonant frequency. The purely reactive impedances have an effect
only for very large damping values (small acoustic impedances). Thisis supported in the results found in section
5.4.1.1 where it can be seen that the introduction of open cell acoustic foam changes the sound pressure levels but
not the frequency of the acoustic resonance. Thisindicates that this material can be characterized by purely resistive

impedance.
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Chapter 8: Summary and Suggestions for Future Work

8.1 Summary of results
The goal of this study wasto gain a better understanding of the tonal flow-induced noise problems of plate

heat exchangers. Thisled to astudy of the noise produced by cylindersin cross-flowsinside arectangular duct. To
our knowledge, thiswork links for the first time the experimentally measured acoustic field produced by cylindersin
cross-flow inside a rectangular duct to atheoretically based acoustic model. Some of the main results of this study

are summarized in this chapter.

8.2 Summary of results for single cylinders

8.2.1 Constant diameter cylinders
The experiments on single cylinders showed that the results of the sound pressure levels were consistent for

al cylinder diameters. By consistency in this case we are referring to the trends observed for all cylinder diameters
on the sound pressure level curves when plotted either versus frequency or flow velocity. Sound pressure levels
varied significantly depending on cylinder diameter. The larger the cylinder diameter, the clearer the tonal noise
observed, and the higher the sound pressure levels. Thisbehavior was successfully modeled with an acoustic model
based on the inhomogeneous convected Helmholtz equation with a point dipole source term.

Measured transfer function phase angles between microphone pairs showed a similar consistency for all the
tests made on single cylinders. In this case the phase angle curves are not affected by changesin cylinder diameter
nor any other variable that affects dipole source strength. Phase angle changes only as the frequency of the sourceis
changed. Phase angleis not affected by changesin source strength. These results are consistent with the results of
the acoustic model. The acoustic model also successfully predicts the trends seen in the detail ed experimental
measurements.

The introduction of convection effects in the modeling equations improved the model accuracy by
minimizing the shiftsin the measured and predicted sound pressure level curves. The elimination of the shiftsis
crucial to obtain better fluctuating lift coefficient predictions using the model in the optimization procedures
described in Chapter 6. Although the flow velocity profile assumed in the derivation of the model is assumed flat
and constant, the flow profileis actually three dimensional. This assumption proved adequate in this study.
Convection effects on the acoustics of the duct modeled were able to predict relatively well the reductionsin first
transverse acoustic natural frequency with theincreasein flow velocity. These effects were more noticeable for
larger cylinder diameters, since for these cylinders larger flow velocities are needed to excite the resonance
frequency.

Strouhal number measurements for very short aspect ratio cylinders showed that as the diameter was
reduced or the aspect ratio increased the measured Strouhal numb er decreased in value.

Fluctuating lift coefficients obtained using our inverse acoustic analogy approach are in agreement with
experimentally determined values of these coefficients by other researchers.

Tests using acoustic foam on the side walls of the chamber showed that sound pressure levels can be

effectively reduced by changing the acoustic impedance of the walls.
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8.2.2“Hourglass” shaped cylinders
Tests on hourglass-shaped cylinders showed that in general these types of cylinders behave in the same

way as constant diameter cylinders both in regard to sound pressure level and phase angle. However, these cylinders
showed stronger sound pressure level fields than constant diameter cylinders with diameters of dimension closeto
the diameter seen at the center of the hourglass cylinders. Thistype of cylinder also exhibits reduced values of
Strouhal numbers. These observations point out that these cylinders can be treated as constant diameter cylindersif a
larger diameter is used. Unfortunately, it appears that two different “effective” diameters are necessary. Oneto
estimate noise source strength and the other to account for noise frequency.

Theincreased diameter at the cylinder base in conjunction with the flow velocity profile inside the duct are
believed responsible for the observed behavior. The effects of the curvatures of the cylinders tested are not
differentiable except for the smaller diameter cylinders where they produce noticeabl e differences on Strouhal
number. This fact implies that these effects could be more dependent on the velocity profile in the duct than on
cylinder curvature. The horseshoe vortex may also play arole in the observed behavior of thistype of cylinder.
Szepessy 1993 (see section 2.6.2) concluded that the horseshoe vortex depends on aspect ratio for aspect ratios less
than one (the range covered in this study). Similarly, the observed variation of Strouhal number with aspect ratio in

constant diameter cylinders could be caused by horse shoe vortex effects. Further work is needed in this area.

8.3 Summary of results for multiple cylinders

8.3.1 Side-by-side cylinders
Side by side cylinders showed significantly reduced sound pressure levelsin comparison to single cylinders

or cylindersin tandem. This behavior could be attributable to two conditions 1) The proximity of the cylinders to
each other affect their vortex shedding generation process and therefore the magnitudes of the fluctuating forces
sustained by the cylinders. 2) The acoustic field produced by these cylindersis significantly diminished due to the
out of phase characteristics of the dipole sources created by each cylinder. The comparison between measured sound
pressure levels and sound pressure levels estimated using our model (assuming out of phase point dipole sources
using fluctuating lift coefficients from the single cylinder tests) supports the latter scenario, althoughitisnot a
sufficient condition to eliminate the former scenario. If the former scenario is the actual case, on the other hand, our
proposed model is not invalidated. Measurements of the fluctuating forces while simultaneously measuring the
acoustic field can provide the answer to this problem.

8.3.2 Tandem cylinders
Cylindersin tandem tested in this study behaved similarly to single cylinders. Cylindersin tandem showed,

especially for the 6.35 mm and 3 mm diameter cylinder pairs, significant increases in sound pressure level in
comparison to single cylinder tests. The large fluctuating lift coefficients for the downstream cylinders found using
our acoustic model and optimization procedure (inverse acoustic analogy approach) and the measurements of the
acoustic field at several positionsin the duct do not agree with the limited data availablein the literature. In contrast,

the fluctuating lift coefficients found for single cylinders agree relatively well with results from the literature.
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The additional difficulty of finding the fluctuating lift coefficient of two instead of one cylinder
complicates the problem. This complication is caused by the sensitivity of the measured and estimated resultsto the
cylinder and microphone measurement positions.

Tandem-cylinder Strouhal numbers are slightly higher than 0.2 and did not follow any noticeable trend as a
function of cylinders diameter. For single cylinders, it was observed that the smaller the cylinder diameter, the
smaller the Strouhal number. Thistrend was not observed for cylindersin tandem.

8.3.3 Cylinder arrays
Cylinder array tests performed on normal triangular, squarein-line and staggered arrays showed that these

short aspect ratio cylinder arrays have similar Strouhal numbersto their large aspect ratio counterparts. One of the
main differences between the larger aspect ratio arrays and the arrays tested in thiswork is the very large pressure
drop down the duct for the short aspect ratio arrays. The large pressure drop creates significant gradientsin density
and velocity along the length of the arrays. Flow velocity and density are some of the main parameters that influence
the fluctuating forces that produce the dipole noise source from cylinders. The large gradient in velocity cause
cylindersin different regions of the arraysto generate noise at significantly different frequencies and with different
source strength even if similar fluctuating lift coefficients could be assumed for all cylinders. The differencesin
frequency do not change considerably when any of the noise source frequencies pass through a resonance. In many
cases the sound pressure level at resonant and nonresonant conditions was comparable. For this reason, an acoustic
model to predict the flow-induced noise behavior of heat exchangers should be able to predict noise levels at off
resonance conditions. The model based on fundamental acoustic principles and validated with the results of single
and multiple cylinders presented in thiswork provides for the first time the basis of such amodel.

8.3.4 Plate heat exchangers
Theinitial work on plate heat exchangers prompted our investigation on the flow-acoustic phenomena of

bluff bodiesin cross-flow inside a duct. M easurements of the flow-induced noise of plate heat exchangers taken
using R134aand nitrogen confirmed that the acoustic resonances present in this type of heat exchanger were of the
same nature as those reported in the literature. The results of the tests performed on them also indicated that the
general flow-acoustic behavior for staggered and in-line arraysis also experienced by plate heat exchangers. The
results of the tests on plate heat exchangers are difficult to generalize since the design of these heat exchangersis

very complex, not likely to be repeated and proprietary.

8.4 Design recommendations to avoid flow-induced tonal noise in plate evaporators
There are several areas of opportunity for utilizing results from thiswork to better design a plate evaporator

for the reduction or elimination of tonal noise problems. This objective can be achieved in three ways:. 1) modifying
the design to alter the flow-induced noise generation, 2) changing the acoustics of the duct containing the sound
sources, or 3) altering the refrigerant flow dynamicsin the refrigeration system, but mainly in the expansion
valve/plate evaporator assembly.

Flow-induced tonal noise from bluff bodiesisdirectly related to vortex shedding that causes the fluctuating
pressure around bluff bodies responsible for this phenomenon. For this reason, if vortex shedding can be eliminated

or reduced, this problem could be minimized. There are 8 different proven ways to eliminate vortex shedding from
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cylinders [Blevins 1994]. Of these eight, only using streamlined shapes could be implemented in the manufacture of
the aluminum plate heat exchangers. Finding a manufacturable streamlined shape that can still produce good heat
transfer performance would be the problem to solve if this approach is chosen.

The important parameters in generating tonal noise have been identified (see section 7.4). It has been found
that flow velocity isthe dominant parameter that affects the strength of the dipole source with a square dependence
(see equation (6.3)). Reducing the flow velocity in the duct—Dby increasing the duct height, for example (and thus
increasing the cross-sectional area)—will reduce the tonal noise produced by the cylinders significantly, even when
the length of the cylindersincreases. Similarly, design changes that reduce any of the other four main parameters
directly linked to the strength of the source (fluctuating lift coefficient, cylinder diameter, cylinder length, or fluid
density) will help reduce the tonal noise problems. Since these four parameters are in many cases directly
interrelated, it is necessary that the effects of these parameters be reduced overall to consider the design a better one
from the flow-induced noise viewpoint.

Additionally, areduction in the number of bluff bodieswill generally reduce the number of sound sources
with its consequent reduction in tonal noise. There are exemptions to thisrule, as was shown with the side-by-side
cylinder tests.

A well-known method of eliminating acoustic resonance is introducing baffles to increase the acoustic
resonance frequency of the duct. Since this approach does not alter the flow velocity in the duct (and thus the
frequency of the tonal noise sources), the shift in frequency allows for a significant reduction in the tonal noise
(which in many casesis greater than 20 dB) by eliminating this coincidence condition. The introduction of baffles
could also shift the resonance frequencies to a range of frequencies to whichthe human ear is not as sensitive. The
introduction of bafflesis afeasible alternative in plate heat exchangers.

Other ways of altering the acoustics of the duct involve modifying its acoustic resonance supporting walls.
Figures C.11 and D.1, for example, show that in these designs the side walls al so contained stamped protuberances.
These designsin general showed broader spectra at the dominant frequency than did designsin which flat walls
were present. Broadband noiseis not perceived to be as annoying as tonal noise.

Flow-induced tonal noise problemsin plate heat exchangers are caused by the flow of gases. This condition
occursonly transiently. If two-phase refrigerant could always be present in the heat exchanger, not only would the
flow induced noise problem be significantly reduced, but also the heat transfer capacity of the heat exchanger would

beincreased. This alternative could in principle be the best approach of the three discussed in this section.

8.5 Contributions of present study
To our knowledge this study isthefirst to:

4. Present asystematic investigation of the correlation between the acoustic sound field generated by
small aspect ratio cylinders of different diametersin cross-flow inside a rectangular duct and an
acoustic model driven by point dipole sources.

5. Usean inverse acoustic analogy approach. That is, measurements of the acoustic field have been used
to obtain properties of the flow-induced sound sources.

6. Correlate the effects of fluid and geometric variables on the noise source strength produced by small
aspect ratio cylindersinside aduct.
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7. Present estimations of the source strength and acoustic damping for small aspect ratio cylindersinside
arectangular duct using experimental measurements of the acoustic field inside a duct and an acoustic
model.

8. Present results of measurements and modeling of the acoustic field produced by two small aspect ratio
cylinders side by side and in tandem configurationsinside a channel.

9. Useamodel based on fundamental acoustics to predict the flow-induced noise behavior of acylinder
array at resonant and non-resonant conditions.

10. Show that cylinder shape (hourglass cylinders) and flow velocity profile inside the duct affect the flow
induced noise produced by this type of cylinder.

11. Use rapid prototyping techniques to study the flow-induced noise of cylinder arraysinside aduct. The
results obtained for stereolithography cylinders led us to believe that this technique can now be used
more confidently as a design verification tool. These techniques could greatly reduce cost and simplify
testing of cylinder arrays.

12. Present results of measurements of flow-induced noisein plate heat exchangers and links this problem
to the well known problem of acoustic resonance in large heat exchangers.

Some additional contributions of this study include:

13. Present avery large data set of results of Strouhal number for small aspect ratio cylinders, tandem
cylinders, side by side cylinders and cylinder arrays.

14. Show results of detailed measurements of the velocity profile inside avery small rectangular channel.

15. Present results of measurements of hydrodynamic pressure fluctuations produced by the turbulent flow
at the walls of avery small rectangular duct.

16. Develop atechnique to estimate microphone pair phase angle mismatch.

17. Create amodified two-microphone technique to measure the acoustic properties of very small acoustic
terminations.

8.6 Recommendations for future work
Measurements of fluctuating forces and acoustic field simultaneously with single cylinders, side-by-side

cylinders, cylindersin tandem, and cylinder arrays are needed to confirm that the fluctuating lift coefficients
obtained using the procedures described in this work are accurate. These measurements would also help to establish
whether the results seen for the side-by-side tests are caused by dipole cancellation effects or occur because the
cylinders are no longer producing strong fluctuating forces due to the fluid mechanic interactions caused by their
proximity. The measurement of the phases between the fluctuating forces of multiple cylinders can also be used to
improve the model prediction capabilities and better understand the interactions between the different sound sources.
The simultaneous measurements of fluctuating forces and the acoustic field and the use of the acoustic model in
combination with the measurement results can help to provide a better understanding of the relationships between
the fluid mechanics of circular cylindersin cross-flow inside a duct and its noise generation effects.

Simultaneously measuring the fluctuating lift forces and acoustic field can help to establish the influence of
fluid-acoustic coupling effects. It is believed that fluid-acoustic coupling, if present will affect the fluctuating lift
forces. By noticing the trends in the fluctuating lift coefficients measured at different conditions and with different

cylinders, it should be possible to determine the importance of this phenomenon.
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Tests on larger aspect ratio cylinders would be necessary to extend the use of the acoustic modeling
technique used herein. For cylinders with aspect ratios large enough that vortex shedding is not in phase along the
cylinder length, acoustic point dipoles could be spaced at appropriate locations throughout the cylinder to represent
the acoustic sources. The use of this approach introduces the need to determine the phases between dipoles |ocated
in the same cylinder and on different cylinders. Tests on larger aspect ratio cylindersis a necessary step towards
extending this modeling scheme for use on larger heat exchangers.

Dueto time limitations, tests placing single cylinders at different positionsin the duct were not made in this
study. These tests can be used to further validate the model when the source is not present in the center of the duct.

The effects of cylinder curvature and duct velocity profile on the flow-induced noise behavior of hourglass-
shaped cylinders needs further investigation. The measurements performed in this study show the importance of
these effects both on sound pressure level and on source frequency. Velocity profile effects might also be
responsible for the Strouhal number reductions seen as the cylinder diameter was reduced during single cylinder
tests. Horseshoe vortex from small aspect ratio cylindersis not fully understood. The horseshoe vortex could also be
influenced by cylinder curvature and flow velocity profile. Its effect on the Strouhal vortex shedding is unclear.
Further work is needed on this complex flow interaction.

Although damping proved to be negligible in this case, further work to determine the correct val ues of
system damping (volumetric or at the walls) for different duct/cylinder systems or working fluidsis necessary. Until
physical or empirically based models or data are available it will be very difficult to use these parameters adequately
in acoustic models.

The large gradients seen in the acoustic field predicted by the model introduce the possibility of choosing
the microphone mounting positions optimally to more accurately compute parameters such as the fluctuating lift
coefficient. More appropriate microphone mounting positions and/or using more microphones might also help

improve the estimations made for cylindersin tandem.

232



Appendix A: Acoustic Impedance and Reflections Coefficients of Different Duct
Terminations

A.1 Introduction
A standard procedure to measure acoustic properties of materials was used in the design of the acoustic

terminations placed in the pre and post conditioning test sections of our wind tunnel. The procedure is commonly
known as the two-microphone technique or the transfer function method of determining acoustic propertiesinside
ducts. Thistechniqueis used to determine the reflection coefficients from which other properties can de obtained.
Originally developed by Chung and Blaser 19804, b, it has been now established asan ASTM standard [ASTM
standard E1050-90].

This method to determine acoustic propertiesis based on measurements by two microphonesthat are
installed flush to an impedance tube and are spaced a distance s between them. The tube can be circular or
rectangular with constant cross sectional areaaong itslength. In one side of thistubeisinstalled a broadband noise

source and at the other end isinstalled the material/termination to be tested. Figure A.1 shows a schematic of the

required setup.
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Figure A.1 Schematic of experimental apparatus needed to determine acoustic impedance and reflections
coefficients using ASTM standard E1050-90.

A.2 Formulation and limitations
This method determines properties at arange of frequencies. The dimensions of the impedance tube and the

microphone spacing limit the frequency range of the measurements. |mpedance tube geometry limits the

propagation of purely plane waves to below the first cutoff frequency of the duct. After the first cutoff frequency of
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the duct plane waves and higher order modes are present. Since this method assumes only plane wave propagation
inside the impedance tube this method is no longer applicable for frequencies greater than the first cutoff frequency

of the duct since higher order waves can alter the resultsif present. The range of frequenciesis defined as:

fi <f <f,
C (A.1)

— [o]

u“Tow

In equations (A.1) f, representsthe first cutoff frequency for arectangular duct where W should be the
larger side of the rectangular cross section, in our case this sideis the width W. According to the ASTM standard, f,
isalower limit the depends on the microphone spacing and the accuracy of the analysis system. The standard states
that currently there is no method to determine thislimit [ASTM standard E1050-XX draft 5].

The microphone spacing limits the maximum frequency at which the incident and reflected waves can be
effectively separated. The microphone spacing distance should be specified in order that this distance is less than
80% the shortest half wavelength of interest.

CO
2f

u

s£0.80

(A.2)

Chung and Blaser 1980a developed from first principles and without mathematical simplifications a
relationship to determine the reflection coefficient from atest sample or termination by using the transfer function

between the two microphones. Thisrelationship is shown in equation (A.3).
Sk
R:Hlizk'se e e i2k(s+1) (A3)
e - Hyp,
The specific acoustic impedance from the test sampl e/ternination can be determined using the results from

equation (A.3) as shown below.

_R)
TR

For our purposes, the implementation of the two-microphone method to determine the acoustic properties

(A.4)

of different duct terminations required that the impedance tube used be of the same dimensions as our wind tunnel.
Additionally a strong broadband acoustic source of very small size that fits the impedance tube is needed. To solve
the first problem the wind tunnel was used as the impedance tube. The only modification required was to drill holes
on the walls of the test section to place the microphones. These holes however could also be used |ater to measure
the acoustic field during the single cylinder tests. The second problem was solved by using an orificetube asa
source of sound instead of using a speaker. Orifice tubes are known sound generators that produce broadband noise

[Rodarte et al. 1999a,b]. Figure A.2 shows this arrangement.
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Figure A.2 Schematic of impedance tube arrangement used to measure acoustic impedance and reflection
coefficients from different possible acoustic terminations.

The introduction of flow in the duct requires a correction of equation (A.3) to:

Hy, - e—ikis

ik s
e - Hp

i2k(s+1)

R e

(A.5)

The value of ki and k; refer to the corrected wavenumbers that should be used if uniform flow can be
assumed in the impedance tube. The values of k; and k, are obtain from:

__k _ 2pf
(1+M)  colr+m)

(A.6)

k=k_2pf

"M coli- M)

The determination of the correct value of the transfer function H;, requires the perfect phase matching of
the microphones and instrumentation as well as correct amplitude calibration. To reduce these sources of error the
transfer function Hq, is corrected before use in equations (A.3) and (A.5). The correction factor is obtained from the

transfer functions measured in the original and switched configurations (see Figure A.1). Thisis expressed as:

H
H. = meas (A.7)
- (H o Hs )05

A.3 Technique validation
To test this procedure it was used to measure the reflection coefficient from the open wind tunnel

rectangular termination. This termination has the advantage that the reflection coefficient can be determined from
analytical relations. The radiation impedance of rectangular pistons determined from the formulations by Levine,
Morse and Ingard and M echel were used to compare the results of our measurements. The equations to determine
the specific acoustic impedance for each of these formulationsis presented below.

Formulation by Levine:
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Formulation by Morse and Ingard:
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The above equations where solved using Mathematica version 4.0 and compared to measurements taken.

Figure A.3 shows the comparison.
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Figure A.3 Reflection coefficient of rectangular wind tunnel termination open to the atmosphere.

The measured reflection coefficient below about 2 kHz were actually larger than 1. Thisfact could not be
explained. For larger frequencies, the measured reflection coefficient seemsto follow approximately the results

predicted by the more accurate Mechel formulation.

A.4 Evaluation of different acoustic terminations
Three different acoustic terminations were tested. The acoustic terminations were made from acoustic foam

used for anechoic chambers. The acoustic open cell foam was made by Illbruck-Sonex under the commercia name
sonex wedges.

FiguresA.4, A.6 and A.7 present the schematics of the different terminations tested. Figures A.5, A.7 and
A.9 present the measured reflection coefficients.

Figure A.5 shows the results of measurements taken with different microphone spacing. Microphone
spacing islimited in the standard by the first cutoff frequency of the duct. If it can be assumed that orifice tube noise
does not excite higher order modes, then the frequency limit of the two-microphone technique are imposed by the
microphone phase matching. Measurements of the sound pressure level produced by orifice tubesinside 2" copper
tubes with refrigerant in general do not show a significant increase in sound pressure level after the first cutoff
frequency [Rodarte et al.1999a,b]. Thisfind supports this assumption. In our case the microphones used are very
good quality phase matched microphones used for sound intensity measurements. Microphone calibration presented
in section 4.8 show that these microphones maintain their phase matching characteristics at very high frequencies.

For these reasons it was decided to use smaller microphone spacings and estimate the reflections coefficients at
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higher frequencies. Figure A.5 shows the results for 3 different microphone spacings. The results overlap each other
at the lower frequencies. The three different traces measured at the smaller spacing represent two different noise
source levels and measurements taken at a high noise source level with the 4 mm foam sections shown removed.
Thiswas done to reduce the pressure drop introduced by the acoustic termination. The noise source level nor the
modifications to the acoustic termination modify significantly the measured reflection coefficient.

Similarly Figure A.7 shows three traces that correspond to two different noise source levels with the foam
at the center of the duct and one with high noise source level and the middle section of the foam removed as shown
in Figure A.6. Again the reflection coefficient of thistermination isindependent of these factors.

Figure A.9 shows also three traces which correspond again to measurements at two different noise source
levelswith foam at the center and with a high noise source level with aholein the center as shown in Figure A.8. In
this case they are more easily distinguishable from each other. The introduction of the hole in the center of this
termination slightly increases the reflection coefficient at all frequencies.

From these measurements it was decided that any of the acoustic terminations presented in Figures A.4 and

A.6 could be used. The termination shown in Figure A.6 was used in our wind tunnel.
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Figure A.4 Schematic of acoustic foam termination with foam at center of duct. Drawing to scale. Dimensions in
mm.
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Figure A.5 Reflection coefficient measured for acoustic termination shown in Figure A.4.
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Figure A.6 Schematic of acoustic foam termination with foam at sides of duct. Drawing to scale. Dimensionsin
mm.
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Figure A.7 Reflection coefficient measured for acoustic termination shown in Figure A.6.
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Figure A.8 Schematic of acoustic foam termination with foam at sides of duct. Drawing to scale. Dimensionsin
mm.
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Figure A.9 Reflection coefficient measured for acoustic termination shown in Figure A.8.
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Appendix B: Flow Velocity Mapping Inside 2.5 x 38.1 mm Test Section

B.1 Introduction
This appendix describes the procedure and relevant information used to measure and compare the velocity

profile inside our wind tunnel section.

B.2 Description of measurements
Using two 24 gauge Luer lock type syringe needles that were modified for use as a Pitot tube the velocity

profile was determined for several different values of Reynolds number using both air and nitrogen. The open loop
setup used to take these measurements was described in chapter 4.

The procedure involved measuring the velocity at several positions along the channel cross section.
Different positions equally spaced were chosen along the width and then the Pitot tube probe was moved to different
locations vertically. Figure 4.5 shows a photograph of the test section with the assembly used to position the Pitot
tube. The assembly is positioned accurately with the use of micrometers. Figure 4.6 presents a schematic drawing
that shows the measurement positions inside the wind tunnel.

Two different fluids were used in the initial flow velocity measurements inside the channel. Air
measurements were taken at all positions shown in Figure 4.6. Nitrogen measurements were only taken at the center
of the wind tunnel along the wind tunnel height. When nitrogen was used a heat exchanger was required to raise the
temperature of the fluid to ambient conditions. The flow velocity was controlled for the two fluids with pressure

regulators.

B.3 Flow velocity using a Pitot tube
Pitot tubes are devices that can translate the difference in the static and stagnation pressuresto aflow

velocity. The relationship between these two pressures is described bel ow:

(B.1)

Equation (B.1) can be rearranged so that the velocity at the Pitot tube tip can be determined from the
pressure difference as shown in equation (B.2).
V= 2Pr-Po) (B.2)
r [0}
There are two Correction factors that should be used with equation (B.2). Thefirst of these correction
factorsis needed only if the fluid in which the measurements are made is a compressible gas. This gas
compressibility factor is determined assuming isentropic compression at the probe tip. Equation (B.3) presents this

compressibility factor (Miller R.W.).

1 PPy, k- Dadpr - RO
Goitot _\/ 2k P, + 6 k2 P, B (B.3)
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The other correction factor is a Pitot tube coefficient that corrects for the differencesin Pitot tube design.
This correction factor lay in the range between 0.8 and 1.0 depending on the particular design. The velocity at thetip
of the Pitot tube can therefore be estimated as:

2(P; - P,

V =Kopior Goitor (B.4)

r (o)
The calibration of the Pitot tube consistsin finding the value of the coefficient Kp;ot.

The procedureto calibrate Pitot tube follows:

18. Determine average velocity through the channel
M easure mass flow using a venturi and/or Coriolis flow meter. Determine the fluid density at the
measurement point from temperature and pressure readings. Using thisinformation and the cross sectional areaan
average velocity is determined.

19. Estimate average velocity measured with Pitot tube readings
Using area averaging, the Pitot tube measurements are used in an optimization procedure to determine the
best value of the constant Kpgito; that minimizesthe error between the area averaged flow velocity and the average

flow velocity determined as described in step 1.

20. Correct the Pitot tube constant K pjot
The procedure described in step 2 was repeated for the 5 different flow velocity mappings made in the wind
tunnel with compressed air. The Kpjior cOnstants determined for the 5 different cases did not vary significantly. These
five constants were then averaged to get the final Kpio Coefficient used. The value determined in this way was Kiitor

=0.9. Thisvalue laysright in the middle of the range of values for this parameter as described above.

B.4 Velocity profile estimation using the logarithmic overlap law
Two different empirical correlations derived from dimensional analysis have been used to describe the

velocity profile in turbulent flow inside pipes and ducts. These correlations are known as the “logarithmic overlap
law” and the “power law”. In thiswork the logarithmic overlap law was chosen to compare the flow velocity
measurements inside the channel to predictions for turbulent flow inside a duct.

The logarithmic overlap law was an extension to the work by Prandtl and Karman by Millikan who proved
that the wall layer and outer layer for turbulent flow near awall could only overlap smoothly by following a
logarithmic relationship [White].

Thislogarithmic relationship is shown in equation (B.5).

u(z) 1, &u o _ height

—»—In¢—=+B O<z
u k n a

(B.5)

Thislogarithmic overlap law turned out to be more than a short overlapping link and can actually be used
to approximate the entire flow velocity profile [White].
The constant k and B are 0.41 and 5.0 respectively. The variable z represents the height in the channel, u*

isthefrictional velocity, nisthe kinematic viscosity and u isthe local velocity at the z location.
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To determine the value of u* there are two possible methods. One requires measuring the pressure drop in
the channel section. The other method involves finding an average vel ocity expression from equation (B.5), equating
this expression to the measured average velocity and solving for u*. The second method was used since the
logarithmic law was used only as a mean of comparing our measurements and since pressure drop measurements
were not taken, additionally measurements of average velocities were already available. Average velocity can be
estimated using equation (B.5).

vz

AN * ¥ 0 0
Uave :E Qdz =u @In?l—u? B- lz (B.6)
H 0 gk 2n 4 kg

Equation (B.6) assumes that the velocity profileistwo-dimensional. Thisimpliesthat thereisan error
associated with this procedure to determine the frictional velocity. M easurements made using the Pitot tube show
that the flow velocity istwo-dimensional for asignificant portion of the duct. Additionally as shown in Figure 4.9
very significant variationsin the estimated profile for widely different Reynolds number do not deviate appreciably.
For these reasons and since the logarithmic overlap law is used only for comparative purposes the small errors

associated with this procedure have not been considered.

B.5 Description of included material
Tables B.1 to B.5 show the measured flow velocities taken inside the channel for 5 different values of

Reynolds numbers or mass flow rates.

Table B.6 presents the temperatures and pressures measured at the test point that were used to determine
density. Mass flow measurements are also presented in this table.

Table B.7 shows the flow velocity measurements at the center of the channel taken using nitrogen instead
of air.

Figures B.1 to B.4 show the velocity profilesinside the duct for the first 4 Reynolds numbers presented in
tables B.1 to B.5. These graphs were made assuming symmetry in the flow inside the duct. The higher Reynolds
number graph was not included in the Appendix sinceis already presented as Figure 4.6. The flow velocity
measurements experienced for all Reynolds number a small drop in the velocity at the center of the duct. Thisdrop
is more noticeable for the lower Reynolds number flows. The reduction in the flow at the center of the duct is
attributabl e to the not perfect covering of the ¥4 (6.35 mm) holes upstream of the Pitot tube. These holes were made
to insert the single cylindersin the test section and were blocked for the flow velocity measurements. They were
blocked inserting a4’ (6.35 mm) cylinder until it was flush to the inside of the duct. This method however seemsto
affect the uniformity of the flow.

Finally an EES program (Engineering equation solver) isincluded. This program can be used to determine
the mass flow rate using the Venturi flow meter equations, the flow velocity profile estimation using the logarithmic

overlap law, the Pitot tube flow velocity estimations and other auxiliary calculations.
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Table B.1 Local flow velocities in m/s measured inside test section for nominal Reynolds number of 2125.

Width mm ® 0.7 2.8 4.9 7 9.1 112 133 154 175
Height mm ™~
1.2 18.46 2618 28.14 2956 3091 31.30 31.24 3119 30.0Z
1 18.377 2539 2727 2862 30.02 3041 30.30 30.30 29.09
0.8 18.08 24.21] 26.18 27521 28.86 29.27] 29.21 29.15 28.07
0.6 1756 22.68 2470 2599 2733 27714 27.77, 2758 26.83
0.4 16.90 21.03 2342 2435 2579 2625 26.31] 26.05 24.98
0.2 16.921 19.07] 2144 2253 24.00 2463 2470 2435 2274
Table B.2 Local flow velocities in m/s measured inside test section for nominal Reynolds number of 3170.
Width mm ® 0.7 2.8 4.9 7 9.1 112 133 154 175
Height mm ™~
1.2 29.46 | 39.23 | 4261 | 45.60 | 46.04 | 46.48 | 46.19 | 47.83 | 45.45
1 29.46 | 3831 | 4153 | 44.17 | 4436 | 4556 | 45.08 | 46.77 | 44.32
0.8 29.17 | 36.91 | 40.08 | 4245 | 4273 | 44.09 | 4355 | 4523 | 42.77
0.6 2828 | 3479 | 38.00 | 40.12 | 4054 | 41.65 | 4153 | 4297 | 40.83
0.4 27.30 | 3257 | 3580 | 37.86 | 3826 | 39.35 | 39.31 | 4062 | 38.35
0.2 2642 | 29.69 | 3355 | 3542 | 3580 | 36.82 | 36.78 | 3791 | 3542
Table B.3 Local flow velocities in m/s measured inside test section for nominal Reynolds number of 4415.
Width mm ® 0.7 2.8 4.9 7 9.1 112 133 154 175
Height mm ™~
1.2 40.01 | 55.71 | 6052 | 62.63 | 64.26 | 63.75 | 64.44 | 64.26 | 63.58
1 40.01 | 54.17 | 58.89 | 60.92 | 6263 | 6226 | 6299 | 62.81 | 61.98
0.8 39.89 | 51.83 | 56.41 | 58.39 | 60.14 | 59.98 | 60.71 | 60.36 | 59.79
0.6 38.76 | 49.48 | 53.38 | 5551 | 57.30 | 57.41 | 58.47 | 57.86 | 57.38
0.4 37.73 | 46.63 | 50.40 | 52.30 | 53.99 | 54.20 | 55.12 | 54.44 | 54.23
0.2 37.25 | 4328 | 4698 | 4858 | 50.20 | 50.53 | 51.27 | 50.30 | 49.98
Table B.4 Local flow velocities in m/s measured inside test section for nominal Reynolds number of 5860.
Width mm ® 0.7 2.8 4.9 7 9.1 112 133 154 175
Height mm ™~
1.2 5545 | 7334 | 79.18 | 81.88 | 84.63 | 84.68 | 8552 | 8537 | 85.46
1 55.76 | 7164 | 77.05 | 79.82 | 8250 | 8259 | 8349 | 8332 | 82.63
0.8 55.27 | 68.61 | 7385 | 7642 | 79.22 | 79.71 | 80.62 | 80.21 | 79.77
0.6 5332 | 6499 | 7021 | 7336 | 7593 | 7659 | 77.87 | 77.01 | 76.40
0.4 5151 | 61.18 | 66.52 | 69.04 | 7147 | 71.92 | 73.19 | 72.08 | 72.18
0.2 50.01 | 57.13 | 6205 | 64.21 | 66.35 | 66.92 | 6794 | 66.38 | 66.52
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Table B.5 Local flow velocitiesin m/s measured inside test section for nominal Reynolds number of 7280.

Width mm ® 0.7 2.8 4.9 7 9.1 11.2 133 15.4 175
Height mm ™~
1.2 67.44 87.63 94.73 99.30 | 101.30 | 102.10 | 102.50 | 102.70 | 102.30
1 67.64 | 8533 | 91.94 | 96,54 | 98.71 | 99.82 | 100.30 | 100.40 | 100.10
0.8 66.37 81.45 88.04 92.43 94.91 96.31 97.21 96.75 96.49
0.6 64.03 | 77.10 | 84.07 | 88.40 | 90.93 | 9270 | 93.84 | 92.77 | 107.10
0.4 61.99 | 7252 | 79.05 | 83.03 | 8551 | 87.05 | 88.08 | 86.71 | 86.88
0.2 5856 | 67.19 | 73.39 | 77.19 | 79.26 | 80.77 | 8151 | 79.70 | 79.75

Table B. Flow conditions at the test section during flow velocity profile measurements

Reynolds number Temperature Pressure Mass Flow
°C Psig (kPag) als
2125 2212 0.00 (0.00) 2.96
3170 22.02 0.10 (0.69) 4.42
4415 22.15 0.55 (3.79) 6.15
5860 22.15 1.00 (6.89) 8.17
7280 21.81 1.45 (10.00) 10.17

Table B.7 Flow velocitiesin m/s measured at center of test section using nitrogen.

Reynolds Number | 1540 2660 3915 5240 6115
®
Height mm —
124 2222 | 3762 | 5426 | 71.16 | 83.40
1 2213 | 37.80 | 53.75 | 72.40 | 83.52
0.76 2164 | 37.16 | 5263 | 70.86 | 80.68
0.52 2055 | 3539 | 50.06 | 66.27 | 76.03
0.28 19.16 | 3247 | 46.52 | 60.96 | 69.13
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Figure B.1 Contour plot showing velocity profile measured using compressed air at a Reynolds number (based on half the duct height and average vel ocity)
of 2125. Height scale twice width scale. Contoursin m/s.

e =

£ B pp—— T~ %

il ) ) |

2 R %_SSW%%
OO 5 10 15 20 25 30 35

Width in mm

Figure B.2 Contour plot showing velocity profile measured using compressed air at a Reynolds number (based on half the duct height and average velocity)
of 3170. Height scale twice width scale. Contoursin m/s.
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Figure B.3 Contour plot showing velocity profile measured using compressed air at a Reynolds number (based on half the duct height and average velocity)
of 4415. Height scal e twice width scale. Contoursin m/s.
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Figure B.4 Contour plot showing velocity profile measured using compressed air at a Reynolds number (based on half the duct height and average velocity)
of 5860. Height scal e twice width scale. Contoursin m/s.



Flow velocity data reduction program for EES (engineering equation solver} Ver 6.026.

(This program requires the creation of a parametric table with the Pitot tube measured differential pressuresin
inches of water (deltaP_pitot))

"Input data"

DPinh20=20 "Venturi differential pressureininH20 3, 6, 10, 15, 20"
PventinReal=15.7 "Venturi manometric pressureinpsig2.27, 4.3, 7.46, 11.44, 15.7"
T1=22.12 "Air temperaturein C"

Pitotpress=1.45  "Pitot tube static pressurein psig 0, 0.1, 0.55, 1.0, 1.45"

"Massflow section”

Patm=747 "mmHg"

Pabs=Patm* convert(mmHg,kPa) "kPa"
Dt=0.375*0.0254 "'m"

Di=0.8*0.0254 "m"

Ck=0.948

"Areas’
At_venturi=pi*Dt"2/4 "m"2"
Ai_venturi=pi*Di"2/4 "m"2"

"Mass flow calculations"

Delta_P=DPinh20o* convert(inH20,Pa) "Pa"

rho_i=DENSITY (air,T=T1,P=P1) "kg/m"3"

P1=Pabst+PventInReal* convert(psi,kPa) "kPa"

P2=P1-delta_P*convert(Pa,kPa) "kPa"

E=sqrt(Beta4/(1-Beta4))

Beta=Dt/Di

mdot=(Ck/1.05)* Y* At_venturi*sgrt((2* Delta_p*rho_i)/(1-beta*4)) "kg/s’

Y =(((1-(Dt/Di) )* (k/(k-1))* (P2/PL)M(2/K)* (1-(P2/PL)((k-1)/k)))/((2- (Dt/Di)™4* (P2/P1)N(2/K))* (1-P2/P1)))N1/2)
mdotg=1000* mdot " g/s"

"Channel average velocity"
Vel_chan=mdot/(rho_o* A_channel) "nvs"
width=0.0381 "m"

Height=0.0025 "m"

A_channel=width*height "n12"
P_pitot=Pabs+pitotpress* convert(psi,kPa) "kPa"
rho_o=density(air,T=T1,P=P_pitot) "kg/m"3"

"Channel section”

B=5 "Logarithmic vel ocity profile constant”

kk=0.41 "Logarithmic velocity profile constant”

Perim=2* (height+width) "Perimeter in m"

mu=VISCOSITY (air,T=T1) "Dynamic viscosity kg/(ms)"

rho=DENSITY (air,T=T1,P=P_pitot) "Density in kg/n""3"

nu=mu/rho" Kinematic viscosity in nY\2/s"2"

Le=4.4*Dh*Re_Dh"(1/6) "Entrance length in m"

Re_Dh=(Dh*Vel_Chan)/nu "Reynolds Number based on hydraulic diamter and average velocity"
Re_h2=(Height/2)*Vel_Chan/nu "Reynolds number based on channel half height and average vel ocity"
Dh=(0.64)*4* A_channel/(Perim) " Corrected hydraulic diameter (see With Fluid mechanics)"
Dh2=2*Height "hydraulic diameter for parallel plates flow"

Vel_Chan=u_star* ((1/kk)*In((height*u_star)/(2*nu))+B-(1/kk)) "  Average velocity equation to obtain value of
u* avergae velocity from mass flow measurements"
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Vmax=Vel_chan*u[30] "Maximum velocity at center of channel nvs"

Duplicate j=1,30

Pog[j]=((height/2)*})/30 "Position where u(y) is calculated in m"

ufj]=u_star* (I/kk)* In((Pos]j]* u_star)/(nu))+B) /Vel_Chan  "Normalized velocity profile"
Posmm([j]=Pog[j]* 1000 "Position where u(y) iscalculated in mm"

End

"Pitot tube equations”

DELTAP=deltaP_pitot* convert(inH20,kpa) "kPa"

K_pitot=0.9  "Pitot constant”

GAMMA _pitot=sgrt(1-(1/(2*k))* (DELTAP/P_pitot)+((k-1)/(6*k*2))* (DELTAP/P_pitot)"2)
compressibility constant"

Vel=K_pitot* GAMMA _pitot* sgrt(2* DEL TAP*1000/rho) "Velocity m/s’

"Auxiliary information”

“ Speed of sound calculation”

c_ideal=sgrt(k* R* 1000* (T1+273.15))" ideal gas approximation nvs"
c=sgrt(dp* convert(kPa,Pa)/drho) "m/s"

dp=0.01"kPa"

drho=density2-densityl "kg/m"3"

densityl=density(air,P=P1,T=T1) "kg/m"3"
entropyl=entropy(air,P=P1,T=T1) "kJ/(kg K)"
density2=density(air,P=P1+dp,s=entropyl) "kg/m"3"

“ This section isto obtain the value of the isentropic coefficient k"
Cv=Cp-R "kJ/(kg K)"

Mm=MOLARMASS(air) "kg/kmol"

Ru=8.3144 "kJ/(kmol K)"

R=Ru/Mm "kJ/(kg K)"

Cp=SPECHEAT(air,T=T1) "kJ/(kg K)"

k=Cp/Cv

250

"Gas



Appendix C: Plate Sample Acceleration Measurement Test Results

Plate Evaporator A
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Figure C.1 Photograph of plate A showing details of internal structure. The flow enters one side and exits the
other side. The two passages are not connected. For our testing only one passage was used.
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Figure C.2 Frequencies at peaks in acceleration spectrafor nitrogen and R134atests. Differencesin the
frequencies caused by variations in speed of sound for the two fluids. Plate B identical to plate A except that a
wire (baffle) was introduced in the center of the plates.
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Plate Evaporator C

Figure C.3 Photograph of plate C showing details of internal structure.
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Figure C.4 Frequencies at peaks in acceleration spectrafor nitrogen and R134atests. Plate C.
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Plate Evaporator D
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Figure C.5 Photograph of plate D showing details of internal structure.
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Figure C.6 Frequencies at peaksin acceleration spectrafor nitrogen and R134atests. Plate D.
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Plate Evaporator E
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Figure C.8 Frequencies at peaks in acceleration spectrafor nitrogen and R134atests. Plate E.
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Plate Evaporator F
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Figure C.9 Photograph of plate F showing details of internal structure.
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Figure C.10 Frequencies at peaksin acceleration spectrafor nitrogen and R134atests. Plate F.
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Plate Evaporator G
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Figure C.12 Frequencies at peaks in acceleration spectrafor nitrogen and R134atests. The spectra exhibit
closely spaced peaks indicated as “frequency bands’ infigure above. Plate G.
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Appendix D: Plate Sample Dynamic Pressure Test Results

Plate Evaporator A2
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Figure D.1 Photograph of plate A2 showing details of internal structure.
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Figure D.2 Frequency-velocity and amplitude-vel ocity plots made from values of peaksin dynamic pressure
spectra obtained using nitrogen for plates A and A2.
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Plate Evaporator C2

Figure D.3 Photograph of plate C2 showing details of internal structure.
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Figure D.4 Frequency-velocity and amplitude-vel ocity plots made from values of peaksin dynamic pressure

spectra obtained using nitrogen for plates C and C2.

258



Plate Evaporator F2
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Figure D.5 Photograph of plate F2 showing details of internal structure.
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Figure D.6 Frequency-velocity and amplitude-velocity plots made from values of peaksin dynamic pressure
spectra obtained using nitrogen for plates F and F2.
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Figure D.7 Dynamic pressure spectrum of plate sample A taken at inlet position. Inlet velocity and maximum
pressure are plotted on the | eft.
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Figure D.8 Dynamic pressure spectrum of plate sasmple A2 taken at inlet and mid positions (left and right plots
respectively). Inlet velocity and maximum pressure are plotted on the | eft.
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Figure D.9 Dynamic pressure spectrum of plate sample C taken at inlet and mid positions (left and right plots
respectively). Inlet velocity and maximum pressure are plotted on the left.
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Figure D.10 Dynamic pressure spectrum of plate sample C2 taken at inlet and mid positions (left and right plots
respectively). Inlet velocity and maximum pressure are plotted on the | eft.
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Figure D.11 Dynamic pressure spectrum of plate sample F taken at mid position (right plots continue from end
of left plots). Outlet velocity and maximum pressure are plotted on the eft.
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Figure D.12 Dynamic pressure spectrum of plate sample F2 taken at inlet and mid positions (left and right plots
respectively). Inlet velocity and maximum pressure are plotted on the | eft.
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Figure D.13 Dynamic pressure spectrum of plate sample A2 taken using R134a refrigerant. Inlet and mid
positions (left and right plots respectively). Inlet velocity and maximum pressure are plotted on the left.
Table D.1. R134a Refrigerant test conditions plate A2 tests.
P Pout T T Mass Vd Vel Inlet  Outlet Inlet Outlet Pres. Inlet Outlet
in in out Flow In out Super Super Density Density Drop Sound Sound
bars Heat  Heat Speed Speed
bars °c °C Ib/h ms ms °C °C  kg/n? kg/n®  psi  mils mis
460 419 227 220 806 2414 26.69 9.7 117  21.37 19.32 5904 1501 1511
493 448 389 345 869 26.02 2836 237 222 2137 196 6571 1557 155.2
515 435 565 511 1131 3481 4094 398 39.7  20.79 17.67 11.68 1616 1615
535 432 610 564 1231 37.05 4580 432 452 2125 1719 149 1628 1634
584 437 603 559 1505 41.02 55.28 39.6 443 2347 1742 2141 1615 163.1
630 446 612 562 1728 4348 6212 381 440 2542 17.79 26.76 160.9 163
6.61 452 559 523 1842 4299 6423 312 397 2141 18.34 30.23 1582 161.6
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Figure D.14 Dynamic pressure spectrum of plate sample F2 taken using R134arefrigerant. Mid and outlet
positions (left and right plots respectively). Outlet velocity and maximum pressure are plotted on the left.

Table D.2. R134a Refrigerant test conditions plate F2 tests.

P Pout T T Mass Vd Vel Inlet  Outlet Inlet Outlet Pres. Inlet Outlet
in in out Flow In out Super Super Density Density Drop Sound Sound
bars Heat  Heat Speed Speed
bars °c °C Iblh ms ms °C °C  kg/n? kg/n?  psi ms  mis
528 466 173 139 794 0.27 1449 Sat. Sat. 22.79 8.988 145.9
475 443 286 258 610 11.77 1257 145 138 20.18 2155 4.707 152 151.9
476 445 254 228 623 11.80 1259 112 107 2057 2196 4.619 150.6 150.6
490 442 400 371 776 1529 16.88 25.0 252 1911 21.09 6.826 1562 156.4
509 447 445 414 898 17.32 19.70 283 292 1896 2156 8963 1574 157.8
551 461 490 4421054 1899 2259 303 31.0 194 23.08 1296 1581 1585
587 450 298 2651340 2043 27.19 9.0 140 20.49 2727 19.84 1491 1519
571 438 518 4691237 2167 2836 319 352 1814 2374 19.28 1587 160
604 464 629 5851278 2208 2884 412 451 1842 2407 2019 1621 1634
6.53 435 510 46.11642 2465 3785 26.6 347 18.04 277 3171 1564 159.8
6.73 437 473 4341661 2369 37.62 220 318 1836 29.15 34.17 1544 1588
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Figure D.15 Dynamic pressure spectrum of plate sample F taken using R134arefrigerant. Inlet and mid positions

(left and right plots respectively). Outlet velocity and maximum pressure are plotted on the | eft.

Table D.3. R134a Refrigerant test conditions plate F tests.

P Pout T T Mass Vd Vel Inlet  Outlet Inlet Outlet Pres. Inlet Outlet
in in out Flow In out Super Super Density Density Drop Sound Sound
bars Heat  Heat Speed Speed
bars °c °C Iblh ms ms °C °C  kg/n? kg/n?  psi ms  mis
514 486 230 153 488 709 7.23 6.4 0.5 23.76 2424 3964 1484 1458
6.08 582 363 201 599 768 742 144 Sat. 284 2742 3735 1514 145
412 363 319 80 539 1047 1072 221 2.0 17.68 1811 7197 1552 147.2
411 363 320 79 610 11.88 1213 222 1.9 17.69 18.06 706 1553 147.2
6.83 591 417 191 1114 1284 1361 158 Sat. 28.81 30.53 1344 1516 1449
594 500 21.8 136 1057 1286 1523 0.6 Sat. 24.43 28.92 135 145 145.7
6.70 518 171 143 136.6 14.71 19.03 Two- Two- 25.27 32.69 22.09 1442 1455
phase Phase

6.07 459 243 100 126.7 1524 1988 24 Sat. 22.42 29.24 2146 1457 146
6.19 452 320 93 1359 16.70 21.67 94 Sat. 22.08 28.65 24.24 149 146
6.20 448 218 9.0 1468 17.09 23.60 Sat. Sat. 2189 3023 2498 1446 146.1
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Appendix E: In-line Square Arrays Test Results

In-line Square Array with P/D = 2.0
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Figure E.1 Schematic of in-line square array tested with P/D = T/D = L/D = 2.0. Black dots represent
microphone positions. Gray dots represent positions where static pressure measurements were made. Hatched
dots are plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure E.2 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure E.1. Inline
array with T/D = L/D =2.0.
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Figure E.3 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra of
upstream microphone. Microphone positions shown in Figure E.1. Inline array with T/D = L/D =2.0.
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Figure E.4 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure E.3 prone to error if coherence not close to one. Inline
array with T/D = L/D =2.0.
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E.5 Plot of frequency of dominant peak in spectravs. mass flow. Inline array with T/D = L/D =2.0. fn1,
fn2...acoustic natural frequencies with solidity effect.

18000 T T T T T T T T T
fn4 — -
16000 [ —6- Upstream | ]|
—k— 1strow
14000 -8~ 9throw 1
fn3— —O— 14th row

~ 12000 -7 19%throw [

T —%— 13th row

>

2 10000 .

()

>

g R i o 0

; 8000 A 4 _‘ P _’J' T N~ i K e e e T e -2

X

<

()

o 6000 -
4000 =
2000 i

0 I I I I I I I I I
0 10 20 30 40 50 60 70 80 90 100
Velocity m/s

E.6 Plot of frequency of dominant peak in spectra vs. flow velocity. Velocity estimated using density at
measurement |ocation and empty duct cross sectional area. Inline array with T/D = L/D =2.0. fn1, fn2...acoustic
natural frequencies with solidity effect.
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Figure E.7 Representative spectra taken at upstream position, after 9 row and after 19 row (left, center and right
respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density at
measurement location and empty duct cross sectional area. Sound pressure level shown at left calculated for
dominant peak in spectra. Inline array with T/D = L/D =2.0.
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In-line Square Array with P/D = 1.5
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Figure E.8 Schematic of in-line square array tested with P/D = T/D = L/D = 1.5. Black dots represent
microphone positions. Gray dots represent positions where static pressure measurements were made. Hatched
dots are plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure E.9 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure E.8. Inline
array with T/D = L/D =1.5.
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Figure E.10 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra
of upstream microphone. Microphone positions shown in Figure E.8. Inline array with T/D = L/D =1.5.
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Figure E.11 Coherence between microphone pairs shown at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure E.10 prone to error if coherence not close to one. Inline
array with T/D = L/D =1.5.

274



18000 T

T

16000 fn4d

—©- Upstream v
—d— 1st row
14000 |- -8~ 9th row T
—— 14th row
~ 12000 fn3~ -~ 19th row .
T - 13th row
>
2 10000
()
=]
g
& 8000
X
<
()
o 6000
4000
2000 |- 1
0 I I I I I
0 2 4 6 8 10 12

Mass flow g/s

E.12 Plot of frequency of dominant peak in spectravs. mass flow. Inline array with T/D = L/D =1.5. fn1,
fn2...acoustic natural frequencies with solidity effect.
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E.13 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross sectional area. Inline array with T/D = L/D =1.5. fnl, fn2...acoustic
natural frequencies with solidity effect.
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Figure E.14 Representative spectra taken at upstream position, after 9" row and after 19" row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density
at measurement location and empty duct cross sectional area. Sound pressure level shown at |eft calculated for
dominant peak in spectra. Inline array with T/D = L/D =1.5.
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Appendix F: Staggered Arrays Test Results

Staggered Array with T/D =3.0 and L/D = 3.0
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Figure F.1 Schematic of staggered array tested with T/D = 3.0 and L/D = 3.0. Black dots represent microphone
positions. Gray dots represent positions where static pressure measurements were made. Hatched dots are
plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure F.2 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.1.
Staggered array with T/D = 3.0 and L/D =3.0.
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Figure F.3 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra of
upstream microphone. Microphone positions shown in Figure F.1. Staggered array withT/D = 3.0 and L/D
=3.0.

1 © B
0.9F & —
@
0.8 -
0.7F .

©
)
T

Coherence
o
(6)]
T

\V4
0.41 .
0.3f .
—©— Upstream-1st row
0.2f —¥— Upstream-8th row [
—H- Upstream-15th row
0.1p —©— Upstream-21th row [
\ -~ Upstream-10th row
0 I I I I I
0 2 4 6 8 10 12

Mass flow g/s

Figure F.4 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.3 prone to error if coherence not close to one. Staggered
array with T/D = 3.0 and L/D =3.0.
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F.5 Plot of frequency of dominant peak in spectravs. mass flow. Staggered array with T/D = 3.0 and L/D =3.0.
fnl, fn2...acoustic natural frequencies with solidity effect.
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F.6 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D =3.0. fnl,
fn2... acoustic natural frequencies with solidity effect.
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Figure F.7 Strouhal numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross-sectional area. Staggered
array with T/D = 3.0 and L/D =3.0.
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Figure F.8 Zoom in of Figure F.7 showing Strouhal numbers behavior when frequencies of dominant peak in
spectra below second transverse acoustic natural frequency of duct. Staggered array with T/D = 3.0and L/D
=3.0.
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Figure F.9 Representative spectra taken at upstream position, after 8" row and after 21% row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density
at measurement location and empty duct cross-sectional area. Sound pressure level shown at left calculated for
dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =3.0.
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Staggered Array with T/D =3.0and L/D =2.5
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Figure F.10 Schematic of staggered array tested with T/D = 3.0 and L/D = 2.5. Black dots represent microphone
positions. Gray dots represent positions where static pressure measurements were made. Hatched dots are
plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure F.11 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.10.
Staggered array with T/D = 3.0 and L/D =2.5.
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Figure F.12 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra
of upstream microphone. Microphone positions shown in Figure F.10. Staggered array with T/D = 3.0 and L/D
=2.5.
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Figure F.13 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.12 prone to error if coherence not close to one.
Staggered array with T/D = 3.0 and L/D =2.5.
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Figure F.14 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =2.5. fn1, fn2...acoustic natural frequencies with solidity effect.
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Figure F.15 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D =2.5. fn1,
fn2...acoustic natural frequencies with solidity effect.
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Figure F.16 Strouhal numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross-sectional area. Staggered
array with T/D =3.0and L/D =2.5.
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Figure F.17 Representative spectra taken at upstream position, after 9" row and after 25" row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density
at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft calculated for
dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =2.5.
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Staggered Array with T/D =3.0 and L/D =2.0
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Figure F.18 Schematic of staggered array tested with T/D = 3.0 and L/D = 2.0. Black dots represent microphone
positions. Gray dots represent positions where static pressure measurements were made. Hatched dots are
plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure F.19 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.18.
Staggered array with T/D = 3.0 and L/D =2.0.
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Figure F.20 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra
of upstream microphone. Microphone positions shown in Figure F.18. Staggered array with T/D = 3.0 and
L/D =2.0.
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Figure F.21 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.20 prone to error if coherence not close to one.
Staggered array with T/D = 3.0 and L/D =2.0.
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Figure F.22 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =2.0. fn1, fn2...acoustic natural frequencies with solidity effect.
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Figure F.23 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D =2.0. fn1,
fn2...acoustic natural frequencies with solidity effect.
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Figure F.24 Strouhal numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross-sectional area. Staggered
array with T/D = 3.0 and L/D =2.0.
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Figure F.25 Representative spectra taken at upstream position, after 11" row and after 32" row (left, center, and
right, respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using
density at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft
calculated for dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =2.0.
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Staggered Array with T/D=3.0and L/D = 1.8
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Figure F.26 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.8. Black dots represent microphone
positions. Gray dots represent positions where static pressure measurements were made. Hatched dots are
plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure F.27 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.26.
Staggered array with T/D = 3.0 and L/D =1.8.
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Figure F.28 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra
of upstream microphone. Microphone positions shown in Figure F.26. Staggered array with T/D = 3.0 and
L/D =1.8.
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Figure F.29 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.28 prone to error if coherence not close to one.
Staggered array with T/D =3.0 and L/D =1.8.
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Figure F.30 Plot of frequency of dominant peak in spectravs. mass flow. Staggered array with T/D = 3.0 and
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Figure F.31 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D =1.8. fn1,
fn2...acoustic natural frequencies with solidity effect.
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Figure F.32 Strouhal numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross-sectional area. Staggered
array with T/D = 3.0 and L/D =1.8.
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Figure F.33 Representative spectrataken at upstream position, after 25" row and after 35" row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density
at measurement location and empty duct cross-sectional area. Sound pressure level shown at left calculated for
dominant peak in spectra. Staggered array with T/D =3.0and L/D =1.8.
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Staggered Array with T/D =3.0and L/D = 1.6
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Figure F.34 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.6. Black dots represent microphone
positions. Gray dots represent positions where static pressure measurements were made. Hatched dots are
plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure F.35 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.34.
Staggered array with T/D = 3.0 and L/D =1.6.
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Figure F.36 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra
of upstream microphone. Microphone positions shown in Figure F.34. Staggered array with T/D = 3.0 and
L/D =1.6.
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Figure F.37 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.36 prone to error if coherence not close to one.
Staggered array with T/D = 3.0 and L/D =1.6.
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Figure F.38 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.6. fnl, fn2...acoustic natural frequencies with solidity effect.
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F.39 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D =1.6. fn1,
fn2...acoustic natural frequencies with solidity effect.
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Figure F.40 Strouhal numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross-sectional area. Staggered
array with T/D = 3.0 and L/D =1.6.
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Figure F.41 Representative spectrataken at upstream position, after 18™ row and after 39™ row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density
at measurement location and empty duct cross-sectional area. Sound pressure level shown at |eft calculated for
dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =1.6.
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Staggered Array with T/D=3.0and L/D=1.4
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Figure F.42 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.4. Black dots represent microphone
positions. Gray dots represent positions where static pressure measurements were made. Hatched dots are
plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure F.43 Sound pressure level of dominant peak in spectra. Microphone positionsshown in Figure F.42.
Staggered array with T/D =3.0 and L/D =1.4.
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Figure F.44 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra
of upstream microphone. Microphone positions shown in Figure F.42. Staggered array with T/D = 3.0 and

L/D=1.4.
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Figure F.45 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.44 prone to error if coherence not close to one.
Staggered array with T/D = 3.0 and L/D =1.4.
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Figure F.46 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.4. fn1, fn2...acoustic natural frequencies with solidity effect.

4

X 10
2.2 —T T T T T T
fn5
2 - -~
1.8f —
fnd — -

1.6 —
T14 i
>
<
S 1.2 .
>
o
o 1 .
<
§ 0.8 —©— Upstream [—

—k— 1strow
0.6 B~ 16th row a
—©— 32th row
0.4 — 45throw [
—%— 30th row
0.2f —
0 I I I I I I
0 20 40 60 80 100 120

Velocity m/s

Figure F.47 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D =1.4. fn1,
fn2...acoustic natural frequencies with solidity effect.
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Figure F.48 Strouhal numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross-sectional area. Staggered
array with T/D =3.0and L/D =1.4.
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Figure F.49 Representative spectrataken at upstream position, after 16" row and after 45" row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density
at measurement location and empty duct cross-sectional area. Sound pressure level shown at left calculated for
dominant peak in spectra. Staggered array with T/D =3.0and L/D =1.4.
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Staggered Array with T/D =3.0and L/D =1.2
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Figure F.50 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.2. Black dots represent microphone
positions. Gray dots represent positions where static pressure measurements were made. Hatched dots are
plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure F.51 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.50.
Staggered array with T/D =3.0and L/D =1.2.
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Figure F.52 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra
of upstream microphone. Microphone positions shown in Figure F.50. Staggered array with T/D = 3.0 and
L/D=1.2.
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Figure F.53 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.52 prone to error if coherence not close to one.
Staggered array with T/D =3.0and L/D =1.2.
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Figure F.54 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.2. fnl, fn2...acoustic natural frequencies with solidity effect.
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Figure F.55 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D =1.2. fn1,
fn2...acoustic natural frequencies with solidity effect.
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Figure F.56 Strouhal numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross-sectional area. Staggered
array with T/D =3.0and L/D =1.2.
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Figure F.57 Representative spectrataken at upstream position, after 24" row and after 53" row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density
at measurement location and empty duct cross-sectional area. Sound pressure level shown at left calculated for
dominant peak in spectra. Staggered array with T/D =3.0and L/D =1.2.
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Staggered Array with T/D=3.0and L/D =1.1
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Figure F.58 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.1. Black dots represent microphone
positions. Gray dots represent positions where static pressure measurements were made. Hatched dots are
plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure F.59 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.58.
Staggered array with T/D =3.0and L/D =1.1.
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Figure F.60 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra

of upstream microphone. Microphone positions shown in Figure F.58. Staggered array with T/D = 3.0 and
L/D=1.1.
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Figure F.61 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.60 prone to error if coherence not close to one.
Staggered array with T/D =3.0and L/D =1.1.
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Figure F.62 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.1. fnl, fn2...acoustic natural frequencies with solidity effect.
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Figure F.63 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0and L/D =1.1. fnl,
fn2...acoustic natural frequencies with solidity effect.
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Figure F.64 Strouhal numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross-sectional area. Staggered
array with T/D =3.0and L/D =1.1.
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Figure F.65 Representative spectrataken at upstream position, after 19" row and after 57" row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density
at measurement location and empty duct cross-sectional area. Sound pressure level shown at left calculated for
dominant peak in spectra. Staggered array with T/D =3.0and L/D =1.1.
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Staggered Array with T/D =3.0and L/D = 1.0
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Figure F.66 Schematic of staggered array tested with T/D = 3.0 and L/D = 1.0. Black dots represent microphone
positions. Gray dots represent positions where static pressure measurements were made. Hatched dots are
plugged microphone locations. Dimensions in mm. Drawing to scale.
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Figure F.67 Sound pressure level of dominant peak in spectra. Microphone positions shown in Figure F.66.
Staggered array with T/D = 3.0 and L/D =1.0.
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Figure F.68 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra
of upstream microphone. Microphone positions shown in Figure F.66. Staggered array with T/D = 3.0 and
L/D =1.0.
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Figure F.69 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.68 prone to error if coherence not close to one.
Staggered array with T/D = 3.0 and L/D =1.0.
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Figure F.70 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =1.0. fnl, fn2...acoustic natural frequencies with solidity effect.
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Figure F.71 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross-sectional area. Staggered array with T/D = 3.0 and L/D =1.0. fn1,
fn2...acoustic natural frequencies with solidity effect.
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Figure F.72 Strouha numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross-sectional area. Staggered
array with T/D = 3.0 and L/D =1.0.
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Figure F.73 Representative spectra taken at upstream position, after 21% row and after 63" row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density
at measurement location and empty duct cross-sectional area. Sound pressure level shown at left calculated for
dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =1.0.
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Figure F.75 Sound pressure level of dominant peak in spectra. Microphone positionsshown in Figure F.74.
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Figure F.76 Transfer function phase between microphone pairs shown at frequency of dominant peak in spectra
of upstream microphone. Microphone positions shown in Figure F.74. Staggered array with T/D = 3.0 and
L/D =0.9.
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Figure F.77 Coherence between microphone pairs at frequency of dominant peak in spectra of upstream
microphone. Phase measurements presented in Figure F.76 prone to error if coherence not close to one.
Staggered array with T/D = 3.0 and L/D =0.9.
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Figure F.78 Plot of frequency of dominant peak in spectra vs. mass flow. Staggered array with T/D = 3.0 and
L/D =0.9. fnl, fn2...acoustic natural frequencies with solidity effect.
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Figure F.79 Plot of frequency of dominant peak in spectravs. flow velocity. Velocity estimated using density at
measurement location and empty duct cross sectional area. Staggered array with T/D = 3.0 and L/D =0.9. fn1,
fn2...acoustic natural frequencies with solidity effect.
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Figure F.80 Strouhal numbers determined at different positions throughout the array using dominant peak in
spectra. Velocity estimated using density at measurement location and full duct cross sectional area. Staggered
array with T/D = 3.0 and L/D =0.9.
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Figure F.81 Representative spectra taken at upstream position, after 31% row and after 69" row (left, center and
right respectively). Spectrain same line taken at identical mass flow conditions. Velocity estimated using density
at measurement |ocation and empty duct cross sectional area. Sound pressure level shown at left calculated for
dominant peak in spectra. Staggered array with T/D = 3.0 and L/D =0.9.
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Appendix G: Single Cylinders Test Results

6.35 mm Diameter Aluminum Cylinder
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Figure G.1 Sound pressure level of dominant peak in spectra as afunction of frequency. Microphones and
cylinder positions shown in Figure 4.22.(fn1 with flow) acoustic resonance estimated with flow velocity at
resonance condition.
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Figure G.2 Sound pressure level asafunction of average flow velocity.
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Figure G.3 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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Figure G.4 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above prone to error if coherence not close to one.
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6.35 mm Diameter Stereolithography Cylinder
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Figure G.5 Sound pressure level of dominant peak in spectra as afunction of frequency. Microphones and
cylinder positions shown in Figure 4.22. (fnl with flow) acoustic resonance estimated with flow velocity at
resonance condition.
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Figure G.6 Sound pressure level as a function of average flow velocity.
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Figure G.7 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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Figure G.8 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above prone to error if coherence not close to one.
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5.5 mm Diameter Aluminum Cylinder
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Figure G.9 Sound pressure level of dominant peak in spectra as a function of frequency. Microphones and
cylinder positions shown in Figure 4.22. (fnl with flow) acoustic resonance estimated with flow velocity at
resonance condition.
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Figure G.10 Sound pressure level as afunction of average flow velocity.
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Figure G.11 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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Figure G.12 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above prone to error if coherence not close to one.
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5.0 mm Diameter Aluminum Cylinder
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Figure G.13 Sound pressure level of dominant peak in spectra as afunction of frequency. Microphones and
cylinder positions shown in Figure 4.22. (fnl with flow) acoustic resonance estimated with flow velocity at
resonance condition.
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Figure G.14 Sound pressure |level as afunction of average flow velocity.
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Figure G.15 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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Figure G.16 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above prone to error if coherence not close to one.

334



4.5 mm Diameter Aluminum Cylinder
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Figure G.17 Sound pressure level of dominant peak in spectra as a function of frequency. Microphones and
cylinder positions shown in Figure 4.22. (fn1 with flow) acoustic resonance estimated with flow velocity at
resonance condition.
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Figure G.18 Sound pressure level as afunction of average flow velocity.
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Figure G.19 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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Figure G.20 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above prone to error if coherence not close to one.
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4.0 mm Diameter Aluminum Cylinder
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Figure G.21 Sound pressure level of dominant peak in spectra as afunction of frequency. Microphones and
cylinder positions shown in Figure 4.22.(fn1 with flow) acoustic resonance estimated with flow velocity at
resonance condition.
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Figure G.22 Sound pressure |level as afunction of average flow velocity.
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Figure G.23 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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Figure G.24 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above prone to error if coherence not close to one.
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3.5 mm Diameter Aluminum Cylinder
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Figure G.25 Sound pressure level of dominant peak in spectra as a function of frequency. Microphones and
cylinder positions shown in Figure 4.22. (fn1 with flow) acoustic resonance estimated with flow velocity at
resonance condition.
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Figure G.26 Sound pressure level asafunction of average flow velocity.
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Figure G.27 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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Figure G.28 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above prone to error if coherence not close to one.
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2.5 mm Diameter Aluminum Cylinder
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Figure G.29 Sound pressure level of dominant peak in spectra as afunction of frequency. Microphones and
cylinder positions shown in Figure 4.22. (fn1 with flow) acoustic resonance estimated with flow velocity at
resonance condition.
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Figure G.30 Sound pressure |level as afunction of average flow velocity.
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Figure G.31 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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Figure G.32 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above prone to error if coherence not close to one.
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6.35 mm Diameter Aluminum Cylinder with 1.5mm Closed Cell Foam on Resonance Walls
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Figure G.33 Sound pressure level of dominant peak in spectra as afunction of frequency. Microphones and
cylinder positions shown in Figure 4.22. (fn1 with flow) acoustic resonance estimated with flow velocity at
resonance condition.
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Figure G.34 Sound pressure |level as afunction of average flow velocity.
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Figure G.35 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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Figure G.36 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above prone to error if coherence not close to one.



6.35 mm Diameter Aluminum Cylinder with 2.5mm Open Cell Foam on Resonance Walls
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Figure G.37 Sound pressure level of dominant peak in spectra as afunction of frequency. Microphones and
cylinder positions shown in Figure 4.22. (fn1 with flow) acoustic resonance estimated with flow velocity at
resonance condition.
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Figure G.38 Sound pressure level as afunction of average flow velocity.
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Figure G.39 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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Figure G.40 Coherence at frequency of dominant peak in spectra between microphone pairs shown. Phase angle
shown in figure above proneto error if coherence not close to one.
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3.8 mm Diameter “Hourglass” Shaped Cylinders
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Figure G.41 Comparison of sound pressure levels produced by cylinders of different shape against results from
regular cylinders (see Figure 4.21). Measurements at microphone position 1a. (fnl with flow) acoustic resonance
estimated with flow velocity at resonance condition.

170 T T T T T T T
fnl with flow ®
160
1501
3
1 140
o
n
130
—©— 3.8 mm diam. 1.00 mm radius
—— 3.8 mm diam. 0.75 mm radius
—— 3.8 mm diam. 0.50 mm radius
120 —A— 2.5 mm constant diam. cyl.
- 3.5 mm constant diam. cyl.
—=— 4.0 mm constant diam. cyl.
110 I I I I I I I

1000 2000 3000 4000 5000 6000 7000 8000
Frequency Hz.

Figure G.42 Comparison of sound pressure levels produced by cylinders of different shape against results from
regular cylinders (see Figure 4.21). Measurements at microphone position d1. (fnl with flow) acoustic resonance
estimated with flow velocity at resonance condition.
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Figure G.43 Comparison of Strouhal vs. Reynolds number for cylinders of different shape against results from
regular cylinders.
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Figure G.44 Comparison of transfer function phase angle between microphone pair 2a-4afor cylinders of
different shape against results from regular cylinders.
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3.3 mm Diameter “Hourglass” Shaped Cylinders
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Figure G.45 Comparison of sound pressure levels produced by cylinders of different shape against results from
regular cylinders (see Figure 4.21). Measurements at microphone position 1a. (fnl with flow) acoustic resonance
estimated with flow velocity at resonance condition.
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Figure G.46 Comparison of sound pressure levels produced by cylinders of different shape against results from
regular cylinders (see Figure 4.21). Measurements at microphone position d1. (fnl with flow) acoustic resonance
estimated with flow velocity at resonance condition.
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Figure G.47 Comparison of Strouhal vs. Reynolds number for cylinders of different shape against results from
regular cylinders.
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Figure G.48 Comparison of transfer function phase angle between microphone pair 2a-4afor cylinders of
different shape against results from regular cylinders.
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2.85 mm Diameter “Hourglass” Shaped Cylinders
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Figure G.49 Comparison of sound pressure levels produced by cylinders of different shape against results from
regular cylinders (see Figure 4.21). Measurements at microphone position l1a. (fnl with flow) acoustic resonance
estimated with flow velocity at resonance condition.
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Figure G.50 Comparison of sound pressure levels produced by cylinders of different shape against results from
regular cylinders (see Figure 4.21). Measurements at microphone position d1. (fnl with flow) acoustic resonance
estimated with flow velocity at resonance condition.
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Figure G.51 Comparison of Strouhal vs. Reynolds number for cylinders of different shape against results from
regular cylinders.
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Figure G.52 Comparison of transfer function phase angle between microphone pair 2a-4afor cylinders of
different shape against results from regular cylinders.
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2.35 mm Diameter “Hourglass” Shaped Cylinders
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Figure G.53 Comparison of sound pressure levels produced by cylinders of different shape against results from
regular cylinders (see Figure 4.21). Measurements at microphone position 1a. (fnl with flow) acoustic resonance
estimated with flow velocity at resonance condition.
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Figure G.54 Comparison of sound pressure levels produced by cylinders of different shape against results from
regular cylinders (see Figure 4.21). Measurements at microphone position d1. (fn1 with flow) acoustic resonance
estimated with flow velocity at resonance condition.
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Figure G.55 Comparison of Strouhal vs. Reynolds number for cylinders of different shape against results from
regular cylinders.
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Figure G.56 Comparison of transfer function phase angle between microphone pair 2a-4afor cylinders of
different shape against results from regular cylinders.
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1.8 mm Diameter “Hourglass” Shaped Cylinders
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Figure G.57 Comparison of sound pressure levels produced by cylinders of different shape against results from
regular cylinders (see Figure 4.21). Measurements at microphone position l1a. (fnl1 with flow) acoustic resonance
estimated with flow velocity at resonance condition.
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Figure G.58 Comparison of sound pressure levels produced by cylinders of different shape against results from
regular cylinders (see Figure 4.21). Measurements at microphone position d1. (fnl with flow) acoustic resonance
estimated with flow velocity at resonance condition.
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Figure G.59 Comparison of Strouhal vs. Reynolds number for cylinders of different shape against results from
regular cylinders.
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Figure G.60 Comparison of transfer function phase angle between microphone pair 2a-4afor cylinders of
different shape against results from regular cylinders.
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Appendix H: Pairs of Cylinders Test Results

6.35 mm Diameter Cylinders Side-by-Side Configuration
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Figure H.1 Sound pressure level at dominant peak in spectravs. average flow velocity. Microphones and
cylinders positions shown in Figures 4.22 and 4.27.
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Figure H.2 Comparison of single cylinder and side-by-side cylinders Strouhal numbers as a function of Reynolds
number. Strouhal number for side-by-side cylinders estimated using measurements at position d3.
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Figure H.3 Frequency of dominant peak in spectra at position d3 vs. average flow velocity. 6.35 mm side-by-side
cylinders.
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Figure H.4 Representative spectra taken at microphone positions 1a, 6a and d3 (left, center and right
respectively). 6.35 mm side-by-side cylinders.

359



5.0 mm Diameter Cylinders Side-by-Side Configuration
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Figure H.5 Sound pressure level at dominant peak in spectravs. average flow velocity. Microphones and
cylinders positions shown in Figures 4.22 and 4.27.
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Figure H.6 Comparison of single cylinder and side-by-side cylinders Strouhal numbers as a function of Reynolds
number. Strouhal number for side-by-side cylinders estimated using measurements at position d3.
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Figure H.7 Frequency of dominant peak in spectra at position d3 vs. average flow velocity. 5.0 mm side-by-side
cylinders.
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Figure H.8 Representative spectra taken at microphone positions 1a, 6a and d3 (left, center and right
respectively). 5.0 mm side-by-side cylinders.
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4.0 mm Diameter Cylinders Side-by-Side Configuration
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Figure H.9 Sound pressure level at dominant peak in spectravs. average flow velocity. Microphones and
cylinders positions shown in Figures 4.22 and 4.27.
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Figure H.10 Comparison of single cylinder and side-by-side cylinders Strouhal numbers as a function of
Reynolds number. Strouhal number for side-by-side cylinders estimated using measurements at position d3.
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Figure H.11 Frequency of dominant peak in spectra at position d3 vs. average flow velocity. 4.0 mm side-by-side
cylinders.
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Figure H.12 Representative spectra taken at microphone positions 1a, 6a and d3 (left, center and right
respectively). 4.0 mm side-by-side cylinders.
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3.0 mm Diameter Cylinders Side-by-Side Configuration

160 T 1 T T T T 1 T T
150 - 1
140 - .
m 130 1
©
—
o
» 120+ .
110 —©- Mic. pos. la |
—— Mic. pos. 2a
-~ Mic. pos. 4a
100 + —0— Mic. pos. 5a |
-~ Mic. pos. 6a
—— Mic. pos. d3
90 I I I I I I I I I
20 30 40 50 60 70 80 90 100 110 120

Velocity m/s

Figure H.13 Sound pressure level at dominant peak in spectravs. average flow velocity. Microphones and
cylinders positions shown in Figures 4.22 and 4.27.
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Figure H.14 Comparison of single cylinder and side-by-side cylinders Strouhal numbers as a function of
Reynolds number. Strouhal number for side-by-side cylinders estimated using measurements at position d3.
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Figure H.16 Representative spectrataken at microphone positions 1a, 6a and d3 (left, center and right
respectively). 3.0 mm side-by-side cylinders.
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Figure H.17 Sound pressure level at dominant peak in spectravs. frequency. Microphones and cylinders
positions shown in Figures 4.22 and 4.27.
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Figure H.18 Sound pressure level at dominant peak in spectravs. average flow velocity. Microphones and
cylinders positions shown in Figures 4.22 and 4.27.
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Figure H.21 Representative spectrataken at microphone positions 1a, 6aand d3 (left, center and right
respectively). 6.35 mm tandem cylinders.
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Figure H.22 Sound pressure level at dominant peak in spectravs. frequency. Microphones and cylinders
positions shown in Figures 4.22 and 4.27.
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Figure H.23 Sound pressure level at dominant peak in spectravs. average flow velocity. Microphones and
cylinders positions shown in Figures 4.22 and 4.27.
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Figure H.26 Representative spectra taken at microphone positions 1a, 6aand d3 (left, center and right
respectively). 5.0 mm tandem cylinders.
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Figure H.27 Sound pressure level at dominant peak in spectravs. frequency. Microphones and cylinders
positions shown in Figures 4.22 and 4.27.
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Figure H.28 Sound pressure level at dominant peak in spectravs. average flow velocity. Microphones and
cylinders positions shown in Figures 4.22 and 4.27.
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Figure H.31 Representative spectra taken at microphone positions 1a, 6aand d3 (left, center and right
respectively). 4.0 mm tandem cylinders.
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Figure H.32 Sound pressure level at dominant peak in spectravs. frequency. Microphones and cylinders
positions shown in Figures 4.22 and 4.27.
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Figure H.33 Sound pressure level at dominant peak in spectravs. average flow velocity. Microphones and
cylinders positions shown in Figures 4.22 and 4.27.
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Figure H.34 Transfer function phase angle at frequency of dominant peak in spectra between microphone pairs
shown.
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shown in figure above prone to error if coherence not close to one.
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Figure H.36 Representative spectra taken at microphone positions 1a, 6aand d3 (left, center and right
respectively). 3.0 mm tandem cylinders.
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Appendix I: Matlab Programs to Solve Modeling and Optimization Equations

I.1 Main optimization program to find complex wall impedance coefficients

clear;

clc;

tic;

p12456=dimread(‘caprelimprop\tests\testcyl 2\Cyl635mm2\text files\p12456_635mm.txt','\t");
frpairs=dImread('c\aprelimprop\tests\testcyl 2\Cyl 6356mm2\ frpairs.txt',\t");
frg=dimread('c:\aprelimprop\tests\testcyl2\Cyl635mm?2\text files\Fregtot_635mm2.txt', \t);
rhoall=dimread('cAaprelimprop\tests\testcyl 2\Cyl635mm?2\text files\rho_635mm.txt', \t');
vel=dimread('cAaprelimprop\tests\testcyl2\Cyl635mm2\text files\Vel _635mm2.txt',\t");
points=dImread('c:\aprelimprop\tests\testcy\Cyl635mm\text files\points.txt',\t");

global frqii rhoall vel pointsfrpairs
options=optimset('largescal€,'of f');

for uu=1:100

ii=uu;

x0=[1e5+0.5i];
[xsol,fval,exitflag,output]=fminimax('ObjectivezyDamp',x0,[],[1.[1.[1.[1.[1.[],0ptions)
Qsol(uu,1)=xsol;
Qsol (uu,2)=fval;
Qsol (uu,3)=exitflag;
Qsol(uu,4)=outpult;
save Zysol_635mm Qsol -ascii

end

time=toc

save Zysol_635mm Qsol -ascii
save time_635mm time—ascii

I.2 Objective function used by complex wall impedance coefficients main program
function fu = ObjectiveZzyDamp(vals)

global frqii rhoall vel pointsfrpairs

fa=frq(ii);
vi=vel(ii);
ro=rhoall(ii);
waiz=1e5+0i;

Qgnd=0;
fl=0.4;

fr2ala=frpairs(ii,1);
fr2ada=frpairg(ii,2);
fr2aba=frpairs(ii,3);
fr2aba=frpairs(ii,4);

ful=(DampNew(points(2,1),points(2,2),points(1,1),points(1,2),fq,vl,ro,fl,vals(1),wai z,Qgnd)-fr2ala)"2;
fu2=(DampNew(points(2,1),points(2,2),points(4,1),points(4,2),fq,vl,ro,fl,vals(1),wai z,Qgnd)-fr2ada)"2;
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fu3=(DampNew(points(2,1),points(2,2),points(5,1),points(5,2),fq,vl,ro,fl ,vals(1),wai z,Qgnd)-fr2aba)"2;
fud=(DampNew(points(2,1),points(2,2),points(6,1),points(6,2),fq,vl,ro,fl,vals(1),wai z,Qgnd)-fr2aba)"2;

fu=abs(ful+fu2+fu3+fud);

1.3 Function that solves for the complex acoustic pressure ratio for microphone pairs
function [Pmod]=DampNew(xp1,ypl,xpi,ypi,ffreq,Vo,ro,Clp,zzy,zzz,qnd)

c=345;

D=0.00635;

W=0.0381,;

H=0.0025;

LL=0.0025;

L=5*W;

Lc=W;

xs=0.00/Lc;
ys=-0.0002/Lc;
zs=0.000/Lc;
z=0.00124/Lc;

CL=Clp;

freg=ffreq;

w=freg* 2* pi;
kLc=w*Lc/c;

V=Vo;

Qnd=gnd;

rho=ro;

M=V/c;
Fy=CL*D*LL*V"2/(2*(Lc 2)*(c"2));
Zy=2zy,

77=777;

betay=1/zy;

betaz=1/zz;

a phay=-i*kL c* betay;
alphaz=-i*kLc* betaz;
zetay0=(2* L c* a phay/W)"0.5;
zetaz0=(2* L c* alphaz/H)"0.5;
points=[xpl yp1;xpi ypi];
x=points(1,1)/Lc;
y=points(1,2)/Lc;

if x>-0.001 mmax=50; namx=50; else mmax=20; nmax=20; end;

for m=0:mmax
if m==0 kym=zetayO; else zetaym=2*al phay/(pi* m); kym=m* pi* Lc/W+zetaym; end
if m==0 Am=W/Lc; else Am=W/(2* Lc)+((-1)"m)*sin(kym*W/Lc)/(2*kym); end
if mod(m,2)==0; csy=cos(kym*y); else csy=sin(kym*y); end
if mod(m,2)==0; csysp=kym*sin(kym*ys); else csysp=kym* cos(kym*ys); end
for n=0:nmax
if n==0 kzn=zetaz0; else zetazn=2* al phaz/(pi* n); kzn=n* pi* Lc/H+zetazn; end
if n==0 An=H/Lc; else An=H/(2*Lc)+((-1)"n)*sin(kzn* H/Lc)/(2* kzn); end
if mod(n,2)==0; csz=cos(kzn* z); else csz=sin(kzn*z); end
if mod(n,2)==0; cszs=cos(kzn*zs); else cszs=sin(kzn* zs); end
kxmnP1=(-kLc*M+sgrt(kLc"2-(1-M"2)* (kym"2+kzn"2-i* Qnd* kL €)))/(1-M"2);
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kxmnP2=(-kL c* M-sgrt(kL c"2- (1-M"2)* (kym”*2+kzn"2-i* Qnd* kL ¢)))/(1-M*2);
QmnP=-i* Fy* csysp* cszs* exp(i* kxmnP1* (x-xs))/((1-M"2)* Am* An* (kxmnP1-kxmnP2));
QmnM =-i* Fy* csysp* cszs* exp(i* kxmnP2* (x-xs))/((1-M”2)* Am* An* (kxmnP1-kxmnP2));
if x>xs Qmn=QmnP; else Qmn=QmnM; end
P(m+1,n+1)=csy* csz* Qmn;
end

end

Pxyz(1)=(sum(sum(P)))*rho*c"2;

clear P,

x=points(2,1)/Lc;
y=points(2,2)/Lc;

for m=0:mmax
if m==0 kym=zetayO; else zetaym=2* alphay/(pi* m); kym=m* pi* Lc/W+zetaym; end
if m==0 Am=W/Lc; else Am=W/(2*Lc)+((-1)"m)* sin(kym*W/Lc)/(2*kym); end
if mod(m,2)==0; csy=cos(kym*y); else csy=sin(kym*y); end
if mod(m,2)==0; csysp=kym*sin(kym*ys); else csysp=kym™* cos(kym*ys); end
for n=0:nmax
if n==0 kzn=zetaz0; else zetazn=2* alphaz/(pi* n); kzn=n* pi* Lc/H+zetazn; end
if n==0 An=H/Lc; else An=H/(2*Lc)+((-1)"n)*sin(kzn* H/L c)/(2*kzn); end
if mod(n,2)==0; csz=cos(kzn* z); else csz=sin(kzn*z); end
if mod(n,2)==0; cszs=cos(kzn* zs); el se cszs=sin(kzn*zs); end
kxmnP1=(-kLc* M+sgrt(kLc 2-(1-M”2)* (kym"2+kzn"2-i* Qnd*KL c)))/(1-M"2);
kxmnP2=(-kLc* M-sgrt(kL c"2- (1-M"2)* (kym*2+kzn"2-i* Qnd* kL ¢)))/(1-M*2);
QmnP=-i* Fy* csysp* cszs* exp(i* kxmnP1* (x-xs))/((1-M"2)* Am* An* (kxmnP1-kxmnP2));
QmnM =-i* Fy* csysp* cszs* exp(i* kxmnP2* (x-xs))/((1-M”2)* Am* An* (kxmnP1-kxmnP2));
if x>xs Qmn=QmnP; else Qmn=QmnM; end
P(m+1,n+1)=csy* csz* Qmn;
end
end
Pxyz(2)=(sum(sum(P)))*rho*c"2;
clear P,

Pmod=Pxyz(2)/Pxyz(1);

[.4 Main optimization program to find complex volumetric damping coefficients

clear;

clc;

tic;

p12456=dlmread(‘c\aprelimprop\tests\testcyl 2\Cyl635mm2\text files\p12456_635mm.txt','\t");
frpairs=dimread('c\aprelimprop\tests\testcyl 2\Cyl6356mm2\ frpairs.txt',\t");
frg=dimread('c:\aprelimprop\tests\testcyl2\Cyl635mm?2\text files\Fregtot_635mma2.txt','\t);
rhoall=dimread('c\aprelimprop\tests\testcyl 2\Cyl635mm?2\text files\rho_635mm.txt',\t);
vel=dimread('c\aprelimprop\tests\testcyl 2\Cyl635mm?2\text files\Vel_635mma2.txt',\t);
points=dimread('c:\aprelimprop\tests\testcy\Cyl635mml\text files\points.txt',\t");

global frgii rhoall vel pointsfrpairs
options=optimset(‘'largescal €,'of f*);

for uu=83:83
ii=uu;
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x0=[7];
[xsol,fval,exitflag,output]=fminimax(‘ObjectiveQDamp',x0,[],[1.[1.[1.[1.[1.[],0ptions)
Qsol(uu,1)=xsol;
Qsol (uu,2)=fval;
Qsol (uu,3)=exitflag;
Qsol (uu,4)=outpuit;
save gsol_635mm Qsol -ascii

end

time=toc

save gsol_635mm Qsol -ascii
save time_635mm time -ascii

I.5 Objective function used by complex volumetric damping coefficients main program
function fu = ObjectiveQDamp(vals)
global frgii rhoall vel pointsfrpairs

fa=frq(ii);
vi=vel(ii);
ro=rhoall(ii);
waiz=1e5+0i;
fl=0.4;

fr2ala=frpairs(ii,1);
fr2ada=frpairs(ii,2);
fr2aba=frpairg(ii,3);
fr2aba=frpairs(ii,4);

ful=(DampNew(points(2,1),points(2,2),points(1,1),points(1,2),fq,vl,ro,fl,waiz,waiz,vals(1))-fr2ala)"2;
fu2=(DampNew(points(2,1),points(2,2),points(4,1),points(4,2),fq,vl,ro,fl,waiz,waiz,vals(1))-fr2ada)"2;
fud=(DampNew(points(2,1),points(2,2),points(5,1),points(5,2),fq,vl,ro,fl waiz,waiz,vals(1))-fr2aba)"2;
fud=(DampNew(points(2,1),points(2,2),points(6,1),points(6,2),fq,vl,ro,fl,waiz,waiz,val s(1))-fr2a6a)"2;
fu=abs(ful+fu2+fu3d+fud);

[.6 Main optimization program to find fluctuating lift coefficient when values of acoustic damping
are known or assumed

clear;

clc;

tic

p12456=dlmread(‘caprelimprop\testcyl2\Cyl635mmitext files\p12456_635mm.txt','\t");
frg=dimread('c:\aprelimprop\testcyl 2\Cyl635mmitext files\Fregtot_635mm.txt',\t");
rhoall=dimread('cAaprelimprop\testcyl 2\Cyl635mmitext files\rho_635mm.txt',\t);
vel=dImread('cAaprelimprop\testcyl2\Cyl635mmitext files\Vel _635mm.txt',\t);
points=dimread('c:\aprelimp rop\testcy\Cyl635mmitext files\points.txt',\t");

global p12456 frq ii rhoall vel points
options=optimset(‘largescal €,'of f');
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for uu=1:70

ii=uu;

x0=[0.5];

A=[-1,1];

b=[-0.01;1.0];
[xsol,fval,exitflag,output] =fminimax('CL pObjectiveF_635mm’,x0,A,b,[1,[1.[1.[1.[],0ptions);
Clsol(uu,1)=xsol;
Clsol(uu,2)=fval;
Clsol(uu,3)=exitflag;
Clsol(uu,4)=output;

save clsol_635mm Clsol -ascii

end

time=toc

save clsol_635mm Clsol -ascii
save time_635mm time-ascii

1.7 Objective function used by fluctuating lift coefficients main program

function fu = CLpObjectiveF_635mm(vals)
global p12456 frqii rhoall vel points

fa=frq(ii);

vl=vel(ii);
ro=rhoall(ii);
waireal=1e5;
waiimag=0;
Qgnd=0;
Pexpl=p12456(ii,1); %Pascals
Pexp2=p12456(ii,2);
Pexp4=p12456(ii,3);
Pexp5=p12456(ii,4);
Pexp6=p12456(ii,5);

ful=((CLp3_635mm(points(1,1),points(1,2),fq,vals(1),vl,ro,waireal,waiimag,waireal,waiimag,Qqnd)-
Pexpl)/Pexpl)"2;

fu2=((CLp3_635mm(poaints(2,1),points(2,2),fq,vals(1),vl,ro,waireal ,waiimag,waireal ,waiimag,Qqnd)-
Pexp2)/Pexp2)"2;

fu3=((CLp3_635mm(points(4,1),points(4,2),fq,vals(1),vl,ro,waireal ,waiimag,waireal ,waiimag,Qqnd)-
Pexp4)/Pexpd)"2;

fud=((CLp3_635mm(points(5,1),points(5,2),fq,vals(1),vl,ro,waireal ,waiimag,waireal ,\waiimag,Qqgnd)-
Pexp5)/Pexp5)"2;

fus=((CLp3_635mm(points(6,1),points(6,2),fg,vals(1),vl,ro,waireal ,waiimag,waireal ,waiimag,Qqnd)-
Pexp6)/Pexp6)2;

fu=ful+fu2+fu3d+fu4+fus;

[.8 Function that solves for the acoustic pressures at each microphone position

function [Pmod]=CL p3_635mm(xp,yp,freq,CL,V,rho,zzyr,zzyi,zzzr,zzzi,qnd)
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c=345;
W=0.0381,
H=0.0025;
L=5*W,
Lc=W;
xs=0.00/Lc;
ys=-0.0002/Lc;
zs=0.000/Lc;

z=0.00124/Lc;
D=0.003;
LL=0.0025;
Qnd=gnd;
Zyr=zzyr,
zyi=zzyi;
2Zr=zzzr;
27i=777i;
zZy=zyr+zyi*i;
22=72r+7zi*i;
betay=1/zy;
betaz=1/zz;

x=xp/Lc;
y=yp/Lc;

w=freg*2* pi;
kLc=w*Lc/c;
M=V/c;
Fy=CL*D*LL*V"2/(2*(Lc 2)*(c"2));
al phay=-i*kL c* betay;
aphaz=-i*kLc* betaz;
zetay0=(2* Lc* a phay/W)"0.5;
zetaz0=(2* Lc*a phaz/H)"0.5;
bb=3;
aa=3,
dB(1)=1;

terms=aa-1,

for m=0:1
if m==0 kym=zetayO; else zetaym=2* al phay/(pi* m); kym=m* pi* L c/W+zetaym; end
if m==0 Am=W/Lc; else Am=W/(2*Lc)+((-1)"m)*sin(kym*W/Lc)/(2*kym); end
if mod(m,2)==0; csy=cos(kym*y); else csy=sin(kym*y); end
if mod(m,2)==0; csysp=-kym*sin(kym*ys); else csysp=kym™* cos(kym*ys); end

for n=0:1
if n==0 kzn=zetaz0; else zetazn=2* alphaz/(pi* n); kzn=n* pi* Lc/H+zetazn; end
if n==0 An=H/Lc; else An=H/(2*Lc)+((-1)"n)*sin(kzn* H/L c)/(2* kzn); end
if mod(n,2)==0; csz=cos(kzn* z); else csz=sin(kzn*z); end

if mod(n,2)==0; cszs=cos(kzn* zs); else cszs=sin(kzn* zs); end
kxmnP1=(-kL c* M+sgrt(kL c"2-(1-M*2)* (kym"2+kzn"2-i* Qnd* kL ¢)))/(1-M"2);
kxmnP2=(-kL c* M-sqrt(kLc"2-(1-M"2)* (kym"2+kzn"2-i* Qnd* kL c)))/(1-M"2);

QmnP=-i* Fy* csysp* cszs* exp(i* kxmnP1* (x-xs))/((1-M"2)* Am* An* (kxmnP1-kxmnP2));
QmMnM=-i* Fy* csysp* cszs* exp(i* kxmnP2* (x-xs))/((1-M"2)* Am* An* (kxmnP1-kxmnP2));
if x>xs Qmn=QmnP; else Qmn=QmnM; end
P(m+1,n+1)=csy* csz* Qmn;
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end
end
Pmod=abs(sum(sum(P)))* rho*c"2;
dB(2)=20*0g10(Pmod/20e-6);
clear P,

for m=0:2
if m==0 kym=zetayO0; else zetaym=2* al phay/(pi* m); kym=m* pi* Lc/W+zetaym; end
if m==0 Am=W/Lc; else Am=W/(2* Lc)+((-1)"m)*sin(kym*W/Lc)/(2*kym); end
if mod(m,2)==0; csy=cos(kym*y); else csy=sin(kym*y); end
if mod(m,2)==0; csysp=-kym*sin(kym*ys); else csysp=kym* cos(kym*ys); end

for n=0:2
if n==0 kzn=zetaz0; else zetazn=2* al phaz/(pi* n); kzn=n* pi* Lc/H+zetazn; end
if n==0 An=H/Lc; else An=H/(2* Lc)+((-1)"n)* sin(kzn* H/Lc)/(2*kzn); end
if mod(n,2)==0; csz=cos(kzn*z); else csz=sin(kzn* z); end

if mod(n,2)==0; cszs=cos(kzn* zs); else cszs=sin(kzn* zs); end
kxmnP1=(-kLc* M+sgrt(kLcn2-(1-MA2)* (kym"2+kzn™2-i* Qnd* kL ¢)))/(1-M~"2);
kxmnP2=(-kLc* M-sgrt(kL c"2-(1-M~2)* (kym"2+kzn"2-i* Qnd* kL c)))/(1-M"2);

QmnP=-i* Fy* csysp* cszs* exp(i* kxmnP1* (x-xs))/((1-M"2)* Am* An* (kxmnP1-kxmnP2));
QmnM=-i* Fy* csysp* cszs* exp(i* kxmnP2* (x-xs))/((1-M"2)* Am* An* (kxmnP1-kxmnP2));
if x>xs Qmn=0QmnP; else Qmn=QmnM; end
P(m+1,n+1)=csy* csz* Qmn;

end
end
Pmod=abs(sum(sum(P)))*rho*c"2;
dB(3)=20*10g10(Pmod/20e-6);
clear P,

while abs(dB(bb)-dB(bb-1)) > 0.1 | abs(dB(bb-1)-dB(bb-2)) > 0.1
nmax=aa;

mmax=ag;

bb=bb+1;

terms=aa;

if aa>10 nume=10; else nume=1; end

ag=aat+nume;

for m=0:mmax
if m==0 kym=zetayO; else zetaym=2* al phay/(pi* m); kym=m* pi* Lc/W+zetaym; end
if m==0 Am=W/Lc; else Am=W/(2* Lc)+((-1)"m)*sin(kym*W/Lc)/(2*kym); end
if mod(m,2)==0; csy=cos(kym*y); else csy=sin(kym*y); end
if mod(m,2)==0; csysp=-kym*sin(kym*ys); else csysp=kym™* cos(kym*ys); end

for n=0:nmax
if n==0 kzn=zetaz0; else zetazn=2* alphaz/(pi* n); kzn=n* pi* L c/H+zetazn; end
if n==0 An=H/Lc; else An=H/(2*Lc)+((-1)"n)*sin(kzn* H/Lc)/(2*kzn); end
if mod(n,2)==0; csz=cos(kzn* z); else csz=sin(kzn*z); end

if mod(n,2)==0; cszs=cos(kzn*zs); el se cszs=sin(kzn*zs); end
kxmnP1=(-kL c* M+sgrt(kL c"2-(1-M*2)* (kym"2+kzn"2-i* Qnd* kL ¢)))/(1-M"2);
kxmnP2=(-kL c* M-sgrt(kL c"2-(1-M”2)* (kym"2+kzn"2-i* Qnd* kL c)))/(1-M"2);

QmnP=-i* Fy* csysp* cszs* exp(i* kxmnP1* (x-xs))/((1-M"2)* Am* An* (kxmnP1-kxmnP2));
QmMnM=-i* Fy* csysp* cszs* exp(i* kxmnP2* (x-xs))/((1-M"2)* Am* An* (kxmnP1-kxmnP2));
if x>xs Qmn=QmnP; else Qmn=QmnM; end
P(m+1,n+1)=csy* csz* Qmn;
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end
end
Pmod=abs(sum(sum(P)))* rho*c"2;
dB(bb)=20*10g10(Pnod/20e-6);
clear P;

end

1.9 Main optimization program to find fluctuating lift coefficients and Non-dimensional volumetric
damping simultaneously

clear;
clc;

tic
p12456=dimread('p12456_635mm.txt'"\t);
frg=dimread('Fregtot_635mma2.txt’,\t);
rhoall=dlmread('rho_635mm.txt','\t");
vel=dimread('Vel_635mma2.txt',\t");
points=dImread('points.txt',\t");

global p12456 frqii rhoall vel points
options=optimset('largescal€,'of f');

for uu=1:100

ii=uu;

x0=[0.5 0.001];

Ib=[.01;-1e5];

ub=[2;1€5 ];
[xsol,fval,exitflag,output]=f minimax('CL pObjectiveF_635mmQCL"',x0,[]1,[1.[1.[1.1b,ub,[],0options);
Clsol(uu,1)=xsol(1);
Clsol(uu,2)=xsol(2);
Clsol(uu,3)=fval;
Clsol(uu,4)=exitflag;
Clsol(uu,5)=output;

ii

toc

save clsol_635mmQCL Clsol -ascii
end

time=toc;

save clsol_635mmQCL Clsol -ascii
savetime_635mmQCL time —ascii

1.10 Objective function used by fluctuating lift coefficient and volumetric damping main program
function fu = CLpObjectiveF_635mmQCL (vals)
global p12456 frq ii rhoall vel points

fg=frq(ii);
vi=vel(ii);
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ro=rhoall(ii);
waireal=1e5;
waiimag=0;
%Qqnd= -405.0806;

Pexpl=p12456(ii,1); %Pascals
Pexp2=p12456(ii,2);
Pexp4=p12456(ii,3);
Pexp5=p12456(ii,4);
Pexp6=p12456(ii,5);

ful=((CLp_635mmQCL (-0.0003,0.0084,fqg,vals(1),vl,ro,wairea waiimag,waireal ,waiimag,vals(2)) -
Pexpl)/Pexpl)"2;

fu2=((CLp_635mmQCL(-0.010,0.0131,fq,vals(1),vl,ro,waireal ,waiimag,waireal ,waiimag,val s(2))-
Pexp2)/Pexp2)"2;

fu3=((CLp_635mmQCL (-0.0175,0.016,fg,vals(1),vl,ro,waireal ,waiimag,waireal ,waiimag,val s(2)) -
Pexp4)/ Pexpd)"2;

fud=((CLp_635mmQCL (-0.0259,0.010,fqg,vals(1),vl,ro,waireal ,waiimag,waireal ,waiimag,val s(2)) -
Pexp5)/Pexp5)"2;

fub=((CLp_635mmQCL (-0.0376,0.0162,fg,vals(1),vl,ro,waireal ,waiimag,waireal ,waiimag,vals(2)) -
Pexp6)/Pexp6)"2;

fu=ful+fu2+fu3d+fu4+fus;

.11 Main program to find acoustic pressures produced by staggered cylinder array with
T/D=L/D=3.0

clear;
clc;
tic

frg=dlmread('FreqPeaks.txt'\t");
rhoall=dimread('Rhos.txt','\t);
vel=dimread('Vels.txt',\t");

c=345;
W=0.0381,
H=0.0025;
L=4*W,
Lc=W,

waireal=1e5;
waiimag=0;
Qond=0;

xssttag3 1=[0:11.43:114.3]/(1000* Lc);
yssttag3_1=[-17.145:5.715:17.145]/(1000* L c);

xssttag3 2=[5.715:11.43:120.015]/(1000* L ¢c);

yssttag3 2=[-14.2875 -8.5725 -2.8575 2.8575 8.5725 14.2875]/(1000* L c);

yup=-16.675/(1000* Lc);
Xup=9.5551/(1000* Lc);
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for ii=1:40
ii
fo=fra(ii,2);

cl1=1;

for xxs=1:11

vl=vel(ii,1);

ro=rhoall(ii,1);
if (xxs>2) & (xxs<=6)) vl=vel(ii,2); ro=rhoall(ii,2);
esaif (xxs>6) & (xxs<=9)) vl=vel(ii,3); ro=rhoall(ii,3);
elseif (xxs>9) vi=vel(ii,4); ro=rhoall(ii,4);
end

for yys=1:7

pupl(xxs,yys)=CLp_1905mmxs(xup,yup,xssttag3_1(xxs),yssttag3_1(yys),fq,cl1,vl,ro,waireal,waiimag,waireal,
waiimag,Qgnd);

end

for yys=1:6

pup2(xxs,yys)=CL p_1905mmxs(xup,yup,xssttag3_2(xxs),xssttag3_2(yys),fq,cl1,vl,ro,waireal ,waiimag,waireal
waiimag,Qgnd);

end

end

pupabs(ii)=abs(sum(sum(pup1)))+abs(sum(sum(pup2)));
pupang(ii)=angle(sum(sum(pup1)))+angle(sum(sum(pup2)));

name=strcat('PupSttagTDLD3_2);
dimwrite(name,pupabs,'\t);
name=strcat('AngSttagTDLD3_2";
dimwrite(name,pupang,\t);

end

[.12 Function to determine acoustic pressure of each source at desired location used by main
program shown in section .11

function [Pmod]=CL p_1905mmxs(Xpp,ypp,xss,yss,freq,CL,V rho,zzyr,zzyi,zzzr,zzzi,Qnd)

c=345;
W=0.0381;
H=0.0025;
L=4*W,
Lc=W;
XS=XSS,
ys=yss,
zs=0.000/Lc;

z=0.00124/Lc;
D=0.001905;
LL=0.0025;
zyr=zzyr;
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zyi=zzyi;
ZZr=zzzr;
27i=777i;
zy=zyr+zyi*i;
77=772r+77i*i;
betay=1/zy;
betaz=1/zz;

point(1)=xpp;
point(2)=ypp;
x=point(1);
y=point(2);

w=freq* 2*pi;

kLc=w*Lc/c;

M=V/c;

Fy=CL*D*LL*V"2/(2*(Lc 2)*(c"2));
al phay=-i*kL c* betay;
aphaz=-i*kLc*betaz;

zetay0=(2* Lc* a phay/W)"0.5;
zetaz0=(2* Lc*a phaz/H)"0.5;

if abs(x*Lc-xs*Lc)<0.005 mmax=30; nmax=30; else mmax=10; nmax=10; end;

for m=0:mmax
if m==0 kym=zetayO; else zetaym=2*al phay/(pi* m); kym=m?* pi* Lc/W+zetaym; end
if m==0 Am=W/Lc; else Am=W/(2*Lc)+((-1)"m)*sin(kym*W/Lc)/(2*kym); end
if mod(m,2)==0; csy=cos(kym*y); else csy=sin(kym*y); end
if mod(m,2)==0; csysp=kym*sin(kym*ys); else csysp=kym*cos(kym*ys); end
for n=0:nmax
if n==0 kzn=zetazO0; el se zetazn=2* al phaz/(pi* n); kzn=n* pi* Lc/H+zetazn; end
if n==0 An=H/Lc; else An=H/(2*Lc)+((-1)*n)*sin(kzn* H/Lc)/(2*kzn); end
if mod(n,2)==0; csz=cos(kzn* z); else csz=sin(kzn*z); end
if mod(n,2)==0; cszs=cos(kzn* zs); el se cszs=sin(kzn*zs); end
kxmnP1=(-kLc* M+sgrt(kLc 2-(1-M"2)* (kym"2+kzn"2-i* Qnd*KL c)))/(1-M"2);
kxmnP2=(-kLc* M-sgrt(kL c"2- (1-M"2)* (kym*2+kzn"2-i* Qnd* kL ¢)))/(1-M"2);
QmnP=-i* Fy* csysp* cszs* exp(i* kxmnP1* (x-xs))/((1-M"2)* Am* An* (kxmnP1-kxmnP2));
QmnM =-i* Fy* csysp* cszs* exp(i* kxmnP2* (x-xs))/((1-M”2)* Am* An* (kxmnP1-kxmnP2));
if x>xs Qmn=QmnP; else Qmn=QmnM; end
P(m+1,n+1)=csy* csz* Qmn;
end
end

Pmod=(sum(sum(P)))*rho* c"2;
clear P;
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Appendix J: Contour Plots of Acoustic Field
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Figure J.1 Sound pressure level field (dB) at 4000Hz produced by single 6.35mm cylinder at center of duct
(large black circle) for different real nondimensional volumetric damping (Qng) values. Small circles represent

microphone positions in our experimental setup. From top to bottom: No damping, Q.q = 3, 5 and 10.
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Figure J.2 Sound pressure level field (dB) at 5000Hz produced by single 6.35mm cylinder at center of duct
(large black circle) for different real nondimensional volumetric damping (Qng) values. Small circles represent

microphone positions in our experimental setup. From top to bottom: No damping, Q.q = 3, 5 and 10.
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Figure J.3 Sound pressure level field (dB) at 4000Hz produced by single 6.35mm cylinder at center of duct

(large black circle) for different imaginary nondimensional volumetric damping (Qnq) values. Small circles

represent microphone positions in our experimental setup. From top to bottom: No damping, Qg = 3i, 5i and 10i.
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Figure J.4 Sound pressure level field (dB) at 5000Hz produced by single 6.35mm cylinder at center of duct
(large black circle) for different imaginary nondimensional volumetric damping (Qnq) values. Small circles

represent microphone positionsin our experimental setup. From top to bottom: No damping, Qg = 3i, 5i and 10i.
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Figure J.5 Sound pressure level field (dB) at 4000Hz produced by single 6.35mm cylinder at center of duct
(large black circle) for different real y-walls specific acoustic impedances (z,). Small circles represent
microphone positions in our experimental setup. From top to bottom: No damping, z, =5, 2 and 0.5.
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Figure J.6 Sound pressure level field (dB) at 5000Hz produced by single 6.35mm cylinder at center of duct
(large black circle) for different real y-walls specific acoustic impedances (z,). Small circles represent
microphone positions in our experimental setup. From top to bottom: No damping, z,= 5, 2 and 0.5.
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Figure J.7 Sound pressure level field (dB) at 4000Hz produced by single 6.35mm cylinder at center of duct
(large black circle) for different imaginary y-walls specific acoustic impedances (z,). Small circles represent
microphone positions in our experimental setup. From top to bottom: No damping, z, = 5i, 2i and 0.5i.
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Figure J.8 Sound pressure level field (dB) at 5000Hz produced by single 6.35mm cylinder at center of duct
(large black circle) for different imaginary y-walls specific acoustic impedances (z,). Small circles represent
microphone positions in our experimental setup. From top to bottom: No damping, z, = 5i, 2i and 0.5i.
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