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Abstract

Porous materials play vital roles in many industries and currently there is intense
interest in developing new examples due to their direct application to clean en-
ergy technologies. Many materials, currently the principal focus of research in
this area, are constructed by strong covalent or coordination bonds extending in
three-dimensions to produce a porous framework structure. However, there are
increasing numbers of reports concerning discrete molecular materials that pro-
duce pore channels and voids by way of relatively weak intermolecular packing.
An advantage of these compounds over conventional materials is that they main-
tain their molecular identity. As such they are soluble and can be processed into
composite materials or used as molecular building blocks to build highly porous
frameworks. Additionally, owing to the weak interactions present in these mate-
rials, they demonstrate complex gas adsorption resulting in on/off porosity and
highly efficient separations.

This thesis describes the multi-scale modeling of these novel and often com-
plicated porous materials using a combination of geometric analysis, classical
molecular simulation, quantum density functional theory (DFT) and machine
learning. Importantly, this work combines these tools with experimental obser-
vations to give an accurate and comprehensive atomistic picture of gas adsorption
phenomena and the in silico design of new materials.

Initially, the performance of porous organic cage (POC) materials is illustrated
for use as additives for mixed matrix membranes (MMMs) for environmentally
relevant gas separations. The simulations reveal that a number of MMMs con-
taining POCs exhibit enhanced selectivity and permeability compared with a neat

polymer matrix, particularly for H,/CO, separations.



Furthermore, as a consequence of the molecular nature of POCs, they can be
observed in a crystalline or amorphous phase. The advantages of the amorphous
phase is investigated for several reported and potential POC molecules using
GPU-accelerated molecular dynamics simulations. The structures resulting from
these simulations are extremely porous and, by careful analysis, potential de-
sign rules are obtained for producing amorphous materials with surface areas
approaching 2000 m?.g~!.

In addition, previously unidentified porous molecules are sought through a
thorough search of the Cambridge Structural Database (CSD). Voronoi network
analysis in addition to classical and semi-empirical optimizations result in the
identification of 481 organic porous crystal structures from an initial dataset
of over 150 000 compounds. Subsequently, machine learning algorithms were
applied to the structures to discover that molecular surface area is the molecular
property that best predicts crystal porosity, as has been suggested previously by
other researchers.

Finally, the hydrogen adsorption of unique metal-organic polyhedra (MOP)
structures was investigated using DF'T methods. The bimetallic clusters within
these MOPs were experimentally observed to show strong interactions with hydro-
gen and the simulations assigned this interaction to result from either polarization
or the formation of a “Kubas” complex.

The investigations presented here have provided additional and fundamental
clarity to experimental observations of this exciting class of materials. More-
over, the computational methods provide predictions of material properties and

efficiencies that have aided research in this burgeoning area.
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Contextual Statement

This thesis is composed of a mixture of standard chapters and manuscripts that

form the two introductory chapters and the subsequent chapters of research and
discussion. All of the manuscripts were completed during the doctoral candi-
dature. Chapter 3 and Chapter 4 have been published in peer-reviewed, inter-
national journals.!? Chapter 5 comprises a manuscript that will be submitted
for publication in a peer-reviewed, international journal. Chapter 6 and Chap-
ter 7 describe research that provided a vital contribution to the preparation of
manuscripts subsequently published in or to be submitted to peer-reviewed, in-
ternational journals.*® As such, the work has been framed so as to portray the
original work conducted by the candidate. Additionally, parts of Chapter 1 have
been adapted from a review published in a peer-reviewed, international journal.’

The introductory chapters, Chapter 1 and Chapter 2, consist of overviews of
the two areas that comprise the subject of the thesis. The first is a concise
review of the materials investigated herein, including metal-organic frameworks
(MOFs), metal-organic polyhedra (MOPs), porous organic cages (POCs) and
extrinsically porous molecules. This review provides a broad context for the
materials described in this thesis. Chapter 2 serves two functions. The first is to
review recent work in computational descriptions of porous materials, work that
is extended by the original work presented in this thesis. The second is to give
the reader an introduction to methods presented in the research and discussion
chapters.

Chapter 3 and Chapter 4 detail the results of molecular dynamics simulations
of POCs in two states and their applications: the first of which is their use in
mixed matrix membranes (MMMs) for kinetic separations of environmentally rel-
evant gases (Chapter 3) and the second is amorphous networks of POCs for high
surface area materials (Chapter 4). Chapter 5 illustrates the use of computational
methods to search the Cambridge Structural Database (CSD) for new examples
of organic porous crystals, such as POCs or extrinsically porous molecules. The
structures identified were further analyzed by machine learning in an effort to

determine the molecular features that promote formation of porous crystals. Fi-
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nally, Chapter 6 and Chapter 7 describe methods that have provided useful to
coworkers in their experimental investigations. Chapter 6 is particularly expan-
sive as it demonstrates the fitting of isotherms to obtain experimentally derived
adsorption enthalpies and subsequently uses quantum density functional the-
ory (DFT) methods to explain and understand the interaction strength observed
in new MOP samples. Chapter 7, on the other hand, contains the culmination
of work that provided atomistic insights, which proved vital to two very different
materials: firstly a new POC and secondly a new MOF.

Below is the list of manuscripts that constitute parts of this thesis. Please
see Appendix A for statements of authorship that outline the contribution of the

candidate and his co-authors to the work presented.
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Benard of Chartres used to compare us to [puny]
dwarfs perched on the shoulders of giants. He
pointed out that we see more and farther than our
predecessors, not because we have keener vision
or greater height, but because we are lifted up

and borne aloft on their gigantic stature.

John of Salisbury

Introduction

The field of porous materials is wide-ranging and has major applications in science
and engineering. With examples found in both biological systems' and natural
minerals,? porous materials have been used industrially for many years.® Exam-
ples of these widespread applications include petrochemical catalysis,* hemostatic
agents® and soil treatment.”

Materials under this large umbrella can be classified by the pore sizes that
traverse the material. The International Union of Pure and Applied Chemistry
(IUPAC) has defined the following groups: microporous (<2 nm), mesoporous
(2-50 nm) and macroporous (>50 nm).” As the work herein is concerned with
adsorption of gases and other small molecules, the materials of focus in this thesis
will be those classified as microporous. Furthermore, the above can be classified
as framework materials or molecular materials. Pore structures of framework
materials are constructed from covalent or metal-ligand bonds.® On the other
hand, molecular materials have either voids intrinsic to macrocyclic molecules or
pore structures supported by non-covalent interactions extrinsic to the molecule
or a combination of the two.”

Outlined below, the porous materials that are the subject of this thesis cover

a wide range of chemical makeup, dimensionality and applications.



1.1 METAL-ORGANIC FRAMEWORKS

Metal-organic frameworks (MOFs) are porous materials that have seen expansive
and rapid growth since the demonstration of immense microporosity by Yaghi and
coworkers of MOF-5, a three-dimensional framework constructed from Zn and
1,4-benzenedicarboxylate.'” MOF materials are of particular interest as they are
constructed using a modular chemical approach that uses different metal nodes
and ligands to finely tune the structure and properties of the resulting frame-
work, as shown in Figure 1.1. The properties of porous solids, such as porous
silicas, produced from traditional hydrothermal synthetic methods are often dif-
ficult to control.!! The reactants often do not retain their structure during the
reaction, this leads to poor correlation between reactants and products. In con-
trast, MOF materials can be designed by beginning with well-defined molecular
building blocks that maintain their structural integrity throughout the synthe-
sis. 1?2

This method has produced a multitude of framework structures using four pri-
mary strategies.'® Firstly, the geometric addition of metal nodes and ligands of
different connectivity has resulted in a number of preferred topologies.!* Secondly,
the modular approach allows for facile production of isoreticular series by alter-
ing the ligand length.'® Thirdly, as MOFs are constructed from organic ligands,
subsequent chemical modification at these sites is possible. This post-synthetic
modification is a powerful strategy to access catalytically active and otherwise
not synthetically feasible MOFs.'¢ Finally, further variation is attained by using
a number of linkers with different organic functionalities to produce multivariate
MOFs.!” This unique synthetic approach to the design of MOFs has yielded a
rich variety of porous framework structures.

The powerful design principles described above allow significant control over
the framework structure and pore chemistry.'® Distinctly, the structure of a MOF
can be significantly altered while retaining the underlying topology of the ma-
terial, which can be used to produce a pore environment tuned for a chosen
application. In particular, this is observed in the kagome MOF series described
and investigated in Chapter 7. In this example, the gas adsorption characteristics
of the MOF was tuned by the attachment of different solvent molecules to bare

coordination sites of the Ni centers that comprised the structural building unit.”
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Figure 1.1: Example of the approach employed in the design and formation of metal-
organic framework (MOF) materials. Here the blocks represent metal nodes and the
rods the organic ligand. Please note the resulting cube is only one section of an extended
structure.

1.2 PoOROUS MOLECULAR SOLIDS

The majority of research in the area of porous materials has been focused on
extended solids that possess open architectures with interconnected pores and
three-dimensionally attached units, namely zeolites,® covalent organic frame-
works (COFs),? and MOFs.'® Recently, shape-persistent cage molecules?’:** have
garnered significant interest as a novel class of porous solids which afford ultra
high porosities but maintain their molecular identity, for example they are soluble
and thus can be processed into composite materials*® or employed as molecular
building blocks for highly porous frameworks.?* Unlike extended network mate-
rials that are constructed from covalent or coordination bonds, these molecules
are arranged in the solid-state via relatively weak crystal packing forces. As a re-
sult, predicting three-dimensional structures of bulk solids from a particular cage
building unit is a major challenge. Nevertheless, we note that Cooper and cowork-
ers have made great strides in predicting the crystal structure of porous molecular
crystals, despite these challenges.?>?® An advantage of such weak molecular in-
teractions is that they can lead to adaptable structures that engender advanced
properties such as adsorbate dependent on/off porosity switching,?” organic al-
loys?® and solvent template porosity control.?® In addition, by modifying how the
cages are processed, either crystalline or amorphous porous solids can be realized,

thus expanding the possibilities for material fabrication.?® 3’



1.2.1 METAL-ORGANIC POLYHEDRA

One class of these structures are metal-organic polyhedra (MOP), self-assembled
discrete coordination complexes that form cage-like structures surrounding a sub-
stantial cavity. Similar to MOFs, MOPs are produced from transition metal ions
with either nitrogen or carboxylate donor organic ligands. This once again gives
unprecedented ability to design the size and functionality of these molecules for
specific applications.?? Many of these large coordination molecules have been
produced as synthetic receptors. Fujita and coworkers have reported a num-
ber of exceptional examples using protected Pd(II) and Pt(II) centers to pro-
duce an extensive array of geometries.®’ Though many of these beautiful struc-
tures have applications in binding large guests and have shown potential for
the targeted delivery of drug molecules,*? few have demonstrated permanent

3 a vital property for a number of potential ap-

porosity for gas adsorption,®
plications. The prototypical example of a MOP, MOP-1, which is constructed
from 24 1,3-benzenedicarboxylate ligands and 12 copper(II) paddlewheel clus-
ters (Cu,(CO,),) to give a 25 A sized cuboctahedron, as shown in Figure 1.2.%
Notably, 1,4-benzenedicarboxylate which has 180° (straight) angles between car-
boxylate donors, has previously been used to produce an infinite periodic MOF
structure.®® In contrast to this, the isomer 1,3-benzenedicarboxylate, with 120°
between carboxylate donors, is optimal for constructing a discrete truncated
cuboctahedron molecule. Subsequently, Zhou and coworkers have constructed
similar MOP structures with a number of different ligand geometries and exo-
hedral functionality.®® Upon removal of solvent guests, MOP samples generally
become amorphous. However, these samples can demonstrate the ability to selec-
tively adsorb H, and O, over N, and Ar. Additionally, Zhou et al. have reported

a MOP designed to trap CO, molecules in an engineered cavity.?’

1.2.2 PoRrous ORGANIC CAGES

Alternatively, cage structures can be constructed of organic units to give porous
organic cages (POCs), illustrated in Figure 1.3.® Dynamic covalent chemistry
has been widely exploited to generate POCs as it facilitates ‘one-pot’ multi-
component syntheses in high yields.? For example, imine and boronate ester
chemistry have been used to generate organic cage molecules of varied topology
and cavity size, shown in Figure 1.3. Indeed, Cooper and co-workers have es-
tablished high-yielding synthetic procedures for imine-linked cages of tetrahedral
geometry.® Typically, these cages are synthesized from 1,3,5-triformylbenzene

and flexible diamines via a one-pot 4(aldehyde) + 6(amine) cycloimination reac-
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Figure 1.2: Formation and structure of the MOP-134 system produced by the self-
assembly of 24 1,3-benzenedicarboxylate ligands and 12 copper(ll) paddlewheel clusters.

tion. Furthermore, substituted diamines can be employed to precisely control the
functionality of these cages. Using more synthetically challenging building blocks,
the Mastalerz laboratory has synthesized a variety of porous imine-based cages
of varied topology and cavity size.*' *® Recently, this group also reported shape-
persistent cages linked via boronate ester moieties.*®*” Porous solids composed
of cages with an entirely carbon based architecture have also been reported.*®’
Given that C-C bonds are irreversible under general laboratory conditions, a
stepwise synthetic approach was necessary to afford these molecules. Ultimately,
a three-fold alkyne coupling reaction was employed to yield a cage molecule of
elongated dipyramidal geometry. Due to the large window sizes and fluted struc-
ture, these cages are able to interdigitate and form relatively densely packed
solids. However, significantly porous crystalline structures can be accessed via a
kinetically trapped polymorph.

Importantly, the porosity of POCs has dramatically increased to values that are
comparable to many MOFs, as shown in Figure 1.4 (approaching 4000 m?.g=1).1
These advances can be attributed to early research in imine-based cages that ex-
plored some important design principles for achieving porosity in the bulk solid.
For example, molecular rigidity is important for generating permanent solvent-
accessible channels, as large diameter cages with flexible architectures have been
found not to maintain their structure subsequent to the removal of solvent.*>!
Furthermore, increasing the cavity size in rigid materials can lead to significant
porosity, and indeed resulted in the first example of mesoporosity in a molecu-
lar species.’® Conversely, reducing the accessible internal pore size of the cage

via functionalization leads to a reduction in surface area.”® Finally, the inter-

play between three-dimensional structure and porosity was clearly elucidated in
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Figure 1.3: Examples of porous organic cage (POC) structures with their respective
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geometry.*® This figure was adapted from work featured in reference 50.
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studies where exohedrally functionalized, topologically analogous cages led to dra-
matic differences in surface area.’® However, controlling porosity via this strategy
remains an ongoing challenge as, in general, the impact of a specific functional
group on the crystal structure of the POC cannot be straightforwardly elucidated
a priori.

A consequence of the discrete nature of POCs is that solid-state, molecular,
packing forces determine the origin of porosity. These relatively weak crystal
packing forces can be perturbed to afford porous amorphous solids and advanced
properties such as solvent modified ‘on/off” porosity switching.?” Such character-
istics are unique to molecular solids and have thus stimulated active research in
the field. However, these weak packing forces also give rise to complex porosity.
For example, accessible surface area can arise from the intrinsic volume deriving
from each cage unit, interconnection of the extrinsic voids between the cages that

are formed by virtue of inefficient packing, or a combination of both.

1.2.3 EXTRINSICALLY POROUS MOLECULES

Interestingly, porous materials can also be produced by simple molecules that pack
in the solid-state to give a pore network. In contrast to MOP and POC struc-
tures, the porosity in these systems is a result of wholly extrinsic volume.?°"%® In
these cases, inefficient packing between molecules produces voids and pore vol-
ume. Figure 1.5 illustrates the simple molecular structure of salient examples:

Dianin’s compound,” tris(o-phenylenedioxy)cyclotriphosphazene® and 3,3’,4,4’-
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Figure 1.5: Examples of the chemical structures of extrinsically porous molecules:
Dianin’s compound, tris(o-phenylenedioxy)cyclotriphosphazene and 3,3',4,4'-
tetra(trimethylsilylethynyl)biphenyl. (a-c, respectively)

tetra(trimethylsilylethynyl)biphenyl.°" An important property of these materials
is that they can demonstrate porosity without interconnected pores. Dianin’s
compound has been extensively investigated for this behavior. The crystal struc-
ture displays voids that are interconnected by hydrogen-bonded rings of narrow
channel diameters (2.5 A). Tt was reported that a number of gas molecules, in-
cluding Ar, Kr, Xe, CO,, CH, and C,Hj, can be adsorbed by the crystal.” Many
of these adsorbates are formally restricted from diffusing by the narrow intercon-
necting channels. In these cases it is likely that complex gas or vapor adsorption
occurs by cooperative diffusion mechanisms. Notably, this behavior has been
well-studied by Atwood et. al. for a number of calixarene structures, which are
formally considered nonporous crystals.?®0203

In MOFs, directional covalent or coordination bonds between molecular com-
ponents stabilizes pore volumes subsequent to the removal of solvent and guest
molecules. Contrastingly, molecular materials are comprised by only weak non-
covalent interactions. As a result, these materials are quite rare compared to
porous network materials as molecules generally pack as densely as possible to

maximize attractive intermolecular contacts.%*

1.3 REFERENCES

1. N. Peppas, Y. Huang, M. Torres-Lugo, J. Ward, and J. Zhang. “Physicochemical foundations and struc-
tural design of hydrogels in medicine and biology”. Annual review of biomedical engineering 2.1 (2000),
pp. 9-29. DOI: 10.1146/annurev.bioeng.2.1.9.

2. J. J. Pignatello and B. Xing. “Mechanisms of slow sorption of organic chemicals to natural particles”.
Environmental Science & Technology 30.1 (1995), pp. 1-11. DOI: 10.1021/es940683g.

3. N. Chen. Shape selective catalysis in industrial applications. Vol. 65. CRC press, 1996.

4. W. Vermeiren and J.-P. Gilson. “Impact of Zeolites on the Petroleum and Petrochemical Industry”. Topics
in Catalysis 52.9 (2009), pp. 1131-1161. por: 10.1007/s11244-009-9271-8.

5.  P. M. Rhee, C. Brown, M. Martin, A. Salim, D. Plurad, D. Green, L. Chambers, D. Demetriades, G.
Velmahos, and H. Alam. “QuikClot Use in Trauma for Hemorrhage Control: Case Series of 103 Doc-
umented Uses”. Journal of Trauma-Injury Infection 64.4 (2008), pp. 1093-1099. por: 10. 1097 /TA .
0b013e31812f6dbc.


http://dx.doi.org/10.1146/annurev.bioeng.2.1.9
http://dx.doi.org/10.1021/es940683g
http://dx.doi.org/10.1007/s11244-009-9271-8
http://dx.doi.org/10.1097/TA.0b013e31812f6dbc
http://dx.doi.org/10.1097/TA.0b013e31812f6dbc

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

F. A. Mumpton. “La roca magica: Uses of natural zeolites in agriculture and industry”. Proceedings of
the National Academy of Sciences 96.7 (1999), pp. 3463-3470. DOI: 10.1073/pnas.96.7.3463.

J. Rouquerol, D. Avnir, C. W. Fairbridge, D. H. Everett, J. M. Haynes, N. Pernicone, J. D. F. Ramsay,
K. S. W. Sing, and K. K. Unger. “Recommendations for the characterization of porous solids (Technical
Report)”. Pure and Applied Chemistry 66.8 (1994), pp. 1739-1758. DOI: 10.1351/pac199466081739.

M. E. Davis. “Ordered porous materials for emerging applications”. Nature 417.6891 (2002), pp. 813-821.
DOIL: 10.1038/nature00785.

N. B. McKeown. “Nanoporous molecular crystals”. Journal of Materials Chemistry 20.47 (2010), pp. 10588—
10597. po1: 10.1039/C0JMO1867H.

H. Li, M. Eddaoudi, M. O’Keeffe, and O. M. Yaghi. “Design and synthesis of an exceptionally stable and
highly porous metal-organic framework”. Nature 402.6759 (1999), pp. 276-279. DOI: 10.1038/46248.

C. S. Cundy and P. A. Cox. “The Hydrothermal Synthesis of Zeolites: History and Development from the
Earliest Days to the Present Time”. Chemical Reviews 103.3 (2003), pp. 663—702. DOI: 10.1021/cr0200601i.

O. M. Yaghi, H. Li, C. Davis, D. Richardson, and T. L. Groy. “Synthetic Strategies, Structure Patterns,
and Emerging Properties in the Chemistry of Modular Porous Solids”. Accounts of Chemical Research
31.8 (1998), pp. 474-484. pOI: 10.1021/ar970151f.

H. Furukawa, K. E. Cordova, M. O’Keeffe, and O. M. Yaghi. “The Chemistry and Applications of Metal-
Organic Frameworks”. Science 341.6149 (2013). DOIL: 10.1126/science.1230444.

O. M. Yaghi, M. O’Keeffe, N. W. Ockwig, H. K. Chae, M. Eddaoudi, and J. Kim. “Reticular synthesis
and the design of new materials”. Nature 423.6941 (2003), pp. 705-714. DOI: 10.1038/nature01650.

M. Eddaoudi, J. Kim, N. Rosi, D. Vodak, J. Wachter, M. O’Keeffe, and O. M. Yaghi. “Systematic Design
of Pore Size and Functionality in Isoreticular MOFs and Their Application in Methane Storage”. Science
295.5554 (2002), pp. 469-472. DOI: 10.1126/science.1067208.

Z. Wang and S. M. Cohen. “Postsynthetic modification of metal-organic frameworks”. Chemical Society
Reviews 38 (5 2009), pp. 1315-1329. poI: 10.1039/B802258P.

H. Deng, C. J. Doonan, H. Furukawa, R. B. Ferreira, J. Towne, C. B. Knobler, B. Wang, and O. M. Yaghi.
“Multiple Functional Groups of Varying Ratios in Metal-Organic Frameworks”. Science 327.5967 (2010),
pp. 846-850. DOI: 10.1126/science.1181761.

J. D. Evans, C. J. Sumby, and C. J. Doonan. “Post-synthetic metalation of metal-organic frameworks”.
Chemical Society Reviews 43.16 (2014), pp. 5933-5951. DOI: 10.1039/C4CS00076E.

T. D. Keene, D. Rankine, J. D. Evans, P. D. Southon, C. J. Kepert, J. B. Aitken, C. J. Sumby, and C. J.
Doonan. “Solvent-modified dynamic porosity in chiral 3D kagome frameworks”. Dalton Transactions 42.22
(2013), pp. 7871-7879. DOI: 10.1039/C3DTO0096F.

A. P. Coté, A. 1. Benin, N. W. Ockwig, M. O’Keeffe, A. J. Matzger, and O. M. Yaghi. “Porous, Crystalline,
Covalent Organic Frameworks”. Science 310.5751 (2005), pp. 1166-1170. DOI: 10.1126/science.1120411.

G. Zhang and M. Mastalerz. “Organic cage compounds — from shape-persistency to function”. Chemical
Society Reviews 43.6 (2014), pp. 1934-1947. por: 10.1039/C3CS60358J.

D. J. Tranchemontagne, Z. Ni, M. O’Keeffe, and O. M. Yaghi. “Reticular Chemistry of Metal-Organic
Polyhedra”. Angewandte Chemie International Edition 47.28 (2008), pp. 5136-5147. DOI: 10.1002/anie.
200705008.

A. F. Bushell, P. M. Budd, M. P. Attfield, J. T. A. Jones, T. Hasell, A. I. Cooper, P. Bernardo, F.
Bazzarelli, G. Clarizia, and J. C. Jansen. “Nanoporous Organic Polymer/Cage Composite Membranes”.
Angewandte Chemie International Edition 52.4 (2013), pp. 1253-1256. DOI: 10.1002/anie.201206339.

J. J. Perry IV, J. A. Perman, and M. J. Zaworotko. “Design and synthesis of metal-organic frameworks
using metal-organic polyhedra as supermolecular building blocks”. Chemical Society Reviews 38 (5 2009),
pp. 1400-1417. DOI: 10.1039/B807086P.

T. Hasell et al. “Controlling the Crystallization of Porous Organic Cages: Molecular Analogs of Isoreticular
Frameworks Using Shape-Specific Directing Solvents”. Journal of the American Chemical Society 136.4
(2014), pp. 1438-1448. DOL: 10.1021/ja409594s.

E. O. Pyzer-Knapp, H. P. G. Thompson, F. Schiffmann, K. E. Jelfs, S. Y. Chong, M. A. Little, A. I.
Cooper, and G. M. Day. “Predicted crystal energy landscapes of porous organic cages”. Chemical Science
5.6 (2014), pp. 2235-2245. DOI: 10.1039/C4SCO0095A.


http://dx.doi.org/10.1073/pnas.96.7.3463
http://dx.doi.org/10.1351/pac199466081739
http://dx.doi.org/10.1038/nature00785
http://dx.doi.org/10.1039/C0JM01867H
http://dx.doi.org/10.1038/46248
http://dx.doi.org/10.1021/cr020060i
http://dx.doi.org/10.1021/ar970151f
http://dx.doi.org/10.1126/science.1230444
http://dx.doi.org/10.1038/nature01650
http://dx.doi.org/10.1126/science.1067208
http://dx.doi.org/10.1039/B802258P
http://dx.doi.org/10.1126/science.1181761
http://dx.doi.org/10.1039/C4CS00076E
http://dx.doi.org/10.1039/C3DT00096F
http://dx.doi.org/10.1126/science.1120411
http://dx.doi.org/10.1039/C3CS60358J
http://dx.doi.org/10.1002/anie.200705008
http://dx.doi.org/10.1002/anie.200705008
http://dx.doi.org/10.1002/anie.201206339
http://dx.doi.org/10.1039/B807086P
http://dx.doi.org/10.1021/ja409594s
http://dx.doi.org/10.1039/C4SC00095A

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

J. T. A. Jones et al. “On—Off Porosity Switching in a Molecular Organic Solid”. Angewandte Chemie
International Edition 50.3 (2011), pp. 749-753. DOIL: 10.1002/anie.201006030.

T. Hasell, S. Y. Chong, M. Schmidtmann, D. J. Adams, and A. I. Cooper. “Porous Organic Alloys”.
Angewandte Chemie International Edition 51.29 (2012), pp. 7154-7157. DOI: 10.1002/anie.201202849.

S. Jiang, K. E. Jelfs, D. Holden, T. Hasell, S. Y. Chong, M. Haranczyk, A. Trewin, and A. I. Cooper.
“Molecular Dynamics Simulations of Gas Selectivity in Amorphous Porous Molecular Solids”. Journal of
the American Chemical Society 135.47 (2013), pp. 17818-17830. DOI: 10.1021/ja407374k.

E. V. Perez, K. J. B. Jr., J. P. Ferraris, and I. H. Musselman. “Metal-organic polyhedra 18 mixed-matrix
membranes for gas separation”. Journal of Membrane Science 463 (2014), pp. 82-93. poI: 10.1016/j.
memsci.2014.03.045.

M. Fujita. “Metal-directed self-assembly of two- and three-dimensional synthetic receptors”. Chemical
Society Reviews 27 (6 1998), pp. 417-425. DOL: 10.1039/A8274177Z.

J. E. M. Lewis, E. L. Gavey, S. A. Cameron, and J. D. Crowley. “Stimuli-responsive PdsL4 metallo-
supramolecular cages: towards targeted cisplatin drug delivery”. Chemical Science 3 (3 2012), pp. 778—
784. DOI: 10.1039/C2SCO0899H.

A. C. Sudik, A. R. Millward, N. W. Ockwig, A. P. Coté, J. Kim, and O. M. Yaghi. “Design, Synthesis,
Structure, and Gas (Ng, Ar, CO3, CHy, and Hy) Sorption Properties of Porous Metal-Organic Tetrahedral
and Heterocuboidal Polyhedra”. Journal of the American Chemical Society 127.19 (2005), pp. 7110-7118.
DOL: 10.1021/ja042802q.

M. Eddaoudi, J. Kim, J. B. Wachter, H. K. Chae, M. O’Keeffe, and O. M. Yaghi. “Porous Metal—Organic
Polyhedra: 25 ACuboctahedron Constructed from 12 Cug (CO2)4 Paddle-Wheel Building Blocks”. Journal
of the American Chemical Society 123.18 (2001), pp. 4368-4369. DOI: 10.1021/ja0104352.

H. Li, M. Eddaoudi, T. L. Groy, and O. M. Yaghi. “Establishing Microporosity in Open Metal-Organic
Frameworks: Gas Sorption Isotherms for Zn(BDC) (BDC = 1,4-Benzenedicarboxylate)”. Journal of the
American Chemical Society 120.33 (1998), pp. 8571-8572. DOI: 10.1021/j2a981669x.

J.-R. Li and H.-C. Zhou. “Bridging-ligand-substitution strategy for the preparation of metal-organic
polyhedra”. Nature Chemistry 2.10 (2010), pp. 893-898. pDOI: 10.1038/nchem.803.

J.-R. Li, J. Yu, W. Lu, L.-B. Sun, J. Sculley, P. B. Balbuena, and H.-C. Zhou. “Porous materials with pre-
designed single-molecule traps for CO2 selective adsorption”. Nature Communications 4 (2013), p. 1538.
DOI: 10.1038/ncomms2552.

T. Tozawa et al. “Porous organic cages”. Nature Materials 8.12 (2009), pp. 973-978. pOI: 10. 1038/
nmat2545.

S. J. Rowan, S. J. Cantrill, G. R. L. Cousins, J. K. M. Sanders, and J. F. Stoddart. “Dynamic Covalent
Chemistry”. Angewandte Chemie International Edition 41.6 (2002), pp. 898-952. po1: 10.1002/1521-
3773(20020315)41:6<898: : AID-ANIE898>3.0.C0;2-E.

D. P. Lydon, N. L. Campbell, D. J. Adams, and A. I. Cooper. “Scalable Synthesis for Porous Organic
Cages”. Synthetic Communications 41.14 (2011), pp. 2146-2151. DOI: 10.1080/00397911.2010.499487.

M. Mastalerz, M. W. Schneider, I. M. Oppel, and O. Presly. “A Salicylbisimine Cage Compound with
High Surface Area and Selective CO3/CHy Adsorption”. Angewandte Chemie International Edition 50.5
(2011), pp. 1046-1051. por: 10.1002/anie.201005301.

M. Mastalerz. “One-pot synthesis of a shape-persistent endo-functionalised nano-sized adamantoid com-
pound”. Chemical Communications 39 (2008), pp. 4756—4758. DOI: 10.1039/B808990F.

M. W. Schneider, H.-J. S. Hauswald, R. Stoll, and M. Mastalerz. “A shape-persistent exo-functionalized
[4 + 6] imine cage compound with a very high specific surface area”. Chemical Communications 48.79
(2012), pp. 9861-9863. DOIL: 10.1039/C2CC35002E.

M. W. Schneider, I. M. Oppel, H. Ott, L. G. Lechner, H.-J. S. Hauswald, R. Stoll, and M. Mastalerz.
“Periphery-Substituted [4+6] Salicylbisimine Cage Compounds with Exceptionally High Surface Areas:
Influence of the Molecular Structure on Nitrogen Sorption Properties”. Chemistry — A European Journal
18.3 (2012), pp. 836-847. DOL: 10.1002/chem.201102857.

M. W. Schneider, I. M. Oppel, and M. Mastalerz. “Exo-Functionalized Shape-Persistent [2+3] Cage
Compounds: Influence of Molecular Rigidity on Formation and Permanent Porosity”. Chemistry — A
European Journal 18.14 (2012), pp. 4156-4160. DOI: 10.1002/chem.201200032.

10


http://dx.doi.org/10.1002/anie.201006030
http://dx.doi.org/10.1002/anie.201202849
http://dx.doi.org/10.1021/ja407374k
http://dx.doi.org/10.1016/j.memsci.2014.03.045
http://dx.doi.org/10.1016/j.memsci.2014.03.045
http://dx.doi.org/10.1039/A827417Z
http://dx.doi.org/10.1039/C2SC00899H
http://dx.doi.org/10.1021/ja042802q
http://dx.doi.org/10.1021/ja0104352
http://dx.doi.org/10.1021/ja981669x
http://dx.doi.org/10.1038/nchem.803
http://dx.doi.org/10.1038/ncomms2552
http://dx.doi.org/10.1038/nmat2545
http://dx.doi.org/10.1038/nmat2545
http://dx.doi.org/10.1080/00397911.2010.499487
http://dx.doi.org/10.1002/anie.201005301
http://dx.doi.org/10.1039/B808990F
http://dx.doi.org/10.1039/C2CC35002E
http://dx.doi.org/10.1002/chem.201102857
http://dx.doi.org/10.1002/chem.201200032

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

G. Zhang, O. Presly, F. White, I. M. Oppel, and M. Mastalerz. “A Permanent Mesoporous Organic
Cage with an Exceptionally High Surface Area”. Angewandte Chemie International Edition 53.6 (2014),
pp- 1516-1520. DOI: 10.1002/anie.201308924.

G. Zhang, O. Presly, F. White, I. M. Oppel, and M. Mastalerz. “A shape-persistent quadruply interlocked
giant cage catenane with two distinct pores in the solid state”. Angewandte Chemie International Edition
53.20 (2014), pp. 5126-5130. DOIL: 10.1002/anie.201400285.

A. Avellaneda, P. Valente, A. Burgun, J. D. Evans, A. W. Markwell-Heys, D. Rankine, D. J. Nielsen, M. R.
Hill, C. J. Sumby, and C. J. Doonan. “Kinetically Controlled Porosity in a Robust Organic Cage Material”.
Angewandte Chemie International Edition 52.13 (2013), pp. 3746-3749. DOI: 10.1002/anie.201209922.

C. Zhang, Q. Wang, H. Long, and W. Zhang. “A Highly C70 Selective Shape-Persistent Rectangular
Prism Constructed through One-Step Alkyne Metathesis”. Journal of the American Chemical Society
133.51 (2011), pp. 20995-21001. pOI: 10.1021/ja210418t.

J. D. Evans, C. J. Sumby, and C. J. Doonan. “Synthesis and Applications of Porous Organic Cages”.
Chemistry Letters (2015). DOIL: 10.1246/c1.150021.

M. Liu, M. A. Little, K. E. Jelfs, J. T. A. Jones, M. Schmidtmann, S. Y. Chong, T. Hasell, and A. I.
Cooper. “Acid- and Base-Stable Porous Organic Cages: Shape Persistence and pH Stability via Post-
synthetic “Tying” of a Flexible Amine Cage”. Journal of the American Chemical Society 136.21 (2014),
pp. 7583-7586. DOI: 10.1021/ja503223].

M. W. Schneider, I. M. Oppel, A. Griffin, and M. Mastalerz. “Post-Modification of the Interior of Porous
Shape-Persistent Organic Cage Compounds”. Angewandte Chemie International Edition 52.13 (2013),
pp. 3611-3615. DOI: 10.1002/anie.201208156.

O. K. Farha, I. Eryazici, N. C. Jeong, B. G. Hauser, C. E. Wilmer, A. A. Sarjeant, R. Q. Snurr, S. T.
Nguyen, A. O. Yazaydin, and J. T. Hupp. “Metal-Organic Framework Materials with Ultrahigh Surface
Areas: Is the Sky the Limit?” Journal of the American Chemical Society 134.36 (2012), pp. 15016-15021.
DOI: 10.1021/3ja3055639.

H. M. El-Kaderi, J. R. Hunt, J. L. Mendoza-Cortés, A. P. Cété, R. E. Taylor, M. O’Keeffe, and O. M.
Yaghi. “Designed Synthesis of 3D Covalent Organic Frameworks”. Science 316.5822 (2007), pp. 268-272.
DOI: 10.1126/science.1139915.

T. Ben et al. “Targeted Synthesis of a Porous Aromatic Framework with High Stability and Exceptionally
High Surface Area”. Angewandte Chemie International Edition 48.50 (2009), pp. 9457-9460. DOI: 10.1002/
anie.200904637.

M. Hu, J. Reboul, S. Furukawa, N. L. Torad, Q. Ji, P. Srinivasu, K. Ariga, S. Kitagawa, and Y. Yamauchi.
“Direct Carbonization of Al-Based Porous Coordination Polymer for Synthesis of Nanoporous Carbon”.
Journal of the American Chemical Society 134.6 (2012), pp. 2864-2867. DOI: 10.1021/ja208940u.

J. Tian, P. K. Thallapally, and B. P. McGrail. “Porous organic molecular materials”. CrystEngComm 14.6
(2012), p. 1909. DOI: 10.1039/c2ce064577.

S. J. Dalgarno, P. K. Thallapally, L. J. Barbour, and J. L. Atwood. “Engineering void space in organic
van der Waals crystals: calixarenes lead the way”. Chemical Society Reviews 36.2 (2007), pp. 236-245.
DOI: 10.1039/B606047C.

R. M. Barrer and V. H. Shanson. “Dianin’s compound as a zeolitic sorbent”. Journal of the Chemical
Society, Chemical Communications 9 (1976), p. 333. DOI: 10.1039/c39760000333.

P. Sozzani, S. Bracco, A. Comotti, L. Ferretti, and R. Simonutti. “Methane and Carbon Dioxide Storage
in a Porous van der Waals Crystal”. Angewandte Chemie International Edition 44.12 (2005), pp. 1816—
1820. DOI: 10.1002/anie.200461704.

K. J. Msayib et al. “Nitrogen and Hydrogen Adsorption by an Organic Microporous Crystal”. Angewandte
Chemie International Edition 48.18 (2009), pp. 3273-3277. DOI: 10.1002/anie.200900234.

J. L. Atwood, L. J. Barbour, and A. Jerga. “Storage of Methane and Freon by Interstitial van der Waals
Confinement”. Science 296.5577 (2002), pp. 2367-2369. DOI: 10.1126/science.1072252.

J. L. Atwood. “Guest Transport in a Nonporous Organic Solid via Dynamic van der Waals Cooperativity”.
Science 298.5595 (2002), pp. 1000-1002. pOI: 10.1126/science.1077591.

L. J. Barbour. “Crystal porosity and the burden of proof”. Chemical Communications 11 (2006), p. 1163.
DOI: 10.1039/b515612m.

11


http://dx.doi.org/10.1002/anie.201308924
http://dx.doi.org/10.1002/anie.201400285
http://dx.doi.org/10.1002/anie.201209922
http://dx.doi.org/10.1021/ja210418t
http://dx.doi.org/10.1246/cl.150021
http://dx.doi.org/10.1021/ja503223j
http://dx.doi.org/10.1002/anie.201208156
http://dx.doi.org/10.1021/ja3055639
http://dx.doi.org/10.1126/science.1139915
http://dx.doi.org/10.1002/anie.200904637
http://dx.doi.org/10.1002/anie.200904637
http://dx.doi.org/10.1021/ja208940u
http://dx.doi.org/10.1039/c2ce06457j
http://dx.doi.org/10.1039/B606047C
http://dx.doi.org/10.1039/c39760000333
http://dx.doi.org/10.1002/anie.200461704
http://dx.doi.org/10.1002/anie.200900234
http://dx.doi.org/10.1126/science.1072252
http://dx.doi.org/10.1126/science.1077591
http://dx.doi.org/10.1039/b515612m

12



Computational Methods

A number of interesting and complex porous materials are of interest for ap-
plications in gas storage, separation and catalysis. An important tool used by
researchers in this field is modeling and simulation. The computational prediction
of structure, adsorption, and diffusion allows for in silico discovery and ranking
of novel structures in addition to atomistic insight into many of the complex

behaviors present in these systems.

2.1 PORE IDENTIFICATION AND ANALYSIS

Surface area and pore metrics are vital characteristics of porous materials, par-
ticularly for applications in gas storage and separation where the performance of
materials is often correlated with these quantities. Notably, metal-organic frame-
works (MOFs) are reported to have very high surface areas, over 7000 m%.g=*.!
However, the surface area cannot be measured directly from experiments. Surface
area is commonly obtained by the application of Brunauer-Emmett—Teller (BET)
theory to a N, isotherm obtained at 77 K. This is a standard procedure that al-
lows for comparisons among different materials.? The BET method considers the
multilayer adsorption of gas molecules, but the method relies on a number of as-
sumptions: adsorption occurs on a homogeneous surface, no interaction between
multilayers and Langmuir theory is applicable to each layer. Practically, BET
theory is applied by plotting }/[(po /p) — 1] against pg/p, where v is the quantity
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‘ framework atom
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Figure 2.1: Representation of the geometric method used to measure the pore volume
and surface area in porous materials.

of adsorbed gas and p and p, are the equilibrium and saturation pressure of the
adsorbate at the temperature of adsorption. This will produce a linear plot for
the pressure range 0.05 < po/p < 0.35, with the slope and intercept directly
related to the monolayer adsorbed quantity which is subsequently related to the
specific surface area of the material. However, the assumptions of a homogeneous
and well-defined surface may not hold true for the microporous materials present
in this work. Additionally, experimental measurement of the surface area does
not give insight into the atom-level properties that give rise to the surface area
of the material.

There are a number of algorithms and tools that can be used to obtain pore
metrics from a periodic structure, which is generally available for these crys-
talline materials.® In the most direct method, the surface area and pore volume
can be calculated geometrically from the crystal structure, as illustrated in Fig-
ure 2.1.%° In these methods, the surface area corresponds to the area traced out
by the center of a probe particle as the probe is moved across the surface of the
framework atoms. Porosity can be calculated from straightforward Monte Carlo
integration where the probe particle is randomly inserted into the framework and
subsequently tested for overlap. The probes that do not overlap with framework
atoms are used to measure the surface area. Importantly, the probe size in these
methods can be equivalent to the diameters of adsorbates of interest and the
surface that is mapped can be visualized to give further information of the pore

space.
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A

4 Inaccessible

Figure 2.2: lllustration of a Voronoi decomposition of 10 randomly placed points (a)
and an example of the pore metrics obtainable from the Zeo++ package®® (b). The
limiting pore diameter (LPD) and maximum pore diameters (MPD) can be obtained for
pore channels and maximum void diameters (MVD) can be found for inaccessible voids
present within the structure.

Another method that is employed by the Zeo++ package, used extensively
in this work, relies on an efficient Voronoi decomposition to provide geometric
characteristics of the void space as well as the pore accessibility information.°
Voronoi decomposition is a mathematical formulation that in two-dimensions is
used to partition a plane with a number of points into convex polygons such that
each polygon contains precisely one point and polygon vertices are equidistant
to three or more points,” as illustrated in Figure 2.2a. Accordingly, when gener-
alized to a three-dimensional porous periodic structure, Voronoi decomposition
and network analysis can provide fundamental parameters such as the diameter
of the largest free sphere that can be inserted into the pore network in addition
to more detailed information about pore space geometry and dimensionality, as
shown in Figure 2.2b.?

The methods described above are essential tools for the investigation of porous
materials and have been applied to justify BET surface areas for characterization
of crystalline nanoporous materials.” Additionally, they are vital to the visualiza-
tion and determination of the origin of porosity in molecular materials, in which
surface area can arise from the intrinsic volume of cage units, extrinsic voids or a
combination of both.® However, the methods above rely upon a rigid well-defined
periodic structure in order to apply the analysis. Notably, this is not necessarily
the case for porous organic cages (POCs) and molecular crystals that are flexible

as a result of weak crystal packing forces or are found to be amorphous.”!’
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Cooper and coworkers have made a number of advances in this area. The
dynamic pore topologies present in a POC were successfully captured using a
combination of molecular dynamics (MD) simulations and Voronoi decomposi-
tion.'! The “void space histogram” presented in their work was able to illustrate
transient pore channels which facilitate the diffusion of gases that are larger than
the static limiting pore diameters measured from an X-ray crystal structure. Ad-
ditionally, the group has also demonstrated an atomistic understanding of H, /N,
separations in amorphous porous solids composed of POCs. Here, MD routines
were used to create a random periodic system that could be analyzed with stan-

dard pore identification techniques.”

2.2 CLASSICAL MOLECULAR DYNAMICS

Often classical molecular simulations are used describe the geometry and dynam-
ics of adsorbates and the framework structure. Typical molecular dynamics (MD)
simulations can be performed on systems containing over 100 000 atoms for sim-
ulation times ranging from a few nanoseconds to hundreds of nanoseconds. This
allows molecular level insight into macroscopic material properties, particularly
diffusion.

The motion of molecules in MD is determined by numerically solving Newton’s
equations of motion, displayed in Equation 2.1. The force, F'; experienced by a
particle ¢ of mass m; and position r is equal to the negative the gradient, V;, of
the potential energy of the system defined by the interatomic potential energy
function (force field), U(r"). Importantly, the potentials are parameterized such
to reproduce the molecular geometry or thermodynamic properties reported ex-
perimentally or described by higher level ab initio calculations. Newton’s second
law relates this force to the particle’s mass multiplied by the second derivative of
its position, r;, with respect to time, t, 7.e. the particle’s acceleration.

Fi(r") = -V,U(r") = mi% (2.1)

The general functional form of the potential energy function in molecular me-
chanics includes bonded terms for interactions of atoms that are linked by covalent
bonds, and nonbonded or noncovalent terms that describe long-range electrostatic
and van der Waals forces. The specific decomposition of the terms depends on
the force field applied, but a general form for the total energy in an additive force
field is illustrated in Equation 2.2, Equation 2.3 and Equation 2.4.'2
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Utotal - Ubonded + Unonbonded (22)
Ubonded = Ubond + Uangle + Udihedral (2.3)

Unonbonded = Uelectrostatic + Uvan der Waals (24)

For atomistic systems intermolecular forces between atoms are generally de-
scribed by Coulombic interactions and the Lennard-Jones potential for the elec-
trostatic and van der Waals forces, respectively. Typical forms of these functionals
for particles ¢, j are displayed Equation 2.5 and Equation 2.6. €;; and o;; repre-
sent Lennard-Jones energy and diameter parameters and ¢ is the permittivity of

free space.

L gig
471'60 Tij

12 6
Uvan der Waals(rij) = 457,'j [( ]) - ( J) ] (26)
Tij Tij

In addition, potentials that describe bond lengths, bond angles and dihedral

(2.5)

Uelectrostatic (Tij )

angles are generally represented by harmonic oscillator functional forms. Ex-
amples for bonded potentials are illustrated in Equation 2.7, Equation 2.8 and
Equation 2.9. For a system of particles 4, j, & and [ where k;;, r;, and A;ju

represent fitting parameters.

ki

Ubond(lij) = #(lij_lij,O)Q (2.7)
Kij

Uangle(Oijk) = ij(eijk_gijk,0>2 (2.8)
4

Udihedral(¢ijkl) = ZAijleOSn(¢ijkl) (2-9)
n=0

In this thesis, the force fields used have been specifically parametrized for the
description of gas molecules and optimized to describe a multitude of organic
crystal structures.'®!'* It has been noted, however, that molecular materials com-
prise of weak intermolecular interactions and the dynamics and flexibility of these
systems may not be adequately described by common force fields. As a result,
Holden et al. have reported the reparameterization of a polymer force field us-
ing density functional theory (DFT) calculations to better describe the imine

angle and dihedrals present in a POC in addition to scaling van der Waals in-
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teractions.'® This force field was used to carry out MD simulations of the POC
system to rationalize the N, adsorption, as the static structure would show re-
stricted diffusion. Additionally, the force field has been used in a number of other
studies.” 116,17

An important application of MD is to measure the self-diffusion of gases in
a porous materials. This is achieved by using a MD trajectory, comprising the
positions of gas molecules moving within the pores of a structure. The average
slope of mean-squared displacement of the gas molecule at long times is used
with the Einstein relationship in Equation 2.10 to find the self-diffusivity, Dsq,
of the gas molecules from the coordinates, r, of the molecules as a function
of time, t, and the number of simulation atoms, N. The self-diffusivity is an
important quantity that can be subsequently used to find the permeability and
kinetic selectivity of a gas to measure the effectiveness of the material towards

the application of gas separation.'®

N
D — 2 2.1
self — N Hoo dt Z TZ 0)] > ( O)

For many studies, the framework dynamics have been ignored by freezing the
experimental geometry of the framework when simulating gas diffusion.'*?* How-
ever, Amirjalayer and coworkers?? after investigating the diffusion of benzene in
both rigid and flexible MOF-5, using MD, concluded that a rigid framework re-
sults in a higher diffusion coefficient than a flexible framework. When the lattice
motion was included, the self-diffusivity of benzene was predicted to be 2.49 x
107 m?.s7!, comparable to experimental measurements of 2.0 x 107 m2.s71.%
Clearly, including the flexibility of framework allows for an accurate mechanism
of molecular transport to be captured. This is extremely important for molecular
materials, in which the pores are constructed by weak and flexible non-covalent

interactions.

2.3 GRAND CANONICAL MONTE CARLO SIMULATIONS

Grand canonical Monte Carlo (GCMC) simulations can be used to quantify gas
adsorption computationally. In these simulations the volume, temperature and
chemical potential are held fixed while the number of molecules adsorbed in the
porous structure is allowed to fluctuate. This imitates the experimental system,

in which the adsorbed phase is at equilibrium with a gas reservoir.
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GCMC simulations consist of trial displacement, insertion and removal of gas
molecules in the framework structure. The criteria for accepting a trial displace-
ment is described by the Metropolis algorithm. In the Metropolis algorithm the
below steps are followed until a move is accepted. Please note 5 = 1/kgT, where

kg is the Boltzmann constant and T temperature.

1. Calculate potential energy (U;) of the initial state.

2. Choose a trial displacement of a random molecule from a uniform random

distribution.
3. Calculate the potential energy of the new state (Uy).
4. It Uy < U;, accept the move.

5. If Us > U, select a random number, w, where w € [0, 1] from a uniform

distribution and if exp[—8(Us — U;)] > w, accept the move.

6. Repeat steps 2-5.

Importantly, for GCMC simulations criteria for accepting the trial insertion and
deletions of gas molecules have the particular form, described in Equation 2.11
and Equation 2.12. These acceptance rules include the number of particles (),
chemical potential (x) and the de Broglie thermal wavelength (A). Though the
simulation includes only the gas in the framework, the imposition of chemical
potential (x) and temperature (7') captures the behavior of an external gas reser-

VOIr.

, V
ACCN s N+1 — mln[l, m exp[—B(UNH — UN)] (211)
3
accyn—1 = min[l, exp[—f(p+ Un-1 — Un)] (2.12)

Finally, millions of these particle insertions, translations, rotations and dele-
tions are performed. The results are subsequently averaged over the multitude
of trials to obtain the number of particles for a given chemical potential (x) and
temperature (7"). Frenkel and Smit have detailed descriptions and applications
of this simulation method.?* It is noted that for comparison to experiment the
quantity of gas adsorbed is plotted against pressure (p), not the chemical po-

tential (). Fortunately, these quantities are related by the equation displayed
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in Equation 2.13, where ¢ is the fugacity coefficient of the particular gas, which
can be obtained from an experimental equation of state. For an ideal gas ¢ = 1.
Furthermore, many simulations can be completed at varying pressure to produce

an adsorption isotherm.?

BpA?
¢

To obtain accurate results from GCMC simulations, the adsorbate-adsorbate,

exp(Bu) = (2.13)

adsorbate-framework, van der Waals and Coulombic interactions must be pre-
cisely modeled, captured by the function U. Fortunately, there have been a
number of studies that have systematically parametrized potentials for these in-
teractions and good agreement has been observed for many porous materials.?6-2"

The flexibility of porous materials and range of adsorbates are common chal-
lenges to using standard GCMC routines that often require a static framework and
simple adsorbate sizes. However, Dubbeldam and coworkers have demonstrated
that a flexible MOF', which displays a stepped isotherm, can been accurately sim-
ulated using a hybrid GCMC/MD simulation.?® Additionally, inaccessible voids
can be blocked during the simulations to better describe pockets within the struc-
ture that may not be accessible during the adsorption process.***! Despite these
challenges, the power of this method is clear with Chen et al. predicting ac-
curately the performance of a POC for chiral and noble gas separations.'® In
their work, they were successfully able to quantitatively predict Kr, Xe and Rn
isotherms in addition to showing good agreement to the separation of a racemic

mixture of 1-phenylethanol.

2.4 DENSITY FUNCTIONAL THEORY

The methods described previously employ classical approaches that in turn treat
molecules and atoms as particles that have a potential energy parameterized
by a force field. As demonstrated, this approach works well for a number of
applications. However, these methods cannot give accurate insight into optical,
electronic and magnetic properties that require a quantum mechanical description
of the system. Many of the porous materials investigated in this thesis comprise
organic components that interact primarily by van der Waals interactions and are
not readily polarized. As such, electronic structure calculations are unnecessary
as the parameterized classical methods describe the system with good accuracy.

However, for MOFs and metal-organic polyhedra (MOP), systems that contain
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open metal sites, quantum interactions with adsorbates are vital to consider.??
Among many quantum-chemical methods available, DF'T is a popular choice for
electronic structure calculation because of the accuracy obtained for relatively
cheap computational cost.??

In the application of a quantum description of a molecule not only the coordi-
nates of atoms must be defined, as is the case with classical simulations, but both
the components of the atom, namely the nucleus and surrounding electrons.?* A
principal observation in this area is that atomic nuclei are orders of magnitude
heavier than electrons and as such electrons will respond to changes in the envi-
ronment and the nuclei are treated as fixed. This results in the Born-Oppenheimer
approximation which leads to a definition of a molecular wave function in terms of
electron positions and nuclei positions. Fundamentally, in quantum simulations
of electronic ground-state properties, the wave function is to be solved (¢) to
satisfy the Schrodinger equation to give the energy (F) of the system. An exam-
ple of the Schrodinger equation for multiple electrons interacting with multiple
fixed nuclei is given in Equation 2.14, Equation 2.15 and Equation 2.16. In these

equations m is the electron mass and the Hamiltonian (H) has the terms relating

to the kinetic energy of each electron (T), the interaction energy between the
atomic nuclei and each electron (V) and finally the interaction energy between

A~

different electrons (i and j) for N electrons (U).

~

Ay = B¢ (2.14)
[T+V+U]¢ - By (215)

R N N N
=1 =1

i=1 j<i

v = Ey  (2.16)

The complete wave function is complicated even for a simple molecule owing to
the many electrons of each atom. For instance, the full electronic wave function for
CO, is a 66-dimensional function. Furthermore, the electron—electron interaction
term of the Hamiltonian (sz\il >_j<i U(ri,mj)) is crucial and requires considering
the correlations of each individual electron with all the other electrons. Therefore,
the wave function of the system is a complicated function that makes an exact
or analytical solution impractical. Notably, wave functions cannot be directly
observed, however, Equation 2.17 illustrates how the density of electrons (n(r))

is determined from the individual electron wave functions, ;.

n(r) =23 i (r)vi(r) (2.17)
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DFT methods apply two Hohenberg—Kohn theorems to reduce the complexity
of the problem immensely. The first states that the ground-state energy (and
other properties) is determined uniquely by the ground-state electron density.
As a consequence, a solution to the Schrodinger equation requires a function
of three spatial coordinates, the electron density, rather than the original wave
function, which has 3N variables for N electrons. The second states that the
correct electron density minimizes the overall energy functional and subsequently
corresponds to the solution of the Schrédinger equation. This theorem affords a
direction towards finding the electron density of the system. Kohn and Sham,
applied these theorems to show the correct electron density can be determined by
solving a set of single electron equations of the form illustrated in Equation 2.18.
The solution of these equations are straightforward single-electron wave functions

that depend on three spatial coordinates.

_%V2 + V(’P) + VH(’I") + ch(’r') 77/}2(7”) = 51‘#&‘(7") (2.18)

The Kohn-Sham equations contain three potentials V', Vi and Vx¢. The first,
V', describes the interaction between an electron and the collection of atomic
nuclei, similar to V. This potential has a simple analytical form. The second,
Vi, describes the repulsion between the single-electron and the total electron
density. It is the named the Hartree potential and is defined by Equation 2.19,
where the electron density is given by n. Importantly, this potential includes a
self-interaction contribution as the Kohn-Sham equation describing the electron
is also a member of the total electron density. Thus, Vj includes an unphys-
ical Coulombic interaction concerning an electron and itself which is corrected
for in Vx¢. This final potential, V¢, characterizes the electron exchange and
correlation interactions to the single-electron Kohn-Sham equations. The poten-
tial is formally defined as a “functional derivative” of the exchange—correlation
energy (Fxc) which is not known, except for a free electron gas. Nevertheless,
approximations exist, which permit the calculation of certain physical quantities

accurately.

Vi(r) = ¢ / %dz”r’ (2.19)

To solve the Kohn—Sham equations, the definition of Hartree potential (V)
requires the electron density (n), which depends on the single-electron wave func-
tions (¢;), which in turn requires the solution of the Kohn—-Sham equations. As
such, an iterative approach is applied to obtain a solution. An example of a

simplified algorithm for this purpose is outlined below:
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1. Define an initial trial electron density, n(r)
2. Calculate corresponding potentials, V', Vg and Vi, for the electron density.

3. Solve the Kohn—Sham equations to find the single-electron wave functions,

Vi

4. Calculate the electron density, nks, from the constructed Kohn—Sham equa-

tions using the single-electron wave functions, ¢;, from step 3.

5. Compare the calculated electron density, nks(r), with the electron density
used in solving the Kohn—Sham equations, n(r). If the two densities are
the same, then this is the ground-state electron density and it can be used
to compute the total energy. If the two densities are different, then a new
trial electron density, n(r), is used and the process begins again from step
2.

Reliable approximations for the exchange-correlation functional (Exc) are re-
quired for the solution of the the Kohn-Sham equations. The two most com-
mon forms of the approximations are local-density approximation (LDA) and
generalized gradient approximation (GGA). LDA is the most widely used ap-
proximation, where the local electron density is used to define the approximate
exchange-correlation functional. On the other hand, GGA combines information
of the local density with the gradient in electron density to give an approxi-
mation. DFT methods often lack accurate descriptions for weak intermolecular
interactions such as van der Waals (dispersion) forces.*® The addition of empiri-
cal dispersion corrections by Grimme and coworkers have been demonstrated to
reproduce crystal structures and adsorption in many porous systems.>°

Head-Gordon and coworkers have illustrated in a number of MOF systems the
accuracy of applying DF'T methods to predict and understand hydrogen adsorp-
tion.?>3738 Using a number of DFT functionals they have described the ability
for metalated organic units to polarize hydrogen molecules and illustrated depen-
dence on the geometry and state of the metal ion coordination site.®” This has
resulted in a deep understanding of the strong electrostatic dipole or quadrupole
moment required for the capture and storage of hydrogen and clues how to design

these sites in MOF materials.
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Figure 2.3: Demonstration of training an SVM classifier to separate a dataset of two
categories (green and red) in two dimensions. The separating line in displayed in blue.

2.5 SuPPORT VECTOR MACHINES

Classifying data is a powerful task in machine learning. Although it has yet to
be thoroughly applied in the research of porous materials machine learning al-
gorithms have been used throughout chemistry to predict of lower lammability
limit,* melting point,*' solubility,*? heat capacity*® and propensity of crystal-
lization**

Support vector machines (SVMs) are supervised learning models and algo-
rithms. This are used to analyze data and recognize patterns in a dataset con-
taining two or more categories. The SVM algorithm builds a model from a set
training examples and subsequently can be applied to assign new examples to
one of the categories. This is achieved by mapping the elements of the dataset
as points in the space of variables (features) describing the data (feature space)
such that the categories are divided by a margin. New examples can then be
mapped into the sample space and predicted depending on their position to the

plane. This is demonstrated for a simple two-dimensional example in Figure 2.3.
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In practice, the SVM constructs a hyperplane in a high-dimensional space. A
good separation is achieved by a hyperplane that has the largest distance to the
nearest training-data point of any class and this is often used by many routines
to obtain the best classification.*”

The original algorithm results in a linear classifier from the description of the
hyperplane. In this case, any hyperplane can be defined as the points x satisfying
Equation 2.20, where w is the normal vector to the hyperplane and ﬁ allows for
an offset of the hyperplane from the origin. The description has been improved by
researchers to allow for nonlinear classifiers, which is particularly useful when the
different classes of data are not linearly separable in the original feature space.
In these cases, the dot product is replaced by a nonlinear kernel function in the
form of a polynomial or Gaussian radial basis function (RBF). In some cases,
classifying data in the transformed feature space can allow for a more optimal

hyperplane. 6

w-x—b=0 (2.20)

The outlined methods give a plethora of tools and techniques for the in silico
discovery and atomistic investigation into novel porous materials for applications

in a variety of areas and will be applied in the subsequent sections of this thesis.
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3.1 ABSTRACT

Porous additives offer an attractive pathway to enhance the performance of poly-
meric gas separation membranes. Previously reported porous additives, such as
zeolites and metal-organic frameworks, suffer from poor interfacial binding with
the polymer matrix, which leads to nonselective gas transport pathways. porous
organic cages (POCs) are an exciting new family of soluble additives that could
ameliorate these transport issues by integrating intimately with the polymer ma-

trix. By using Voronoi network analysis, grand canonical Monte Carlo simula-
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tions, and molecular dynamics, we provide a theoretical assessment of the benefit
of using POCs as additives for mixed matrix membranes (MMMs). We reveal
that some MMMs containing POCs exhibit enhanced selectivity and permeability

compared with the neat polymer matrix, particularly for Hy/CO, separations.

3.2 INTRODUCTION

Novel strategies that increase the efficiency of industrial gas separations are of
great interest due to their direct application to green energy technologies.™? The
specific challenges in this area are to reduce the overall energy cost of separating
(i) Hy/Ny and Hy/COs for the production of hydrogen and the precombustion
capture of carbon dioxide from gasified coal following the water-gas shift reac-
tion,*?* (ii) COy/Ny for postcombustion ‘carbon capture’ from gas flue streams,’
and (iii) CO,/CH, for biofuel purification and natural gas sweetening.”
Membrane systems are often used to perform gas separations on an industrial
scale as they operate via a continuous process. This is more energy efficient than
batchwise methods such as physical or chemical adsorption that require periodic
energy intensive regeneration.>”® Membranes are commonly prepared from or-
ganic polymers as they are stable, readily scalable, and cost-efficient. However,
pure polymer membranes are hampered by an empirical permeability versus se-
lectivity trade-off limit termed the ‘upper bound’”!'" Accordingly, one of the
current challenges in membrane separation technology is to design new materials
that surpass the upper bound limit and achieve enhanced selectivity, ideally in
combination with increased permeability. A promising strategy is to synthesize
multicomponent MMMs in which a gas-selective porous solid of fixed pore diam-
eter is embedded into a polymer host. Porous additives with narrow pore size
distributions, of the order of the kinetic diameter of the target gas, can facili-
tate efficient size-sieving separations. Additionally, these additives can introduce
chemical functionality into the polymer to improve solubility of a target gas and
thus enhance membrane selectivity. Porous adsorbents that have been explored
as membrane additives include zeolites, metal-organic frameworks (MOFs), and
zeolitic imidizolate frameworks (ZIFs).!'"'* Such materials have yielded MMMs
that show increased permeability and selectivity compared with neat polymers.'!
However, inhomogeneity of the surface chemistry between the polymer and ad-
sorbent can give rise to nonselective interphase voids that allow unrestricted gas
diffusion.’® This ultimately leads to less than optimal performance for these mul-
ticomponent membranes.'® Thus, in order for MMMSs to reach their full potential,
synthetic methods that afford ‘gas-tight’ integration between the two phases are

required.
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Recently, microporous solids composed of solution-processable POC molecules
have attracted significant attention due to the potential to combine the atomic-
scale control over pore size seen in MOFs and ZIFs, with the solution process-
ability of molecular species.!”'® These novel materials have been reported with
surface areas in excess of 1500 m2.g~! and have also been shown to carry out
size- and shape specific molecular separations.'??’ It is noteworthy that for such
POC materials the accessible surface area can arise from interconnection of the
intrinsically porous cage cavities (intrinsic porosity), from void spaces surround-
ing the cages that result from inefficient packing (extrinsic porosity) or from a
combination of both. As a result, polymorphs of POCs are reported to have
very different physical properties.?’:?> Thus, in the present study we have used
the reported crystalline structures of POCs as the basis for our feasibility anal-
ysis. This approach is validated by the work of Bushell et al. who reported
MMNMs incorporating a POC that showed both in situ crystal growth and crystal
inclusion.??

Our study builds upon recent computational work that considered the use of
MOFs and ZIF's as additives for MMMs. These studies have enabled the identifi-
cation of important trends and targeted the development of novel materials.?*2°
POCs are attractive as they are soluble in many common organic solvents, which
facilitates intimate mixing with the polymer host at the molecular scale. In sil-
ico screening will assist the development of POC-based MMMs as it can provide
design principles for new materials.

Figure 3.1 shows the molecular structure and accessible pore surfaces of five or-
ganic cage molecules of varying cavity dimensions, pore window sizes, and molec-
ular architectures. As the packing of cage molecules defines the bulk porosity
of the materials we used the reported crystal structures of cages 1-5.171%21 The
selectivity and permeability of MMMs containing POCs 1-5 were determined
from grand canonical Monte Carlo (GCMC) and molecular dynamics (MD) sim-
ulations. Furthermore, we considered the effects of structural dynamics of the
pore windows using Voronoi network analysis and MD simulations. To verify our
modeling data, we calculated MMM permeabilities of 3 and PIM-1, a polymeric

host of intrinsic microporosity, and compared these to experimental results.
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Figure 3.1: Summary of molecular structures and accessible pore surface (1.2 A probe
radius, equivalent to the kinetic diameter of helium) of POCs 1-5.
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3.3 METHODOLOGY

To simulate the intrinsic permeabilities of 1-5 we extracted their structural data
from the Cambridge Structural Database.?S Supercells (2x2x2) of structures 1, 2,
4 and 5 were used. As 2 contains disorder, with respect to the position of methyl
functionality, as such this was randomly assigned, analogous to a recent another
study.?” Owing to the larger size, a single unit cell of system of 3 was used and
desolvated crystal structures were used where available. Structures of 1-5 were
analyzed by Voronoi network analysis using the Zeo++ code.?>* to calculate the
accessible surface area, size, and dimensionality of the pores. A probe radius of
1.82 A, equivalent to the kinetic diameter of Ny, was used to calculate surface
areas.’ Equilibrium gas uptakes for Hy, Ny, CHy, and CO, at 10 bar and 298 K
were calculated by GCMC simulations employing the RASPA code. Analogous
methods have been successfully employed to model porous carbons, zeolites, and
metal-organic frameworks.?**%3! The universal force-field (UFF)*? was used to
describe the non-bonded interactions of the cage atoms. Hy was described by
the Darkrim and Levesque model,** Ny, and CH, molecules were represented us-
ing the TraPPe model,** and CO, was described using the Elementary Physics 2
model.*> Mixed-atom interactions were expressed using Lorentz-Berthelot mixing
rules.?0 The cage volume of 2 was blocked by a 4 A diameter sphere at the center
of mass of the cage to prevent the inaccessible cage interior from being included
in the calculation of the pore volume. Inspection of the gas density plots from the
simulation ensured that the cage volume was blocked and the extrinsic volume
was unchanged. Each simulation used 1 million equilibration steps followed by 1
million production steps. The particular force field chosen has precedence in lit-
erature, having been used in previous studies of MOFs.*” Diffusion was simulated
using equilibrium MD in the Forcite module within Materials Studio 5.0. UFF
was used to describe the dynamics of bonds, angles and torsions of the systems
during the MD simulation. Gas molecules at the density predicted by GCMC
simulations at 10 bar were randomly placed into the crystal structure with the
Amorphous Cell module. NVT dynamics were simulated for 6 ns with a time
step of 1 fs with temperature controlled at 300 K using the Nosé-Hoover thermo-
stat.®® Only the last 5 ns of each simulation trajectory was used to calculate the
mean-squared displacement of the gas molecules. The structure was allowed to be
flexible to ensure that the dynamic nature of the systems was captured. A total

of 5 unique trajectories were simulated so that an average slope of mean-squared
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displacement could be calculated. The Einstein relationship in Equation 3.1 was
used to find the self-diffusivity, Dge, of the gas molecules from the coordinates,

r(t), of the molecules as a function of time, ¢ and number of simulation atoms
N.

1 dE )
Daar = o= Jim > {[ri(t) = r:(0))) (3.1)

i=1

Intrinsic permeabilities of POC crystals were approximated using Equation 3.2,
where ¢ is the equilibrium gas concentration, and f is the operating fugacity.*
Single-gas properties were computed and selectivity was calculated using this
data.

C
P — Dself? (32)

Pore dynamics were calculated using the Zeo++ code for the last nanosecond
of a 2 ns NVT dynamics trajectory at 298 K and 10 bar in the absence of gas
molecules. MMM permeabilities were calculated for a cage volumetric fraction of
40% using the Bruggeman’s effective-medium model described in Equation 3.3,
where Pypv is the permeability of the MMM, Pp the permeability of the polymer,
Ppoc the permeability of the POC, and ¢ the volume fraction of POC in the

0
-1/ Pumum Ppoc
P\ 2 Pp P
() (—1"_%; =(1-9) (33

Pp

membrane.*

3.4 RESULTS AND DISCUSSION

3.4.1 STRUCTURAL PROPERTIES

Figure 3.1 depicts POCs 1-5 showing their different geometries, pore networks,
and chemical functionality. Cages 1-3 have tetrahedral geometry of equivalent
cavity size and can be differentiated by their vertex functionality. Cage 4 is an
adamantoid and possesses the largest pore cavity of all the cages being inves-
tigated. We note that an analogue of this structure has the highest reported
surface area for a POC of 2071 m?.g~1.'” Finally, cage 5 is best described as
an elongated triangular dipyramid and is constructed from carbon-carbon bonds.
This molecular connectivity is in contrast to cages 1-4, which are composed of

imine moieties.
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Static pore sizes, structure metrics, and Ny-accessible surfaces areas were cal-
culated for structures 1-5 (Table 3.2). The internal pore cavities range from 5.4
to 9.8 A. The pore limiting (or window) sizes for each of the crystalline POC
networks were calculated to lie between 1.8 and 5.1 A; these values are germane
to size-sieving separation of industrially relevant gases Ny, CO5, CH,, and Hs.
Cages 3 and 5 possess 'zeolite-type’ pore structures with limiting diameters of 3.7
and 4.4 A, respectively. Such pore architectures show excellent potential for gas
separations, as they contain pore windows in the range of the kinetic diameter of
target gases and also have larger cavities providing good solubility.*!

Structures 1-5 were investigated using combined GCMCs and Voronoi network
analysis simulations to determine representative surface areas. Good agreement
between the experimental and calculated data for 1 and 2 was observed. How-
ever, discrepancies between experimental and predicted surface areas were found
for the structures of cages 3, 4, and 5. This incongruity can be attributed to
the 'soft’ nature of these structures, which arises from the cage molecules pack-
ing in the crystalline phase via relatively weak dispersion forces.*? In the present
study, we find that the simulated surface area of 3 is underestimated. This is as
anticipated as the simulation uses a "perfect’ crystal and increased crystallinity
of experimental samples has been shown to result in decreased surface area.*? In
addition, the dynamic pore aperture has been suggested to account for a greater
N, porosity than expected for a static structure.** In contrast to structure 3, the
surface area of 4 is overestimated by a factor of two (2410 m?.g™! compared with
1291 m%.g~!). This significant difference can be accounted for by a structural con-
traction upon solvent removal.'? Lastly, the difference between the experimental
and simulated surface area for cage 5 arises from confinement of Ny within the

pores at the experimental temperature of 77 K.?!

3.4.2 EQUILIBRIUM GAS UPTAKE

GCMC routines are commonly used to simulate gas uptakes in porous materials.
The potential parameters for the cage atoms were obtained from the UFF. To
validate our approach we simulated CO5 and CHy isotherms for structures 2 and 3
and compared the results with experimental data by Tozawa et al. (Figure 3.2).1"
We note that CO5 and CHy gas adsorption isotherms have not been reported for
1, 4, and 5 and thus could not be included in this comparison. Inaccessible
voids of cage 2 were blocked to ensure that the simulated isotherms were not
overestimated.*>*6 Inaccessible regions observed in the static crystal structures
have been found to contribute to the porosity and it is suggested that dynamic

molecular motion allows diffusion into these formally inaccessible cage voids.!?"
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Figure 3.2: Comparison of experimental (crosses) and theoretical (cricles) CO2 and CHy
of POCs 2 and 3.

This process is not well understood so the amount of blocked volume was assessed
to ensure the best fit to experimental data (Figure 3.6). The best agreement to
CO, and CHy experimental data was found for simulations containing 50% and
100% blocked cage volume, respectively.

Figure 3.2 shows that the larger pores of 2 result in larger uptake at high pres-
sures for CO, and CH, adsorption. At low pressure, CH, has greater adsorption
in 3 due to the smaller cavity sizes as they give rise to stronger binding sites from
'wall-wall” potential overlaps. This effect is not observed for CO, adsorption be-
cause of its smaller size and aspherical shape. The observed difference between
the calculated and experimental isotherms at low pressure can be attributed to
artifacts in the force field, pressure-dependent accessible pockets within the struc-
tures, or defects in the experimental crystal. We note that in general, the gas
adsorption of porous molecular crystals are inherently difficult to simulate due

to their 'soft’ 3D structures in contrast to extended framework materials such as
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Table 3.1: Self-diffusion coefficient of gas molecules in POCs 1-5.

Dgair / 10719 m2.s!

cage H, N, CO, CHy
1 0.00167 0.332 0.0161 0.00250
2 468 11,5 5.92 3.46
3 532 9.02 3.45 2.16
4 762 81.7 6.43 194
) 363 36.8  6.05 23.6

MOFs, which have more well-defined, rigid 3D structures. As such, we find the
agreement to be within an acceptable range.*> We also simulated the gas loading
of Hy, Ny, CHy, and COs at 10 bar for structures 1-5 (Table 3.3). The gas uptakes

at this pressure are comparable to other porous materials such as ZIFs.?’

3.4.3 DIFFUSION AND STRUCTURAL FLEXIBILITY

MD simulations at 298 K were employed to estimate the adsorbate diffusion
throughout the pore structures of 1-5. We selected these conditions to allow
comparison with previously reported data that predicted the kinetic gas separa-
tion properties of ZIFs and MOFs.?%?* As the series of POCs under investigation
include different chemical structures a consistent generic force field (UFF) was
chosen to describe the systems, in lieu of an imine-specific cage force field.*
To test the accuracy for the imine moieties, systems 1-4 were optimized and
compared to the crystal structures. The optimized imine angles (Table 3.4) are
observed to be different to that of the crystal. However, a superimposed compar-
ison of the structural geometries of systems 1-5 (Figure 3.7) show little difference
for the supramolecular structures, demonstrating the accuracy of the UFF for
the range of systems compared in this study. From these MD simulations we
computed the self-diffusion coefficients of cages 1-5 for Hy, Ny, CO,, and CHy
(Table 3.1).

The diffusivities calculated are consistent with the window sizes of the struc-
tures. The diminutive pore aperture of 1 results in poor diffusion of all gas
molecules. Without the specific pore size required for the kinetic separation of
CO4 /Ny, the diffusivities follow the trend for the bulk diffusion of Ny over COs.
Structures 2 and 3 show lower diffusivity for CH4 than CO,, which is attributed
to their limiting pore diameters of 3.9 A and 3.7 A, respectively. In contrast,
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the larger pore diameters of cages 4 and 5 allow the rapid diffusion of CHy (3.8
A). We note in the absence of molecular sieving, the diffusion of COy and CHy
compete by surface diffusion with the strong adsorption of CO, producing slower
diffusivity compared to CHy.

Our results indicate that a static pore model does not accurately represent the
selectivities for CH, separations. As the pore structures of 1-5 are formed from
weak intermolecular forces, it is likely that the pore window distribution is greater
than that of extended frameworks in which the pore network is constructed by
strong covalent bonds. Notably, pore size fluctuations have been reported to
decrease the CHy selectivity in ZIF-8.%" To gain further insight into the dynamic
nature of the cage structures, NVT molecular dynamic simulations were carried
out at analogous temperatures to the diffusion simulations described earlier. In
these simulations the limiting pore size was calculated at each femtosecond over
a 1 ns trajectory, after 1 ns equilibration. The resulting pore size distributions
for cages 1-5 were calculated (see Figure 3.3 and Table 3.5). Based on its static
structure, 2 was not expected to be a promising candidate for size sieving of
CH,, due to the crystallographic limiting pore size of 3.9 A. However, the flexible
diffusion simulations showed slower diffusivity of CH, than COy (Table 3.1). We
observe from the window size distributions that thermal fluctuations of 2 produce
a mean window size of 3.56 A (Table 3.5), similar to that of cage 3, thus limiting
the diffusion of CH,.

The largest standard deviation of window sizes, 0.3 A, was calculated for 4
(Figure 3.3). This may be attributed to the pore network composed of largely
extrinsic volume, which is found to fluctuate by a considerable amount over the
time scale of the simulation. In contrast, the structures of 1 and 3 are found to
produce narrow distributions of window sizes (standard deviations of 0.05 and
0.07 A, respectively). The pore structures of these cages are wholly comprised of
intrinsic cage volume with cage-to-cage packing linking the pore cavities. These
results suggest cage molecules with functionalities that direct strong packing be-
tween molecular windows of appropriate dimensions may be more efficient for
separations requiring precise size selection.

We note that the distribution of 3 found in the present work is different to that
found in a previous study.** The difference can be attributed to a difference in
definition: we have taken the window size to be the narrowest point in the whole

cell at a given point in time, whereas the previous study assigned the window

38



®
o

T
-y

1
N
w

o
o

— T
1

@
o
T
1

»
=
T T
1
Normalized Frequency

Normalized Frequency
Normalized Frequency

N
o
T
1

1 1 1 0.0 n 1 n 0.0 L L - L
0.6 0.8 1 12 14 3 3.2 34 36 38 4 3 3.2 34 36 38 4

Window Size / A Window Size / A Window Size / A

o
o

20 — — W77

o
T
1
©
o
T T T
1

Normalized Frequency

o

T

1

Normalized Frequency

N

o

T

1

o
o
T
1
o
T

1

1 1 l tn H—.—ﬁ
0.0 .
4 45 5 55 6 0o 36 38 4 42 44
Window Size / A Window Size / A

Figure 3.3: Window size distributions of POCs 1-5 over 1 ns at 298 K.

size to the diameter of the entrance to the cage cavity. Our definition, which
in general gives smaller window sizes, accounts for the effects of fluctuations in
the inter-cage regions and (mis)alignment of cage windows on the accessibility of

cage volumes.

3.4.4 MMM PROPERTIES

Diffusion data was combined with the simulated gas uptakes to compute the
permeabilities for the crystalline cage structures 1-5. MMM permeabilities were
extrapolated from intrinsic permeance values using Bruggeman’s model, which
has been shown to accurately simulate the properties of MMMs composed of
polymers and ZIFs for high fractions of additives: up to 40% by volume.*® Recent
work by Bushell et al. reported the permeabilites of a MMM composed of PIM-1
and cage 3. We compared these experimental results with our simulation data to
verify the use of our approach. The simulations were carried out at 1 bar to allow
comparison with the experimental work. Figure 3.4 compares the experimental
permeability of COy, Ny, and CH, with our calculated values.

Both the simulated and experimental data show an increase in permeability for
Ny, COs, and CH4 with increasing loading of 3. Although the modeled data follow
the experimental trends and show good agreement with respect to Ny permeabil-
ity, the permeability of CO5 and CH, is underestimated. The observed difference

may suggest that additional mechanisms influence the MMM configuration, in-
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Figure 3.4: Comparison of the experimental (crosses) and predicted (circles) permeabili-
ties of PIM-1:3 at increasing loading of 3.

cluding interfacial diffusion paths produced by disruption of chain packing at the
polymer-POC interface. This effect has been observed to a significant extent for
other additives in MMMSs*’ and, although minimized by the organic make up of
POCs, it cannot be excluded.

Using Bruggeman’s model, the permeabilities and selectivities for 40% volume
compositions of MMMs comprised of the polymer hosts Matrimid, Ultem, PIM-1,
and PIM-7 were computed.'*°%! The permeability and selectivity trade-off plots
for the separation of Hy /Ny, Hy/CO4, CO5/Ny and CO,/CH, were predicted for
neat POC membranes and MMMs. These are displayed in Figure 3.5. We find
that MMMSs containing cage structures 2-5 significantly improve the permeability
for Hy/Ny and Hy/CO, separations. This enhancement is concomitant with a
minor increase in the selectivity for Hs.

Figure 3.5 shows that the permeability for COy/Ny and CO,/CH, separa-
tions increases upon introduction of cages 1-5, bringing the Ultem and Matrimid
MMDMs toward the polymer upper bound; however, a decrease in selectivity is
observed for the PIM membranes. The plots for MMMs composed of cages 2-5
and Ultem and Matrimid show considerable overlap of data points. This is due to
the difference in permeability of cages being negligible when combined with the
low permeability polymer and results in MMMs with very similar permeabilities.
We also note that as a result of the discontinuous pore volume of 1, the MMMs
simulated have decreased permeabilities and selectivities compared to cages 2-5.

These results show that the inclusion of crystalline aggregates of POCs in neat
polymer matrices result in MMMs that lie on or surpass the polymer upper bound
for Hy/Ny and Hy/COs separations. The separations of CO, show an increase

in permeability, with the addition of cage molecules advancing Matrimid-based
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MMMs toward the polymer upper bound. In comparison to previous studies, the
performance of POC MMDMs are comparable to that predicted for ZIF containing
MMNMs, despite their marginally lower affinity for the investigated gases.?” It is
expected, however, that the exclusively organic construction of POCs will improve

the poor integration between the two phases.

3.5 CONCLUSION

In summary, we have investigated a series of POC-based MMMs for the separa-
tion of industrially relevant gas mixtures Hy /Ngo, Hy /COq, CO4/Ny and CO,/CHy.
This was achieved by employing Voronoi network analysis, GCMC and MD simu-
lations, with calculations compared to experimental data for validation. Conser-
vative estimates of gas transport properties within these materials revealed that
MMDMs composed of POCs can exceed the polymer upper bound for Hy /Ny sepa-
rations and more substantially for Hy/CO4 gas pairs. We note the importance of
considering flexibility in these materials, as weak packing forces define the pore
structures. Accordingly, window size distributions over a 1 ns trajectory were
calculated. These properties determined by our investigation, combined with
the facile processability and good compatibility with the polymer, indicate that
POC-based MMMs have exciting potential for clean energy applications.
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3.A SUPPORTING INFORMATION

Table 3.2: Simulated and experimental surface areas (SA), window and cavity dimen-

sions of POCs 1-5.

cage

sim. SA exp. SA window size cavity size

/ mig™t /m’g! /A / A
1 0 40 1.82 5.39
2 631 233 3.9 7.73
3 249 409 3.66 5.4
4 2410 1291 5.13 9.76
D 1520 0 4.35 9.14
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Figure 3.6: CO, and CH, isotherms of POC 2 with unblocked, 50% and 100% blocked

cage volume.

46



Table 3.3: Simulated gas concentrations of POCs 1-5 at 298 K and 10 bar.

Simulated Concentration / mol.m™3

cage H, Ny CO, CH,y
1 396 2340 4810 5110
2 345 2130 2350 4100
3 235 1950 2540 2970
4 370 3270 6720 10700
5 273 2200 4780 8240

Table 3.4: Optimized and crystal structure imine angles (°) for POCs 1-5.

cage crystal structure optimized structure

1 114 122
2 116 122
3 119 122
4 121 122

Table 3.5: Arithmetic mean and standard deviations of the window size distributions of
POCs 1-5 over 1 ns at 298 K.

cage mean / A std. dev. / A

1 0.895 0.0489
2 3.560 0.0842
3 3.500 0.0731
4 4.940 0.2990
) 3.990 0.1360
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4.1 ABSTRACT

Porous molecular solids are garnering increasing attention with examples of high
surface areas and applications in molecular separations. Recently, amorphous
networks of molecular cages have shown increased porosity with respect to their
crystalline counterparts. However, the structures of amorphous materials cannot
be precisely elucidated by X-ray diffraction techniques, thus molecular simula-
tions are vital to understanding their pore structures and origin of porosity. Here

we use GPU-accelerated molecular dynamics simulations as an efficient method-
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ology to construct representative amorphous network structures. We employ
Voronoi network analysis to amorphous networks of seven previously reported
cage molecules, providing insight into structure-property relationships. Accord-
ingly, we apply this understanding to delineate synthetic design features that give
rise to highly porous analogues of robust cages constructed from carbon-carbon
bonds.

4.2 INTRODUCTION

Porous solids are widely researched for their application to heterogeneous catal-
ysis,! gas storage,’ and molecular separations.® The majority of such materials
are extended networks with interconnected pore channels that facilitate diffu-
sion of adsorbates throughout the material. Recently, solids composed of shape-
persistent organic cage molecules have been investigated for their bulk porosity.*
In contrast to extended materials, such as metal-organic frameworks (MOFs)® or
zeolites,® these discrete cages are soluble and thus may be readily fabricated into
composite materials such as mixed-matrix membranes.”®

Porosity in molecular solids can arise from the interconnection of the cage pores
(intrinsic porosity), voids surrounding the cages that result from inefficient pack-
ing (extrinsic porosity), or a combination of both.” Accordingly, intermolecular
packing has a dramatic effect on the surface accessibility of the bulk solids. This
is clearly demonstrated in recent work by Doonan et al., in which two different
polymorphs of the same molecule gave rise to vastly different N, adsorption.'
Structure-dependent porosity has also been reported by Cooper et al. for imine-
based cages.!! Identifying the origin of porosity is most easily achieved via X-ray
diffraction experiments; however, in cases where the bulk solid is amorphous,
precisely characterizing the pore structure can be challenging. Consequently, the
development of non-structural methods for understanding gas diffusion in such
materials is necessary.

Molecular simulations have been used to provide insight into the porosity of
disordered systems, such as polymers and rigid molecules.'?® Recently, Jiang et
al. demonstrated an atomistic understanding of H, /N, separations in amorphous
porous solids composed of organic cages of tetrahedral geometry.'* In the present
study, we have improved upon this approach by employing a GPU-accelerated

molecular dynamics process to simulate substantially larger amorphous cage net-
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\ D1

Figure 4.1: Molecular structures of cages investigated. The structures CC1, CC3, CC5,
M1-M3, and D1 have been synthesized, but D2 and D3 are hypothetical structures.
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works comprising 100 cages, which was found necessary to adequately sample the
configuration space of the porous networks. We simulated amorphous networks
of nine cage structures, depicted in Figure 4.1, to provide insight into how the
porosity of these systems can be optimized.

The cage molecules used in this investigation were selected as they encompass
a range of geometries, internal volumes, and external functionalities, as shown in
Table 4.4. Specifically, CC1 and CC3 have equivalent volumes but possess dif-
ferent exohedral functionality; CC5 is topologically equivalent to CC1 and CC3
but has approximately 3.8 times the internal pore volume; cage D1 is of trigonal
dipyramidal geometry and is constructed from “rod-like” alkyne moieties that
give rise to very large window sizes and internal voids; finally, cages M1-M3 are
of octahedral geometry with identical internal volumes, but are differentiated
by their external functionality: methyl (M1), t-butyl (M2), and triphenylmethyl
(M3)."” Analysis of these systems, which have been synthesized and character-
ized experimentally, afforded design principles for optimizing the bulk porosity
of amorphous solids composed of organic cage molecules, as described below.
These principles were applied to generate the hypothetical cages D2 and D3 in
Figure 4.1. In particular, we determined that for amorphous systems, decorating
the surface of cage D1 with sterically demanding groups gives rise to large voids

in the packing structure and thus higher surface area.

4.3 SIMULATION METHODOLOGY

Molecular dynamics simulations were employed using the LAMMPS GPU-accelerated
code.'®!" A judicious choice of the force field is critical for ensuring that the pack-
ing and structural properties are accurately described. Accordingly, we used a
cage-specific force field for the structures that was developed exclusively for imine
cage systems.'® Parameters not listed in the cage-specific force field were taken
from a polymer-specific force field'? that was used as the basis for the cage-specific
force field. Long-range electrostatic interactions were calculated using the PPPM
method.?’ A Nosé-Hoover thermostat and barostat were used to fix the tempera-
ture and pressure of the simulations.?! Notably, the cages CC1 and CC3 exist in
two different conformers as investigated by Jelfs and co-workers.?? We have sim-
plified the systems, herein, by simulating only tetrahedral conformers, specifically

CC1-R and CC3-R enantiomers.
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Initial Cell Supramolecular Cell Compression Cell Optimization
Assembly

Random Orientation + NVT, 300 K, 500 ps NPT, 300 K, 1000 atm, Cell + Geometry
Placement 1000 ps Optimisation

(loading) (assembly) (loading) (optimization)

Figure 4.2: Outline of simulation procedure used for production of amorphous cells.

The simulation procedure used in this study is outlined in Figure 4.2. In the
loading stage, the simulation cells were packed with 100 molecular cage structures
at a density of 0.1 g.cm™2, as performed by the amorphous cell module in Ma-
terials Studio 6.0. A low-density structure was used to ensure that interlocking
of cage molecules or ring spearing was minimized. The assembly step comprised
an NVT molecular dynamics simulation at 300 K for 500 ps with a step size of
1 fs. As depicted in Figure 4.3, this assembly step equilibrates the low-density
structure, allowing for self-assembly and aggregation of molecules. Following the
assembly step was the compression step, which was composed of an NPT molec-
ular dynamics simulation with 1000 atm of external pressure applied at 300 K
for 1000 ps with a step size of 1 fs. During this step, the simulation cell shrinks
to give a reasonable target density for the amorphous structure when compared
with an experimentally measured density of a known amorphous cage structure.??
Finally, the amorphous system and simulation cell were optimized by minimizing
the system energy to give a final amorphous structure for subsequent analysis, as
shown in Figure 4.4. The generation procedure was repeated for 10 independent,
randomly generated initial configurations so as to sample the amorphous struc-
tural landscape and to allow the sensitivity of the amorphous porous structure to
initial conditions be quantified. All analyses discussed below are averaged over
these 10 independent representations of the amorphous structure.

This procedure was adapted from the work of Jiang et al., with the addition of
cell compression performed under an external pressure of 1000 atm. The genera-
tion methodology of Jiang and co-workers'® required over 16 x 10° steps, whereas
in this work we were able to decrease this to 2 x 10 molecular dynamic steps. To
ensure the compression pressure did not collapse the cage molecules, we tested it
on crystalline cells of CC1, CC3, CC5, D1, and M1 and found the external pres-

sure did not appreciably compress the molecules or cells, as shown in Table 4.5.
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Figure 4.3: Representative sample of the density and total energy during assembly and
compression steps of the generation procedure.

Geometric surface areas and pore volumes for the amorphous systems were
calculated using the Zeo++ code. This code uses a Voronoi network to obtain a
representation of the pore space for a periodic system.?»?* For a specified probe
size Zeo++ can determine the accessible and inaccessible pore volume. Impor-
tantly, soft materials such as porous organic cages have been reported to have
dynamic connectivity between accessible and inaccessible regions. This has been
investigated in crystalline materials,?® but has not been elucidated for amorphous
systems owing to the disordered alignment of pores. As a consequence, we have
defined the total surface area and pore volume as the sum of the accessible and
inaccessible regions as defined by Zeo++, such that regions accessible by dynamic
pore-opening events are not overlooked. Finally, extrinsic volumes were calcu-
lated for He probe sizes and by blocking the internal cage volume with a sphere
of size equivalent to the internal van der Waals diameter of the cage, as shown
in Table 4.6.
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(density of 0.10 g.cm™3) and

Figure 4.4: Example of structure D1 at the loading step

after the minimization step (density of 0.78 g.cm
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4.4 RESULTS AND DISCUSSION

4.4.1 EFFECT OF SYSTEM SIZE ON POROSITY AND DENSITY OF CC3

One of the primary challenges encountered when simulating amorphous materials
is to efficiently capture the disorder of a real system with finite periodic simulation
cells. To accurately describe such systems, large periodic cells combined with
many independent iterations are required. The methodology employed in this
study allows us to efficiently simulate cells with more than 100 molecules. We note
that a previous report used cells that contained a maximum of 60 molecules.'*
As a test, we chose to study the resulting density and porosity of CC3 as a
function of the number of cage molecules per periodic cell. CC3 was chosen
for this preliminary investigation as it had been previously studied in detail by
Cooper et al. Figure 4.5 shows that the average density and total surface area
of the amorphous networks are essentially the same for all system sizes studied,
but a significant change in variance is observed as the number of molecules per
simulation cell is increased, as expected from the Central Limit Theorem.?” This is
consistent with simulation data reported for amorphous polymeric structures and
is attributed to the inability of small simulation sizes to effectively sample the 3-D
molecular arrangement and pore structures.?® Upon increasing the sample size to
100 or more molecules per simulation cell, the simulations converge to a density
and surface area in reasonable agreement with the experimentally reported surface
area.'* For systems of 50 molecules or less, the simulated surface area overlaps
the experimental value, but the standard deviation is over 18%. This analysis
highlights the importance of employing large molecular sample sizes to capture,
with minimal variance, the density and porosity of amorphous materials.

To further highlight the importance of sample size in molecular amorphous
materials, we measured radial distribution functions (RDFs) of the molecular
centers-of-mass for the systems with 25, 50, and 100 molecules per simulation
cell, as shown in Figure 4.6. The RDF measures the density distribution of cage
molecules around a cage molecule centered at the origin. It is clear from this plot
that structural correlations between molecules extend beyond half the simulation
box length for samples of less than 50 molecules. This means that a molecule could
be spatially correlated with more than one periodic image of another particle,

potentially introducing unphysical structural correlations that would make the
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Figure 4.5: (a) Density and (b) total surface area of amorphous CC3 structures as a
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Figure 4.6: RDFs for the cage center-of-mass for samples of CC3 with 25, 50, and 100
molecules per simulation cell. Half-cell lengths are depicted by vertical dotted lines.

simulated structure unrepresentative of that of an extended amorphous system.
In contrast, the RDF of the sample containing 100 molecules converges to one
at half the box length and thus finite-size effects should not be significant in this

system.

4.4.2 AmMoORPHOUS NETWORKS OoF CC1, CC3, CC5, D1, AND M1-3

We applied the methodology outlined in Figure 4.2 to seven reported cage sys-
tems: CC1, CC3, CC5, D1, and M1-M3 (Figure 4.1), resulting in structural mod-
els of amorphous networks with average densities listed in Table 4.1. We note
that the density of the amorphous networks lies between 0.566 and 0.873 g.cm ™3
and varies significantly for the selected cage molecules. The densest amorphous
structure is observed for CC1 as a consequence of the smaller cage volume and
bare external functionality. By comparison, a much less dense structure is found
for M3 as a result of the large cage volume and bulky external triphenylmethyl
moieties.

To aid in the comparison of supramolecular arrangements, we calculated the
radial distribution function for the centers-of-mass of each of the cages in the
simulation cell. The average RDF from the 10 independent simulations for each
of the seven cage systems is displayed in Figure 4.7. The RDFs calculated for
networks of CC1, CC3, and CC5 (Figure 4.7a) demonstrate the effect of external
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Table 4.1: Amorphous cell densities.

cage density/ g.cm™3

CC1 0.873 £ 0.013
CC3 0.842 + 0.011
CCh 0.658 + 0.018
D1 0.791 + 0.010
M1 0.838 = 0.018

functionality and cage size on the supramolecular arrangement of the molecular
units. Attachment of sterically demanding cyclohexyl moieties in CC3 yields a
broad distribution, an effect of the cyclohexyl groups directing the cage units to
pack into a less dense network than the functionally bare units of CC1. The
distribution is broadened further and displaced to greater distance as a conse-
quence of the larger cage size of CC5 generating an increased average cage—cage
distance of 15 A, thus producing low-density amorphous structures. The first
peak in the RDF of D1 (Figure 4.7b), unlike that in the RDFs of CC1, CC3,
and CC5, does not correspond to the size of the molecule, with significant den-
sity observed at distances less than 10 A. This behavior can be attributed to
the elongated pyramidal geometry of the cage unit, which allows the units to
pack in a dense interdigitated fashion, as shown in Figure 4.8. Finally, the cal-
culated RDFs for the amorphous structures of M1-M3 provide further evidence
that bulky functional groups yield inefficient packing and larger cage—cage dis-
tances. For example, increasing the external functional groups from methyl (M1)
to t-butyl (M2) and triphenylmethyl (M3) results in a broadening of the primary

RDF peak and a displacement to a larger average distance.

4.4.3 PORE STRUCTURE ANALYSIS OF CC1, CC3, CC5, D1 AND M1-3:
ROLE OF EXTRINSIC POROSITY

The bulk porosity of the amorphous networks was probed by Voronoi network
analysis. Pore volumes and surface areas were simulated using probe sizes equiv-
alent to the kinetic diameters of He (2.60 A) and N, (3.64 A), respectively, to
give the resulting average values in Table 4.2. The average pore volume is plot-
ted against the intrinsic cage volume and radius of gyration in Figure 4.9. The
radius of gyration was used as a measure of the size of the cage molecule. Our
simulations show no correlation between the cage volume and total pore volume.

For example, a large difference in pore volume is observed for the series M1-M3
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Figure 4.8: Representation of the interdigitated motif observed in amorphous structures
of D1.

as a result of external functionality influencing the pore structure, but the cage
volume itself does not vary across this series of molecules. In addition, in spite
of the large cage volume of D1, the resulting pore volume is modest by virtue
of the close packing of molecular units. In contrast to the lack of correlation
for cage volume, there is a general trend for porosity with the radius of gyra-
tion, which varies with both the internal cage volume and external functionality
(Figure 4.9b). For instance, the largest radii of gyration are a result of bulky
external functionality (M3) or large cage structure (CC5), which in turn produce
amorphous pore networks of large volumes and surface areas. From these results
we can qualitatively conclude that molecules with large size produce amorphous
structures with high surface areas and pore volumes and that this can be achieved
by either constructing large cages or by decorating the surface of the cage with
sterically bulky groups.

To further understand the porosity in these systems, pore size distributions
were calculated and averaged over the 10 independent simulations; the distribu-
tions are depicted in Figure 4.10. Pore size distributions were simulated using
the Zeo++ code; details of this method have been reported previously.?? Cage
CC1, as the result of close packing of cage units, has a pore size distribution with
a sharp peak at 5 A. Sholl and co-workers have shown that materials with sharp

and rigid pore size distributions are amendable to kinetic gas separations.*’ Im-
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Table 4.2: Average total surface areas for N, probe size and total pore volume for He
probe size for the amorphous cage structures.

total surface area total pore volume
cage

/ m?.g! / cm?.g™!
CC1 528 + 77 0.076 4+ 0.021
CcC3 660 + 66 0.097 £+ 0.013
CC5h 1815 4+ 73 0.377 £ 0.034
D1 1211 £ 70 0.187 £+ 0.012
M1 1168 & 95 0.186 £ 0.021
M2 1759 + 100 0.410 4+ 0.044
M3 1892 £+ 73 0.722 + 0.056

portantly, this has been observed experimentally with amorphous samples of CC1
prepared by freeze-drying, which possess excellent H, /N, selectivity.!* The pore
structure of CC3 differs from that of CC1, with exohedral cyclohexane groups
supporting larger pore diameters with sizes of 5-10 A. Notably, CC1 and CC3
possess identical cages and this results in their pore networks having equivalent
limiting pore sizes. Finally, the pore structure of CCH has a broad distribution,
owing to the combination of the large cage volume and bulky external function-
ality. The pore size distributions of M1-M3 clearly demonstrate the increase
in porosity supported by increasingly bulky moieties. First, the distribution for
M1 reflects the internal cage cavities, as the peak observed is equivalent to the
internal diameter of the molecular cage. In comparison, M2 and M3 have larger
molecular size increased by the attachment of bulky functionality. This produces
broader pore size distributions as the disruption of close packing by the exter-
nal functionality creates large extrinsic voids. Experimentally, Mastalerz and
co-workers found that amorphous materials of M1-M3 had similar Brunauer—
Emmett-Teller (BET) surface area.'” However, these materials were analyzed as
synthesized, not produced amorphously on purpose and thus may not be truly
amorphous networks.

Amorphous molecular cage structures differ from their polymer analogues, as
the source of disordered porous networks made from molecular cages differ fun-
damentally from their polymer analogues in that porosity can originate from
two distinct sources: the internal cavity of the molecule (intrinsic porosity) and
the space external to the molecules formed by the supramolecular arrangement
(extrinsic porosity). It is important to consider the source of the porosity when

discussing the pore structure in these materials; as such the intrinsic and extrinsic
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Figure 4.11: (a) Averaged contribution to the pore structure from intrinsic and extrinsic
porosity and an example for (b) D1 and (c) M3, with green spheres denoting the intrin-
sic pore structure, blue regions showing the extrinsic pore structure, and orange regions
illustrating the total.

pore volumes were measured in our generated systems, with the results displayed
in Figure 4.11. Importantly, the amount of extrinsic porosity observed for CC1
and CC3 amorphous systems is equivalent to estimates previously reported; the
larger cyclohexyl groups in CC3 produce a greater extrinsic volume by disrupting
close packing. Increasing the cage size in CC5H results in an amorphous network
with a slightly smaller ratio of extrinsic:intrinsic volume compared with CC3, as
the intrinsic volume of the cage is larger but the external packing is similar to that
of CC3. In contrast, D1 has significantly less extrinsic porosity than CC1, CC3,
and CC5H, as shown in Figure 4.11b, as a result of the molecular units packing
in close proximity, which interconnects cage volumes. Finally, the trend in pore
volume and pore size distributions for M1-M3 is clearly explained by the extrinsic
pore percentage. Cages with bulky external moieties, such as M3, support large
extrinsic voids, as depicted in Figure 4.11c. This packing results in broad and
undefined pore sizes, as observed in the pore size distributions. In summary, the
source of porosity in these materials is vital to understand the trends in poros-
ity observed in this study: we find an increase in porosity in these amorphous
systems is primarily a result of increasing the extrinsic porosity.

The potential advantages of amorphous networks are clearly evident when their
surface areas and densities are compared with those of their crystalline counter-
parts. For example, Table 4.7 shows how amorphous packing is able to unlock

porosity that may not be possible to realize in crystalline polymorphs.
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Table 4.3: Average total surface areas for N, probe size and total pore volume for He
probe size for the amorphous cage structures.

density total surface area total pore volume
cage

/ g.cm™3 / m%.g! / cm?.g™!
D1 0.791 £ 0.010 1211 + 70 0.187 £ 0.012
D2 0.859 £ 0.011 804 £ 66 0.118 £ 0.011
D3 0.593 £ 0.024 1933 £ 70 0.554 £ 0.069

4.4.4 1IN SiLico DESIGN OF D1 ANALOGUES

The analysis above has outlined several general principles for designing the poros-
ity of amorphous cage molecules. We sought to use these observations to optimize
D1 analogues for increased surface area in the amorphous state. The present study
has found two general strategies, applied to the molecular units, to increase the
porosity of amorphous cage systems: increasing the encapsulated cage volume
(CC3 and CC5H) and introducing sterically bulky groups to the external surface
of the cage (M1-M3). Accordingly, we have applied these principles to D1 in the
effort to produce an extremely porous structure. The hypothetical structure D2
was realized by increasing the volume of D1 by incorporation of phenyl rings to
the dialkyne struts. Furthermore, a cage with bulky external functionality, D3,
was constructed by adding mesityl groups to the vertices of D1. The two D1
analogues, both shown in Figure 4.1, were selected to be synthetically feasible.

The density, surface area, and pore volume of amorphous cage networks for
the D1-D3 series is displayed in Table 4.3. It is clear that the larger volume
cage D2 structure produces an amorphous network with higher density and lower
surface area and pore volume than the original D1. In contrast, functionalization
by bulky mesityl groups in D3 results in a less dense amorphous structure with
increased surface area and pore volume.

Examination of RDFs in Figure 4.12a reveals the underlying reason for these
observations. The increased cage size of D2 not only produces large internal
volume but also generates larger molecular windows and greater flexibility. A
consequence of this is a greater degree of interdigitation, as evidenced by the
peak in the RDF at shorter distances and higher density compared with D1. In
contrast, the RDF for amorphous structures of D3 is displaced to larger distance
and broadened. Absence of close packing cages at <8 A and the broad distribution
suggests that the mesityl functionality disrupts the close-packing motif observed

for D1 and D2. Additionally, calculation of the ratio of extrinisic:intrinsic poros-
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Figure 4.12: Average (a) RDFs and (b) pore size distributions for D1-D3

ity of the amorphous networks supports this conclusion, as shown in Table 4.8.
Porosity for D1 and D2 structures is primarily a consequence of the intrinsic vol-
ume of the molecular cages, whereas D3 has 76% of its pore volume associated
with regions extrinsic to molecular units. Furthermore, the pore size distribution
(Figure 4.12b) for D3 demonstrates larger pore sizes are present in the amorphous

system and the lack of defined pore sizes observed for D1 and D2.
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We have successfully tested the amorphous networks of hypothetical analogues
of D1 for porosity and morphology. In contrast to what was found for the CC1
analogues, CC3 and CC5, we find that increasing the internal volume in D2 results
in lower porosity due to the shape of molecular units allowing closer packing.
However, by increasing the steric bulk external to the cage, as observed for M1-
M3, we find the structure D3 has increased pore volume and surface area, making

this cage molecule an ideal candidate for synthesis.

4.5 (CONCLUSION

Herein we describe an efficient computational methodology for generating rep-
resentative amorphous cells composed of porous organic cages. Importantly, we
have improved significantly on previously reported methods through the use of
external pressure during the compression stage and the use of GPU-accelerated
molecular dynamics. Moreover, we have examined the porosity and morphology
of the structures using Voronoi network analysis and center-of-mass radial distri-
bution functions. We find good agreement between the simulated surface area of
our CC3 model and previously reported adsorption experiments. It is clear that
the models described in this study give fundamental insight into these amorphous
materials, which is unobtainable by experimental methods alone.

Our investigation has elucidated several important features of the nature of
porous organic cage amorphous networks. First, on the subject of generation
of representative amorphous models, we have demonstrated a modest effect of
system size on the resulting density and porosity of the generated amorphous
structure. Specifically, the CC3 system demonstrates a large variance in the den-
sity and porosity of systems comprising less than 100 molecules per simulation
cell. This result directed our methodology to use simulation cells of 100 molecules
to ensure an accurate and precise representation of random packing of cage units.
Second, we have gleaned general principles that govern the morphology and poros-
ity in the amorphous state by applying our methodology to seven reported cage
structures encompassing several distinct molecular geometries. Two key relation-
ships were observed: a large encapsulated internal volume of the cage molecule
can produce high-porosity amorphous structures (CC5), and bulky external func-
tionality can yield highly porous structures by supporting greater pore volume
extrinsic to the molecular units (M3). However, cage geometry is crucial to defin-
ing the resulting morphology. In particular, we find that the cage D1 is able to
interdigitate and consequently produces amorphous networks with unexceptional

pore volume despite the large internal volume and cage size. Lastly, we have ap-
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plied this understanding to optimizing the surface area of hypothetical analogues

of D1. A novel analogue, D3, with bulky mesityl groups attached external to the

cage was found to produce an amorphous structure with increased porosity as a

consequence of extrinsic pore volume.

This investigation has unequivocally demonstrated that molecular simulations

can give atomistic insight into amorphous porous organic cages. This has allowed

us to carry out de novo design of amorphous solids for applications in gas storage,

which has previously only been applied for crystalline porous solids.
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4.A SUPPORTING INFORMATION

Table 4.4: Structure metrics of cages investigated.

internal window

external
cage geometry volume size functionality
/ AP / A

Cl1 tetrahedral 37.9 6 -

C2 tetrahedral 37.9 6 cyclohexyl
C3 tetrahedral 143 10 cyclohexyl
D1  trigonal dipyramidal 1300 12 -

D2  trigonal dipyramidal 1500 14 -

D3  trigonal dipyramidal 1300 12 Mesityl
M1 octahedral 550 10 methyl
M2 octahedral 550 10 t-butyl
M3 octahedral 550 10 triphenylmethyl

Table 4.5: Reported density of crystalline cage structures and their resulting density
after the generation procedure is applied.

crystalline density post-simulation density

cage / g.cm™® / g.cm™®
C1 1.0330 1.0330
C2 0.9733 0.9950
C3 0.7989 0.8147
D1 0.7943 0.7410
M1 0.7122 0.7844
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Table 4.6: Blocking sphere diameters used to calculate intrinsic:extrinsic pore volume

ratio.

cage blocking sphere diameter / A

C1
C2
C3
D1
D2
D3
M1
M2
M3

7

7
11
14
18
14
13
13
13

Table 4.7: Comparison of simulated total surface areas (SA) for reported crystalline cage
packings with simulated amorphous surface areas from the present study.

crystalline total SA amorphous total SA

et / m2.g! / m2.g !
C1 173 528 + 77
C2 249 660 = 66
C3 1500 1815 £ 73
D1 1520 1211 = 70
M1 2400 1168 £+ 95

Table 4.8: Average extrinsic and intrinsic pore volumes for cages.

average intrinsic volume average extrinsic volume

cage
/ % / %
D1 74.6 25.4
D2 88.6 11.4
D3 23.3 76.7
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Computational Identification of Organic

Porous Molecular Crystals

5.1 ABSTRACT

Many nanoporous materials are composed of extended three-dimensional covalent
or coordination bond networks to produce porous structures such metal-organic
frameworks and zeolites. On the other hand, there are a number of reports of
molecular crystals that display surface areas and separation efficiencies rivaling
these conventional materials. In this investigation, we have used Voronoi network
analysis and molecular simulations to screen over 150 000 organic molecular crys-

tal structures resulting in the identification of a database of 481 potential organic
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porous molecular crystals (0PMCs), a testament to the rarity of these materials.
Subsequently, we have measured the surface area and pore dimensions of these
structures, placing these materials in context with conventional porous frame-
works. The database has been used to demonstrate a number of unique trends
and properties that previously could not be quantified as a result of the limited
reported examples. Finally, we have applied machine learning algorithms to find
the molecular property that is the best predictor of crystal porosity is molecular
surface area. The identified database is a promising tool for discovering candidate
structures for applications in gas separations while also providing design rules for

the production of new porous crystals.

5.2 INTRODUCTION

Microporous materials constructed from discrete molecules have recently been
highlighted as attractive alternatives to polymeric framework materials such as
zeolites and metal-organic frameworks (MOFs). Porous molecular solids have
been shown to outperform many classic porous materials and due to their molec-
ular nature they can exhibit features not achievable in framework materials, for
instance, solubility and switchable porosity.!?

Porous molecular crystals are porous networks formed from discrete molecular
units by way of non-covalent interactions, by macrocyclic voids or a combination
of both. This interplay of intrinsic and extrinsic porosity has been heavily fea-
tured and described by Cooper and coworkers.® Despite the relatively soft inter-
actions these materials retain porosity upon removal of solvent and result in ma-
terials with surface areas approaching 4000 m?.g~1.* Crystalline porous molecules
are favored over their amorphous analogues® as their long-range structural order
allows for a priori design towards applications such as molecular separations.’
In particular, we note that these materials display outstanding performance in
chiral molecule and kinetic gas separations.”

The primary challenge in the investigation of porous molecular crystals (PMCs)
is there are countless examples of materials that contain cavities and channels
occupied by solvent. For many of these examples, the void structure collapses
upon guest removal to form a denser or amorphous phase. As a result, molec-
ular crystals that possess permanent micropore structures are considered rare.®
Importantly, new and novel examples of PMCs are often fortuitously discovered,
akin to finding a needle in a haystack. McKeown and coworkers have described a
search of the Cambridge Structural Database (CSD) for a previously unexplored
PMC for gas adsorption.” In their investigation they targeted materials of very

low density (<9.0 g.cm™3), narrowing the search of the entire CSD to 519 ini-
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tial structures that were able individually scrutinized. Ultimately, this search
was fruitful leading researchers to 3,3’,4,4’-tetra(trimethylsilylethynyl)biphenyl,
which crystallizes to give the structure BALNIM (please note CSD codes will
be used throughout this chapter to refer to structures). The material was suc-
cessfully evacuated to give a Brunauer—-Emmett—Teller (BET) surface area of 278

! and displayed impressive hydrogen adsorption. Subsequently, there have

m?2.g~
been significant strides by researchers to efficiently simulate surface areas and
porosity of crystalline solids, primarily zeolites and MOF's, based upon periodic
structure. %!

Herein we report an exhaustive and thorough search of over 150 000 CSD!?
crystal structures in an effort to find new and unrealized examples of organic
porous molecular crystals (oPMCs). This search has used Voronoi network anal-
ysis to measure the pore volume of all potential structures (156 333 systems)
and subsequently applied molecular simulations to the identified porous (16 000
systems) to obtain experimentally reasonable structures (481 systems). Addition-
ally, we have used support vector machines (SVMs) to investigate the chemical

functionality and design that can result in crystals with void systems.

5.3 METHODS

The procedure for the generation of the oPMC database is shown in Figure 5.1
and will be described below.

16 000

. CSD structures

[] potential structures

porosity structural
anaylsis optimization

] porous structures

Figure 5.1: Scheme for the production of the database.

5.3.1 STRUCTURE COLLECTION

Initially, potential oPMCs were collected from the Cambridge Structural Database
(CSD),'? version 5.35, including structures submitted through to March 2014.
Conquest, version 1.16 was used to search through the entire CSD database us-

3 one residue

ing the following criteria: only organic elements, density < 2 g.cm™
and excluding disordered structures, powder structures, organic polymers, amino
acids, peptides and complexes. This search produced over 160 000 potential struc-
tures, but further refinement to ensure only organic structures with hydrogens

included resulted in 156 333 structures.
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the helium pore volume (probe size 1.30 A) for each of the potential structures
was determined using Zeo++, which uses a Voronoi network to obtain a repre-
sentation of the pore space for a periodic system.'""'* Importantly, soft materials
such as porous organic cages have been reported to have dynamic connectivity
between accessible and inaccessible regions.'* As a consequence, we have defined
the total pore volume as the sum of the accessible and inaccessible regions as
defined by Zeo+-+ so that regions accessible by dynamic pore opening events are
not overlooked.

Structures were determined to be potentially porous if they contained a pore
volume > 107° cm?®.g7!, for a probe size equivalent to the size of helium. This
resulted in a total of 16 000 structures that had pockets or channels porous to

helium.

5.3.2 STRUCTURE REFINEMENT

Interestingly, there were a number of structures that showed extreme pore vol-
umes and extremely low densities. The source of these anomalous results may
be a result of incorrect space-group assignment, crystallographic information file
errors or extreme use of the SQUEEZE routine.'® Here, the SQUEEZE routine
removes electron density associated from disordered solvent molecules present in
a void and may result in unsupported pore structures. In any case, a number
of unphysical and unstable structures were included in the possibly porous set
as identified from the CSD structure and Zeo++ alone. In order to consider
only robust structures, optimization using the universal force-field (UFF)'® was
applied to the 16 000 potential structures as demonstrated in Figure 5.2.

The optimization was carried out using the Accelrys Materials Studio software
with UFF parameters chosen automatically through the Forcite module in ad-
dition to ‘ultra-fine’ convergence criteria and relaxation of the unit cell with 1
atm of applied pressure. Figure 5.3 shows parity plots of the density and total
pore volume of the original and optimized structures. It is observed that many
of the lowest density structures increase in density considerably post optimiza-
tion. Many of the systems, like that exemplified in Figure 5.2, have large regions
unsupported by inter- or intra-molecular interactions and, as such, optimize to
a more physical higher density structure. The structural refinement narrows the
number of crystals found to be porous to more physically and chemically sensible
structures, which halved the number of compounds to 8169 potential structures.
Notably, we found these porous structures to be extremely skewed to low poros-
ity: 94% of potential structures show less than 1072 cm?®.g~! total pore volume.

This is in stark contrast to the computation-ready experimental (CoRE) MOF
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Figure 5.2: Structural optimization as applied to original crystal structure of LICROE
from CSD and post-optimization with cell densities labeled.

database!” that contains 12% of structures with the similarly small total pore
volumes. To focus on relevant porous structures and combat the extreme skew,
we have chosen to label structures with total pore greater than 1072 cm®.g™! as
porous, resulting in 481 porous crystals identified. In addition to optimization
using classical molecular mechanics, identified porous crystals were further opti-
mized using semi-empirical methods. The PM6-dh2x method'® was applied using
MOPAC," and the resulting structures showed good agreement to UFF densities,
see Figure 5.4.

5.3.3 STRUCTURE ANALYSIS

For each of the identified porous structures the following pore metrics were mea-
sured using the Zeo++ code described previously: He pore volume, N, surface
area (probe size 1.64 A), limiting pore diameter, maximum pore diameter and
pore channel dimensions.

As these compounds are molecular species, further analysis was applied by con-
sidering the molecular properties of the structures. RDKit?" was used to calculate
195 molecular descriptors for all 156 333 molecules investigated in this study. A
list of the descriptors and fragments calculated can be found in Section 5.A. In an

effort to identify potential molecular characteristics that give rise to porous crys-
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displayed on a logarithmic axes due to the large range of values.
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tals, we have applied machine learning, inspired by Wicker and Cooper’s recent
work.?!’ Machine learning algorithms provide an efficient means to identify pat-
terns in multi-dimensional data sets. Supervised pattern-recognition algorithms
were used in the form of support vector machines (SVMs), in which the struc-
tures were classified as either ‘porous’ or ‘non-porous’. In essence, the SVMs find
a separating hyperplane separating the ‘porous’ and ‘non-porous’ classes that is
optimized for a maximal margin. In this study we investigated the success rate of
a number of SVMs with different kernel functions: linear, quadratic, polynomial
and gaussian radial basis function (RBF) in addition to considering all molecular
descriptors simultaneously and one molecular descriptor at time to find the most
important predictors of crystalline porous molecules. SVM training and testing
was achieved using the SVMtrain function in MATLAB.

For this analysis, the ‘non-porous’ class was randomly under-sampled to coun-
teract the imbalance due to the large number of ‘non-porous’ structures.?” This
was achieved by randomly selecting 481 structures from the ‘non-porous’ dataset
for training and testing and repeating the process 100 times to obtain conver-
gence. The training data comprised a randomly selected group containing 50%
of each of the sampled ‘non-porous’ dataset and ‘porous’ dataset. The remaining
50% became the test data to which the predictive algorithm attempted to classify
structure as ‘porous’ or ‘non-porous’ based on the values of their molecular de-
scriptors. The accuracy of the algorithm was measured by comparing predicted

and known classifications of the structures.
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Table 5.1: Summary of experimentally reported porous structures (crys.) identified in
the oPMC database with their experimentally reported crystal density (g.cm™3) and BET
surface areas (SA, m2.g~!) compared to MOPAC optimized density and simulated surface
area (sim.).

structure crys. density sim. density exp. SA sim. SA

BALNTM 0.830 0.863 278 351
DEBXIT 0.755 0.741 2796 2400
DOFSUMO03 1.321 1.323 240 350
FEQXAC 0.555 0.578 1700 3860
HEXWIQ 1.327 1.808 _ 309
PUDXES 0.973 0.919 409 258
QQQESPO1 1.165 1.247 _ 103
XUDVOH 1.069 1.268 ; 34

5.4 RESULTS AND DISCUSSION

5.4.1 PoORE CHARACTERISTICS OF OPMC

The identified oPMC database contains 481 crystal structures with total pore
volume greater than 1072 cm?®.g=!. The term ‘porous’ is subjective, with many
researchers requiring that porosity be verified by gas adsorption experiments®’
and because of this truly porous molecular crystals are relatively rare, as de-
scribed by Barbour.® As an illustration of the power of our screening algorithm,
a number of structures identified in this database have been previously reported
experimentally to demonstrate porosity, as indicated in Table 5.1.

Importantly, for these crystalline structures we find only minute changes upon
optimization, as indicated by the small changes in density. Furthermore, we
find simulated surface areas from the optimized structures compare very well to
those reported by researchers. In particular, the compound DEBXIT reported by
Mastalerz and coworkers is one of the most porous examples of an oPMC in the
literature.?* The structure FEQXAC, however, has an overestimated surface area
as a result of the crystal structure desolvating and changing dramatically under
desolvation in experiments, described previously.®?° Ultimately, the inclusion of
these examples in the database is a good indication that the screening and opti-
mization procedures employed in this investigation are physical and relevant to
the identification of previously unrealized examples of oPMCs. Additionally, this
study has identified 14 crystal structures that are predicted to have N, surface

areas >1000 m2.g~! and have yet to be studied experimentally for gas adsorption.
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Upon pore metric analysis of the structures present in the oPMC database,
we observe general trends present in porous materials constructed from organic
molecular units. Figure 5.5 shows the distribution of density, surface area, void
fraction and pore sizes for the oPMC database. This information shows that
many of these structures are of low density with a mean density of 1.2 g.cm™3.
Notably, a previous search for oPMCs limited their search for structures of den-
sity less than 0.9 g.cm™3. The distribution of densities observed here shows that
extremely low-density structures are not necessarily required for the construc-
tion of a porous molecular crystal. However, we note that the magnitude of the
porosity is correlated with density. The surface areas and helium void fraction
population distributions demonstrate that oPMCs generally display minute pore
volumes and surface areas, with rare extremely porous examples such as DEBXIT
(He void fraction of 0.29). Analysis of the pore environments presented in Fig-
ure 5.5d explains the resulting low pore volumes and surface areas. Particularly,
we find a large proportion of structures (>20%) with a limiting pore diameter <2
A, which would find them being classified as non-porous by standard nitrogen ad-
sorption experiments conducted at 77 K. Despite this, we retain these structures
in our collection as there have been a number of reports of structures, for example
calixarenes, that can show porosity by guest transport without connected pore
volumes.?® The maximum pore diameter shows that many of these structures
have significant cavities that could be use for guest transport and storage. The
pore dimensionality of each of the systems was also measured. Figure 5.6 shows
that for He a majority of structures demonstrate a pore structure comprising one-
dimensional tubular-like channels. Interestingly, for probe sizes equivalent to N,
we find the distribution of pore dimensions shifts such that a majority of struc-
tures have unconnected void volumes. These measurements demonstrate clearly
the rarity of interconnected two or three-dimensional porosity in discrete organic
molecules.

To place this database in context with conventional porous framework materials
we have the computed density, volumetric surface area, helium void fraction and
pore diameters for the international zeolite association (IZA) zeolite and CoRE
MOF collections.'”?" Figure 5.7 shows a comparison of the normalized population
distribution of the materials. The distribution of densities of these classes shows
a very interesting relationship. oPMCs exhibit structures with lower densities
than zeolites - this is expected due to the organic and inorganic components that
make up these respective materials. The CoRE MOF structures are observed
to have a broad range of densities overlapping the range of both oPMCs and

zeolites, consistent with the combination of inorganic and organic components
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distribution for oPMCs identified in this study.
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Figure 5.7: Histograms of density (a), volumetric surface area (b), helium void fraction
(c) and pore diameters showing the distribution for oPMCs identified in this study.

that are used to construct MOFs. Comparisons of the surface areas and void
fractions further demonstrates the lack of significant pore volume in oPMCs.
Despite this we observe in Figure 5.7(d) an advantage of oPMCs, which include
more materials with smaller limiting pore diameters. This may prove useful in
areas of niche kinetic gas separations or chiral molecular separations, which is
currently an area of intense investigation.”?%2"

We have successfully demonstrated that the screening methodology used in
this study can identify experimentally reported oPMCs and possibly unknown
porous molecular crystals. The techniques used here have allowed for the database
to be probed for measurable quantities, namely surface area, pore volume and

dimensionality.

5.4.2 MOLECULAR CHARACTERISTICS OF OPMCs

In an effort to discover the molecular properties that result in crystalline molec-
ular porosity, we applied machine learning algorithms to molecular descriptors
measured for each of the molecular units. As oPMCs are generated from the pack-

ing of discrete molecular units we can apply detailed analysis to the molecular
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units. Researchers using these machine learning algorithms have reported success
in the prediction of solubility,*” heat capacity®! and propensity of crystallization®!
based on descriptors of the molecular structure. In this study, we have tested
the predictive accuracy of four support vector machine (SVM) kernels (linear,
quadratic and polynomial and gaussian RBF) trained using all 195 descriptors
generated by RDKit, compared in Table 5.2. The algorithms are observed to cor-
rectly classify between 53.3% and 64.6% of molecules. The averaged data for 100
unique iterations show small variance in the accuracy of classification. The linear
and polynomial classifiers show the greatest accuracy with the lowest accuracy
achieved with the RBF kernel. Individual class results in Table 5.2 show that
the lack of accuracy observed for the RBF kernel is a result of an imbalance in
the misclassification between the two classes, which is not observed for the other
functions. In practice, it has been observed that the linear kernel performs very

well when the number of features is large, as is the case with this investigation.*?

Table 5.2: Average total, non-porous (NP) and porous (P) accuracy rate for SVM classi-
fiers applied to all 195 RDKit descriptors.

kernel function total / % NP /% P/ %

linear 64.7 64.7 64.6
quadratic 60.7 60.0 61.5
polynomial 65.7 64.5 67.1
rbf 53.3 52.0 78.4

To identify the most important descriptors of the molecules for making these
predictions, an independent feature selection analysis was performed as the impor-
tance of each descriptor cannot be computed explicitly from a nonlinear SVM. We
compared the accuracy of classifiers built using only a single molecular descriptor,
for each descriptor measured with RDKit, in order to find the most important
descriptor, as shown in Table 5.3. We found that the labuteASA descriptor gave
the highest predictive accuracy from a single-variable linear SVM classifier. The
descriptor, labuteASA, gives an approximation for the van der Waals surface area
of a molecule and has been used to describe partition-coefficients (octanol/water)
and molar refractivity based upon only two-dimensional molecular connectivity.*?
Furthermore, the descriptor is highly correlated with the information contained
in many descriptors that are related to molecular size.** This results in the similar

predictive accuracy from the top single variable classifiers, Table 5.3.
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Table 5.3: Average single-variable classifier accuracy and the standard error in accuracy
resulting from a linear SVM classifier.

descriptor total / % standard error / %
LabuteASA 69.7 1
Chil 69.6 1
Chiln 69.5 1
ExactMolWt 69.4 1
HeavyAtomCount 69.3 1
MolWt 69.3 1
Heavy AtomMolWt 69.2 1
Chi0 69.2 1
NumValenceElectrons 69.2 1
ChiOv 69.2 1
Chi2n 69.0 1
MolMR, 69.0 1
Chi3n 68.9 1
ChiOn 68.8 1
Kappal 68.5 1
Chi4n 68.2 1
Chilv 68.1 1
BertzCT 67.9 1
VSA__EState9 67.0 1
Chi2v 66.9 1

Further analysis to find two-descriptor classifiers which used labuteASA paired
with every other descriptor did not result in a significant increase in the accuracy
rate suggesting that labuteASA and correlated descriptors provide the accuracy
of classification observed for the total descriptor analysis in Table 5.2. We find in
Table 5.4 that the labuteASA descriptor is a successful one-variable classifier with
a predictive accuracy of approximately 70%, which indicates that the majority of
the accuracy obtained with 195 descriptors can be achieved using the labuteASA
descriptor. It is not surprising that we observe an increase in accuracy upon using
a single descriptor. Various important definitions such as separation between
points often become less convincing at higher dimensions, as more dimensions
have been noted to make the proximity between points more uniform. As a
result, for a high number of features or variables, like that in Table 5.2, often

leads to a lower classification accuracy and clustering of poor quality.*’

85



Table 5.4: Average total, non-porous (NP) and porous(P) accuracy percentage for SVM
classifiers applied to the labuteASA descriptor.

kernel function total / % NP /% P/ %

linear 69.7 65.8 74.6
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Figure 5.8: Normalized Histograms of the Labute surface area descriptor for the porous
and non-porous classes.

Figure 5.8 shows that non-porous molecules are concentrated in a region where
the labuteASA is <200, while the porous molecules set has a wider distribution
and mostly have a labuteASA greater than 200. This follows the suggestion from
the SVM algorithm that determined the value separating the two categories cor-
responds to a labuteASA value of 196. We note, however, that there is significant
overlap between the classes around this point, which results in the accuracy rate
of only 70%.

The influence of the van der Waals surface area of a molecule on the forma-
tion of porous structures can be readily rationalized by considering that many
reported oPMCs rely upon awkward and high surface area shapes. For example,
these are often cups, macrocycles, cages, or molecular structures with concave sur-
faces that prevent space-efficient packing. Furthermore, larger molecular surfaces
give greater opportunities for -7 stacking and sites for intermolecular hydrogen
bonding that encourage the formation of large voids, as demonstrated for recent

example.?°
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While the accuracy obtained from our analysis may not be outstanding when
compared with other related studies that have applied machine learning tech-

30,31 Tt is, however, remarkable to demonstrate

niques to molecular classification.
any meaningful classification, owing to the large number of unknown factors in-
fluencing crystallization and in turn the porosity of the structure. Significantly,
the set of 481 porous structures used in the classification is small compared with
the datasets used in many machine learning investigations, which have used 10%
(or orders of magnitude more) examples to provide accuracies above 90%. This
issue is inherent to the research addressed herein, which is concerned with rel-
atively rare porous molecular solids. Additionally, examples of the diversity of
porous structures illustrated in Figure 5.9a give insight into the rich variety of
chemical structures and functionalities that can produce porous crystals. Thus,
no simple set of molecular characteristics appears to define whether a molecule
will form a porous crystal. Moreover, many of these molecules can have a number
of polymorphs that can have extremely different porosities. One example, 2,4,6-
tris-(4-bromophenoxy)-1,3,5-triazine, demonstrated in Figure 5.9b, crystallizes to
give the structures HEXWIQ and HEXWIQO1. Here, the molecule is exactly the
same. However, it can form either one-dimensional porous channels or a dense

completely non-porous structure, depending on the conditions of crystallization.

5.5 (CONCLUSION

We have successfully constructed a database of 481 organic porous molecular
crystal (oPMC) systems derived from experimental crystal structures. Efficient
methodologies were applied to screen the original structures for porosity and sub-
sequently refine unreliable examples using a combination of classical molecular
simulations and semi-empirical methods. This screening algorithm has success-
fully identified previously reported porous crystals and a large number of unex-
plored structures. Additionally, we have measured surface areas and pore metrics
of each structure and compared these to two databases of conventional porous
materials.

The identified database has been used to demonstrate a number of unique
trends and properties for these materials that previously were difficult to recog-
nize as a result of the limited selection of reported systems. Additionally, we
have applied machine learning algorithms in an effort to understand the impor-
tant chemical functionalities and molecular structures that yields porous crystal
structures. Despite the challenges, we observed that structures with large molecu-

lar surface area were responsible for a large proportion of porous structures. This
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Figure 5.9: Examples of the wide variety in chemical and geometric diversity of struc-
tures that produce the porous crystals captured in the oPMC database (a) and the two
drastically different polymorphs of 2,4,6-tris-(4-bromophenoxy)-1,3,5-triazine (b).
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has resulted in vital, quantitative, insight into features that promote lattice voids

and channels. The database described is a promising tool for identifying candi-

date structures for applications in gas separations. In addition, it can provide

design rules for the production of new extremely porous crystals.
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5.A SUPPORTING INFORMATION

Table 5.5: Descriptors calculated by the RDKit program.

RDKit Descriptors

MolWt, exactMolWt, Heavy AtomMolWt,
NumRadicalElectrons, NumValenceElectrons, Heavy AtomCount,

NumHeteroatoms, NumRotatableBonds, RingCount

BalabanlJ

BertzCT

ChiOv, Chilv, Chi2v, Chi3v, Chidv, ChiNv,
ChiOn, Chiln, Chi2n, Chi3n, Chi4n, ChiNn,
HallKierAlpha , Kappal, Kappa2, Kappad

EState-VSA1 — EState-VSA11
VSA-EStatel — VSA-EStatel0

LabuteASA
PEOE-VSA1 - PEOE-VSA14
SMR-VSA1 - SMR-VSA10
SlogP-VSA1 — SlogP-VSA12

MolLogP, MolMR

TPSA
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Table 5.6: Molecular fragments calculated by the RDKit program.

fragment title

description

NumHAcceptors
NumHDonors
NHOHCount
NOCount

fr Al COO

fr Al OH_noTert

fr Al OH

fr_ aldehyde

fr_ alkyl carbamate
fralkyl halide

fr_ allylic_ oxid

fr amide

fr amidine

fr aniline
fr Ar COO
frr Ar N
fr  Ar NH
fr Ar OH
fr ArN

fr_ aryl methyl
fr  azide

fr azo

fr  barbitur

fr  benzene
fr benzodiazepine

fr_ bicyclic
fr C O noCOO

fr C O
fr C_S
fr_ COO
fr COO0O2
fr diazo

Number of hydrogen bond acceptors
Number of hydrogen bond donors
Number of NHs and OHs

Number of nitrogen and oxygen atoms
Number of aliphatic carboxylic acids
Number of aliphatic hydroxyl groups
excluding tert-OH

Number of aliphatic hydroxyl groups
Number of aldehyde groups

Number of alkyl carbamates
Number of alkyl halide groups
Number of allylic oxidation sites
excluding steroid dienone

Number of amide groups

Number of amidine groups

Number of aniline groups

Number of aromatic carboxylic acids
Number of aromatic nitrogens
Number of aromatic amines

Number of aromatic hydroxyl groups
Number of N functional groups
attached to aromatics

Number of aryl methyl sites

Number of azide groups

Number of azo groups

Number of barbiturate groups
Number of benzene rings

Number of benzodiazepines with

no additional fused rings

Number of bicyclic rings

Number of carbonyl O, excluding COOH

Number of carbonyl groups
Number of thiocarbonyl groups
Number of carboxylic acids
Number of carboxylates

Number of diazo groups
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fragment title

description

fr_ dihydropyridine

fr epoxide

fr ester
fr ether
fr  furan

fr_ guanido
fr_ halogen
fr  hdrzine

fr  hdrzone

fr HOCCN

fr imidazole
fr imide
fr Imine
fr_ isocyan

fr_ isothiocyan

fr ketone Topliss

fr  ketone
fr lactam
fr lactone

fr methoxy

fr  morpholine
fr N O

fr_ Ndealkylationl

fr_ Ndealkylation2

fr NHO
fr NH1
fr NH2

fr_ Nhpyrrole

fr nitrile
fr  nitro_ arom_ nonortho

fr nitro  arom
fr nitro
fr nitroso

fr  oxazole

Number of dihydropyridines

Number of epoxide rings

Number of esters

Number of ether oxygens (including phenoxy)
Number of furan rings

Number of guanidine groups

Number of halogens

Number of hydrazine groups

Number of hydrazone groups

Number of C(OH)CCN-Ctert-alkyl

or C(OH)CCNeyclic

Number of imidazole rings

Number of imide groups

Number of imine groups

Number of isocyanates

Number of isothiocyanates

Number of ketones

excluding diaryl, a and b-unsat

Number of ketones

Number of beta lactams

Number of cyclic esters (lactones)
Number of methoxy groups -OCH3
Number of morpholine rings

Number of hydroxylamine groups
Number of XCCNR groups

Number of tert-alicyclic amines

(no heteroatoms, not quinine-like bridged N)
Number of tertiary amines

Number of secondary amines

Number of primary amines

Number of H-pyrrole nitrogens

Number of nitriles

Number of non-ortho nitro benzene

ring substituents

Number of nitro benzene ring substituents
Number of nitro groups

Number of nitroso groups, excluding NO2

Number of oxazole rings
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fragment title

description

fr  oxime

fr para_ hydroxylation

fr_ phenol noOrthoHbond

fr phenol

fr  phos acid
fr phos  ester
fr  piperdine
fr  piperzine
fr_ priamide

fr prisulfonamd

fr_ pyridine

fr  quatN
fr SH
fr sulfide

fr  sulfonamd

fr  sulfone

fr term__ acetylene
fr  tetrazole

fr  thiazole

fr_ thiocyan

fr  thiophene

fr  unbrch alkane

fr urea
FractionCSP3

Number of oxime groups

Number of para-hydroxylation sites
Number of phenolic OH excluding

ortho intramolecular hydrogen bond
substituents

Number of phenols

Number of phosphoric acid groups
Number of phosphoric ester groups
Number of piperdine rings

Number of piperzine rings

Number of primary amides

Number of primary sulfonamides

Number of pyridine rings

Number of quarternary nitrogens
Number of thiol groups

Number of thioether

Number of sulfonamides

Number of sulfone groups

Number of terminal acetylenes

Number of tetrazole rings

Number of thiazole rings

Number of thiocyanates

Number of thiophene rings

Number of unbranched alkanes of at least
4 members (excludes halogenated alkanes)
Number of urea groups

Fraction of C atoms that are SP3 hybridized
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Understanding Hydrogen Adsorption in
MOP Systems
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6.1 INTRODUCTION

A series of metal-organic polyhedra (MOP) were produced by Teo and cowork-
ers. These MOPs are of particular interest as the metallic nodes consist of a
M(II)-Pd(II) paddlewheel, where M can be Zn, Cu, Ni, or Co. Analysis of these
structures revealed that amorphous samples adsorb appreciable amounts of hy-
drogen gas.!

MOPs are discrete molecular entities assembled from metal clusters and or-
ganic molecules.? This construction allows for careful adjustment of size, chemical
functionality and metal sites to provide a tailored host molecule for a number of
potential applications, one of which is the storage of gases. Alternative energy
sources are paramount with present concerns of climate change, energy security
and pollution. One such alternative is hydrogen gas as it can be produced from
domestic resources and is able to power fuel cells in zero-emission passenger ve-
hicles.® Despite the advantages of hydrogen there are concerns over safe storage
methods due to its low volumetric density and explosiveness. There are a number
of methods that mitigate these issues. One such solution is the storage by adsorp-
tion of hydrogen on porous frameworks.* Most porous materials store hydrogen
by way of weak van der Waals interactions. In contrast, transition metals can
adsorb hydrogen much more strongly as a result of charge-transfer interactions
and chemisorption driving the dissociation of H, to form metal hydrides.’

MOPs were synthesized by mixing 5-tert-butyl-1,3-benzenedicarboxylic acid
(H,-L) and a bimetallic paddlewheel acetate Pd(II)-M(II) (M = Co*", Ni*",
Cu®" or Zn?") in N N-dimethylacetamide (DMA) at ambient temperature for
24 hrs under dry, anaerobic, conditions. This afforded single crystals suitable for
X-ray diffraction studies. Close analysis of the diffraction data indicated that each
MOP is best described by a cuboctahedral geometry with bimetallic paddlewheel
units at each of the 12 vertices. The Pd(II) and M(II) ions, predominantly, adopt
endo- and exo-hedral positions of the 12 vertices, respectively. The structure is
summarized in Figure 6.1.

We assessed the porosity of these unique materials by performing H, and N,
gas adsorption experiments. Careful activation of the MOPs was carried out to
ensure the removal of co-ordinated solvent molecules. To completely remove the
DMA solvent molecules MOP crystals were soaked in a solution of dry acetone
for 7 days, followed by supercritical CO,, drying and finally heating at 50°C under
vacuum for 3 hr. By employing this activation protocol only trace amounts of
DMA were detected by '"H NMR. Brunauer-Emmett-Teller (BET) analysis of the

isotherms yielded surface areas ranging from 200 to 1100 m?.g~! (Figure 6.2a and
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Figure 6.1: Cuboctahedral crystal structure of MOPs described in this chapter (a) and
the unique bimetallic paddlewheel local environment (b). Note hydrogens have been re-
moved for clarity.

Table 6.1: BET surface areas for MOPs: ZnPd(L) CuPd(L), NiPd(L), CoPd(L) and
CuCu(L) calculated from N, isotherms collected at 77K.

BET surface area / m?.g~!

ZnPd(L) 702
CuPd(L) 215
NiPd(L) 923
CoPd(L) 1090
CuCu(L) 293

Table 6.1). The highest surface areas were attributed to ZnPd(L) and NiPd(L)
with lower surface areas observed for CuCu(L) and CuPd(L). Upon activation, the
materials become amorphous and it is not possible to describe the pore structure
atomistically. However, some information can be obtained from density functional
theory (DFT) derived pore size distributions calculated from N, and Ar isotherms.
These results show smaller pore sizes for CuPd(L) and ZnPd(L), consistent with
the lower pore volumes observed for these materials, as shown in Figure 6.2b.
In an effort to quantify the strength of hydrogen adsorption in these MOP
materials, we show the fitting of a virial model to the isotherms which is sub-
sequently used to obtain the isosteric heat of adsorption. Finally, we show that
DFT methods give insight into the nature of the metal cluster and suggest the

mechanism behind the strong interaction with hydrogen.
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6.2 METHODOLOGY

6.2.1 ISOSTERIC HEAT OF ADSORPTION

The isosteric heat of adsorption for the MOPs were generated by first fitting
the 77 and 87 K Hs adsorption isotherms using either the dual-site Langmuir
model or a virial expansion (Equation 6.1 and Equation 6.2), where ¢ is the
quantity adsorbed, p is pressure, T' is temperature. and gsat, a; and b; are fitting

parameters.

_ QSat,AbAp (sat,B be

+ 6.1

In(p) = % Z g’ + Z big’ (6.2)
i i

Empirical equations, for example the dual-site Langmuir model, Equation 6.1,
are often used to model the adsorption of gases and in most cases where there is a
strong adsorption site and a weak adsorption site, this is adequate.® However, in
a number of cases, to estimate reliable isosteric heats of adsorption, a virial-type
expansion, Equation 6.2, comprising the temperature-independent parameters a;
and b; is used.” In this study we have investigated the application of both these
models to the hydrogen isotherms of amorphous MOP samples.

Curve-fitting of Hy adsorption isotherms was achieved by optimizing the fitting
parameters, ¢t a B, bap and a, b for Equation 6.1 and Equation 6.2 respectively,
such that the square of the difference between the model and the experimental
data was minimized. This was achieved through the use of the lsqcurvefit
function in MATLAB. As a test case CuCu(L) was fit with increasing terms in
the virial expansion and the expansion up to third order in ¢ was found necessary
to achieve a good fit to the experimental hydrogen isotherm.

Finally, the isotherm models were subsequently used to solve the Clausius—
Clapeyron relation for the isosteric heat of adsorption (Qs) by numerically dif-

ferentiating the relation, Equation 6.3.%

B Olnp
Qst - RT2 (a—T>q (63)

99



6.2.2 COMPUTATIONAL METHODS

Owing to the size of the MOP structures (408 atoms including 24 metal atoms) it
is computational unfeasible to investigate the entire structure using DF'T meth-
ods. As the bimetallic paddlewheel cluster is the most complex component of the
MOPs, it was chosen for analysis. Figure 6.3 shows the formate, benzoate and

water-solvated clusters investigated by DFT methods.

Figure 6.3: Clusters investigated by DFT methods; formate (a), benzoate (b) and water
solvated formate (c).

Formate clusters were optimized with the B97-D functional® with empirical
dispersion correction (D3)' and def2-tzdvp'"'* basis set as employed by Gaus-
sian09.'® Very tight convergence criteria and ultrafine integration grids were used
in all calculations. Additionally, benzoate and water solvated (at the Zn, Cu, Ni
and Co site) clusters were optimized to give a comparison for size effects and sol-
vation. Formate clusters optimized with the B97-D3 functional were further com-
pared with structures optimized with PBE0'* and B3LYP*, which contains 15%
exact exchange.!® Subsequently, interactions with dihydrogen were investigated
by optimizing formate clusters with a H, molecule placed above the transition
metal to give a C2v symmetric dimer. As the B97-D3/def2-tzdvp combination
described the monomer paddlewheel clusters correctly and has used in a number
of other studies, it was used here to characterize the interaction with H,.!%!7
Hydrogen-bound structures were optimized and verified to be minima on the po-
tential energy surface with zero negative eigenvalue of the Hessian. Interaction
energies of bimetallic clusters were compared with the acclaimed CuCu paddle-
wheel cluster, which was modeled in the triplet state.'®'? All hydrogen interaction
energies were corrected for basis set superposition errors?’ and enthalpy contri-

butions.
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Figure 6.4: Hy adsorption isotherms at 77 K of MOPs, CuCu(L), CoPd(L), NiPd(L),
CuPd(L) and ZnPd(L).

6.3 RESULTS AND DISCUSSION

6.3.1 ISOSTERIC HEAT OF ADSORPTION

The low-pressure H,, adsorption isotherms for CuCu(L), CoPd(L), NiPd(L), CuPd(L)
and ZnPd(L) MOPs as shown in Figure 6.4. The isotherms for each MOP show
reversible adsorption with steep uptake at low pressures. The H, uptake capacity

of the MOPs range between between 0.65 and 1.0 wt % at 77 K and 1 bar for
CuPd(L) and NiPd(L), respectively. This trend is consistent with the lower pore
volume observed by N, adsorption for the CuCu(L) and CuPd(L) compared with
the NiPd(L) and ZnPd(L) analogues.

In order to quantify the strength of the hydrogen interaction and to calculate
the isosteric heat of adsorption (Qs), the isotherms were fit using Equation 6.1
and Equation 6.2 as described previously in Section 6.2.1. Examples of fits for
the respective models for ZnPd(L) are shown in Figure 6.5. Notably, the dual-
site Langmuir model at low coverage shows a poor fit, despite it being a physical
representation of the adsorption process. This poor fit at low pressures is likely
due to the disordered nature of these materials, which lose periodicity upon ac-

tivation.
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the dual-site Langmuir model (a) and temperature-independent virial model (b). Experi-
mental points are indicated by circles and the the model fit is represented by a line.
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Table 6.2: Optimized parameters for the temperature-independent virial model for
the 77 K and 87 K Hy adsorption isotherms for MOPs, CuCu(L), CoPd(L), NiPd(L),
CuPd(L) and ZnPd(L). Note the units of these parameters are mmol.g~!.

CuCu(L) CoPd(L) NiPd(L) CuPd(L) ZnPd(L)

7K ag 0.0312 -0.0425 0.0228 0.0312 0.0182
a; 0.0142 0.2964 0.0148 0.0129 0.0234
ap -0.0018 0.5418 -0.0040 -0.0005 -0.0069
az 0.0002 -0.0884 0.0007 0.0001 0.0009
by 2.4208 2.4528 1.7607 2.4200 1.4132
by 1.1008 0.9100 1.1192 1.0039 1.8123
by -0.1450 -0.1855 -0.2796 -0.0456 -0.5382
bs 0.0218 0.0236 0.0381 0.0146 0.0741

87K ag -0.2477 -0.0815 0.0416 0.0508 -0.0919
ay; 1.5466 0.3922 0.0084 0.0124 -0.5234
ay 1.8610 0.5652 -0.0005 -0.0024 0.0952
as 0.8816 -0.2044 -0.0004 0.0010 -0.2769
by 3.8421 3.7193 3.4484 4.1843 3.5863
by 1.2484 0.9081 0.6977 0.9373 0.7563
by -0.4531 -0.2543 -0.1135 -0.1913 -0.1381
bs 0.1458 0.0442 0.0133 0.0750 0.0278

The virial model with parameters given in Table 6.2 was used to calculated the
isosteric heat of adsorption (Qs) using the Clausius—Clapeyron relation, Equa-
tion 6.3. The Qg curves are displayed in Figure 6.6.

The isosteric curves, Figure 6.6, for ZnPd(L) and NiPd(L) indicate strong
adsorption with initial Qg values of —12.1 and —9.50 kJ.mol~!. As the hydro-
gen loading is increased and the high affinity sites are saturated, the adsorp-
tion enthalpy decreases to approximately —7.5 kJ.mol™!. Such high adsorp-
tion enthalpies are competitive with exposed metal ion metal-organic frame-
works (MOFs) such as HKUST-1 and CPO-27-Ni, which have interaction en-
thalpies of —10.1 and —13.5 kJ.mol™!, respectively.?’ These bimetallic MOPs
show significantly stronger affinity for hydrogen than the CuCu(L) structure,
which has an enthalpy of approximately -8.0 kJ.mol~! over the hydrogen load-
ing range. In contrast to the other bimetallic MOPs, the adsorption enthalpy
of CuPd(L) and CoPd(L) gradually decrease upon loading, suggesting there is

minimal energetic heterogeneity to the adsorption of H,. The different enthalpy
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Figure 6.6: Isosteric heats of adsorption of MOPs CuCu(L), CoPd(L), NiPd(L),
CuPd(L) and ZnPd(L), calculated using a temperature-independent virial model.

profiles compared with the other bimetallic MOPs is most likely the result of the
different pore structure present for CuPd(L); as evidenced by N, adsorption ex-
periments. In this case the strong adsorption would result from the small cavity
sizes that bind hydrogen strongly by favorable “wall-wall” overlaps, rather than
at an open metal site.”? A similar phenomenon is observed for CoPd(L), but in
this case the larger pore volumes produce a lower enthalpy.

The calculated isosteric heat shows that ZnPd(L) has the strongest interaction
with H,. However, as these materials are amorphous, the accessibility of the
adsorption site is unclear in addition to whether the Pd(II) or M(II), the transition
metal, is the primary site of adsorption. To provide further understanding of the
interaction of H, with the binary metal cluster, a DF'T study of the systems was

performed.

6.3.2 DFT ANALYSIS OF BINARY METAL CLUSTER

Initially, we screened two functionals and two cluster sizes for describing the
binary metal paddlewheel cluster. Formate- and benzoate-based clusters (Fig-
ure 6.3) were optimized with B97-D3 and PBEO with the def2-tzdvp basis set.
These specific functionals were chosen to enable a comparison of generalized gra-
dient approximation (GGA) and hybrid GGA functionals. The resulting bond
lengths and angles from the optimizations are summarized in Table 6.3. The area

of greatest contrast is observed to be in the O-M-O angle, which is more shallow
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Table 6.3: Optimized geometries for formate, benzoate, and water-solvated clusters of
ZnPd, CuPd, NiPd and CoPd for various DFT functionals compared with geometries
from crystal structures.

B97-D3 PBEO benzoate solvate exp.

M-Pd /A 2481 2483 2.459 2.547  2.558
ZnPd O-M-O /° 1739  171.7 174.0 166.7  165.6
O-Pd-O /° 1754 1756 175.7 1789  176.8

M-Pd /A 2514 2.385 2490 2.504  2.552
CuPd O-M-O /° 173.5 171.9 173.7 168.9  168.8
O-Pd-O /° 173.8 180.6  174.2 176.1 174.4

M-Pd /A 2515 2498 2491 2.553  2.462
NiPd(s) O-M-O /° 1762 1752 176.3 1740 1711
O-Pd-O /° 171.0  171.1 1716 1722 177.2
M-Pd /A 2419 2415 2397 2.459
NiPd(#) O-M-O /° 1751 1746 175.0 171.1
O-Pd-O /° 1773 1763 177.9 179

M-Pd /A 2439 2531 2412 2.475 2509
CoPd(d) O-M-O /° 1775 1733 1779 174.3  168.8
O-Pd-O /° 1737 1759 174.1 174.9  176.0
M-Pd /A 2643  2.633 2.436 2.519
CoPd(q) O-M-O /° 1633 1624 174.1 165.4
O-Pd-O /° 1762  176.1 176.8 179.3

in the DFT optimized structures. This difference can be attributed to the state
of the cluster in the crystal structure. The crystal structures were obtained for
solvated samples with a DMA molecule bound to each transition metal. Upon
optimization of clusters bound to a water molecule, we find very good agreement
between the optimized structures and the crystal structures (Table 6.3).
Importantly, there are two possible spin states for the NiPd and CoPd struc-
tures owing to the d® and d” electron configurations of Ni and Co, respectively.
These systems are labeled by the resulting multiplicity: s (singlet), d (doublet),
t (triplet) and ¢ (quartet). In a previous study by Markov et al., which em-
ployed the B3LYP functional, similar acetate NiPd and CoPd clusters were to
determined to favor the high-spin states.?® Square planar and square pyramidal
complexes should be low spin, by crystal field theory arguments.?* However, the

high-spin geometries are more consistent with the crystal structures. Compari-
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Table 6.4: Difference in spin state energies of NiPd and CoPd formate clusters for B97-
D3, PBEO and B3LYP* functionals.

NiPd AE;,; / kJmol™' CoPd AE,_,, / kJ.mol™*

B97-D3 -34.3 8.74
PBEO -64.7 -593.6
B3LYP* -40.8 -24.2

son of the geometries of the different spin states, given in Table 6.3, shows that
the low-spin states for the NiPd and CoPd clusters produce O-M-O angles much
closer at 180° as expected for the square planar nature of the transition metal.
However, the formate bridge applies a strain to the O-Pd-O angle and as a result
the low-spin structures have O-M-O angles greater than the O-Pd-O angles. This
feature is not observed in any of the other structures or the experimental crystal
structures.

To further aid in identification of the spin states of these structures the en-
ergies were compared for a pure functional (B97D), a hybrid functional (PBEO)
and a functional with 15% exact exchange (B3LYP*) (Table 6.4). The energies
suggest that the high-spin configuration is favored. As discussed previously, this
is likely due to Pd favoring a square planar geometry. Notably, B97-D3 func-
tional disagrees with the other two functionals on the stability of the spin states
of CoPd. Literature suggests that a functional with 15% exact exchange gives the
best performance in these problems (BSLYP*).' Although the evidence proposes
NiPd and CoPd exist in the high-spin state, it is important to note that the local
environment of the cluster, for example solvent effects, can drastically effect the
stabilities of spin states in an experimental system. In the absence of higher-level
calculations and further experimental evidence, both spin-states of these clusters
will be considered.

A significant feature of this series is the distance between the transition metal
and palladium center. This feature has been previously studied by Markov et
al. in similar bimetallic species.?®> They applied DFT calculations to determine
the existence of metal-metal bonding. The resulting study determined the short
metal-metal distances to be caused by the acetate bridges with no electronic in-
teraction between Pd-M observed. Our DFT results support these findings, with
highest occupied molecular orbitals (HOMOs) displaying strong anti-bonding

character, as shown in Figure 6.7.
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Figure 6.7: HOMOs for ZnPD, CuPd, NiPd(s), NiPd(t), CoPd(d) and CoPd(q) (a-f,
respectively). Orbital surfaces generated at B97-D3/def2-tzdvp level.
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6.3.3 DFT ANALYSIS OF HYDROGEN ADSORPTION

The formate clusters were again optimized with one H, molecule positioned above
each metal center, such that the dimer had C2v symmetry. Interestingly, the Pd
metal center showed no appreciable interaction with H,, molecules, with no local
minima discovered. There is a wealth of literature that describes the strong in-
teraction between hydrogen and palladium; however in these studies palladium
was in the Pd(0) state. In the systems described here, palladium exists as Pd(II),
which results in the electronic configuration [Kr]4d®. Yonezawa and coworkers
have previously described, in great detail, the interaction of Pd(0) with hydro-
gen.? In their study, upon interaction, electrons are transferred from the hydro-
gen molecule to the Pd atom. Pd orbitals rehybridize and the electrons in the d,
orbital flow into the 5s and 5p. It is expected that this favorable pathway cannot
occur as a result of the unfilled d-orbitals of Pd(II).

On the other hand, the exo-hedral transition metals (Zn, Cu, Ni and Co)
showed strong interactions with hydrogen, resulting in geometries and energies
described in Table 6.5. Importantly, we compare the interactions with those of
the well-documented CuCu formate paddlewheel. The trend observed for the
bimetallic clusters is Co > Ni > Zn > Cu, if we consider the high-spin states
of Co and Ni. The CuCu formate paddlewheel produced an interaction energy
of -9.96 kJ.mol~! which compares quite well to the isosteric heat of interaction
determined in Section 6.3.1 and enthalpies determined in other studies of HKUST-
1, a MOF composed of CuCu paddlewheel units.?!

ZnPd shows a relatively strong interaction resulting from the charge density
associated with the bare Zn site. This is evidenced by Hirshfeld partial charge
analysis, which shows the partial charge density is greatest for Zn and decreases
across the series, as shown in Table 6.6. The charge density on the M and O sites
is such that it polarizes the electron density of H,, facilitating a favorable elec-
trostatic interaction. A pertinent example of this has been described by Tsivion
and coworkers in the description of a catechol-AlF complex that has a theoretical
adsorption enthalpy of -14.1 kJ.mol~! of similar magnitude to that of the ZnPd
cluster.'”

In contrast to ZnPd and CuPd, which bind H, by polarization, we find the
strong adsorption in the NiPd and CoPd analogues to be a result of the formation
of a “Kubas” complex. This is observed as Co and Ni analogues bear partially oc-
cupied or unoccupied o* molecular orbitals. This interaction has been described
for a number of transition metal structures.?® Kubas first discovered this phenom-

ena for a hydrogen bound tungsten complex,?” which demonstrated a long H-H
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Table 6.5: Optimized geometries and interaction energy of formate-H, dimers of ZnPd,
CuPd, NiPd, CoPd and CuCu clusters compared with experimental enthalpy of interac-
tion.

B97-D3  exp.

H,-M /A 2.206

ZnPd H-H /A 0.754
AFE /kJmol™!' -158  -12.0

Hy-M /A 2.434

CuPd H-H /A 0.750
AFE /kJmol™' -824  -9.94

Hy-M / A 3.096

NiPd(s) H-H /A 0.746
AFE / kJmol™t -3.22 -9.47

H,-M / A 1.998

NiPd(t) H-H /A 0.760

AFE / kJmol™! -21.3

H,-M /A 2.065

CoPd(d) H-H /A 0.757
AFE /kJmol™' -141  -7.14

H,-M /A 1.986

CoPd(q) H-H /A 0.765

AE / kJmol™' -24.5

H,-M / A 2.418

CuCu H-H/A 0.750

AE /kJmol™! -9.96  -8.02
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Table 6.6: Hirshfeld partial charges on the transition metal and adjacent oxygen atoms
for the clusters ZnPd, CuPd, NiPd, CoPd and CuCu calculated at the B97-D3/def2-tzdvp
level of theory.

M/e O/e

ZnPd 0.454 -0.253

CuPd 0.421 -0.239

NiPd(s
NiPd(t

0.205 -0.202
0.323 -0.233

~—

CoPd(d) 0.120 -0.199
CoPd(q) 0.323 -0.227

CuCu 0.424 -0.239

bond of 0.84 A; free H, has a bond length of 0.74 A. The interaction is defined by
donation of electron density from the Hy o orbital to empty d orbitals of the tran-
sition metal in addition to m back donation from filled transition metal d orbitals
to the vacant o* H, orbital, resulting in lengthening of the H-H bond. Upon
consideration of the HOMO and lowest unoccupied molecular orbital (LUMO)
of NiPd(t), given in Figure 6.8, the overlap of these states is clear. Donation of
electrons from the H, HOMO (Figure 6.8a) to NiPd(¢) LUMO (Figure 6.8d) and
backdonation NiPd(¢#) HOMO (Figure 6.8c) to H, LUMO (Figure 6.8b), occupied
bonding orbitals are observed in the NiPd(¢)-H, dimer, as shown in Figure 6.9.
The orbital interactions are also observed in the H-H bond lengths, displayed in
Table 6.5, in which NiPd(¢), CoPd(d) and CoPd(q) dimers have bond lengths
greater than 0.757 A. This orbital interaction produces extremely strong interac-
tion energies in excess of -21.3 kJ.mol™!, which is of the magnitude of hydrogen
interactions identified in previous studies, such as Mg?" containing clusters.?®
The formation of a “Kubas” complex is especially evidenced by the large dif-
ference in interaction energy for the singlet and triple state of NiPd. The singlet
state of NiPd has a fully occupied o* orbital and as a result is unable to accept
electrons from the H, molecule, which results in a weak affinity of -3.22 kJ.mol ™.
The DFT analysis has produced binding affinities of bimetallic clusters to H,
that we can compare to the isosteric heats determined in Section 6.3.1. DFT pre-
dicts binding energies in reasonable agreement for the ZnPd-, CuPd- and CuCu-
based systems; however there is some incongruity observed for NiPd and CoPd.

The discrepancy for CoPd may be a result of the pore structure rather than spe-
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Figure 6.8: Orbitals that form a “Kubas” complex where there is donation from H,
HOMO (a) to NiPd(t) LUMO (d) and backdonation from NiPd(t) HOMO (c) to the
H, LUMO (b). Surfaces generated using B97-D3/def2-tzdvp level of theory.

Figure 6.9: Occupied molecular orbitals of NiPd(t)-H, showing the “Kubas” bonding
present in this interaction. Surfaces generated using B97-D3/def2-tzdvp level.
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cific interactions with open metal sites. This is supported by the vastly different
experimental N, isotherm (Figure 6.2) and isosteric curve (Figure 6.6), which
suggests the porosity for this structure is different from that of the other ana-
logues. In addition, as the activation procedure renders the structure amorphous
it is plausible that the resulting material is different to the clusters investigated
here, one such possible species is cobalt oxide (Co(II)O,). Moreover, the CoPd
and NiPd structures have two distinct spin states that interact with H, either
strongly or weakly. The DFT evidence may suggest high-spin structures are fa-
vorable; however the experimental evidence is lacking and as such these systems
may exist as a mixture of spin states that would greatly effect the interaction
with H,. Finally, the experimental systems have been identified as amorphous
upon activation, which results in the local environment during adsorption exper-
iments being unknown. As a result, the pore structure and accessibility of sites

is unclear and makes comparison ambiguous.

6.4 (CONCLUSION

In summary, a series of permanently porous bimetallic MOPs were synthesized
by coworkers.! The structure, composed of 5-tert-butyl-1,3-benzenedicarboxylic
acid with bimetallic Pd(ITI)-M(II) (M = Co®*, Ni*", Cu®* or Zn*") paddlewheel
clusters, produces a cuboctahedral supramolecular entity. A virial adsorption
model was fit to the H, isotherms to obtain the experimental isosteric heat of ad-
sorption, which revealed a strong interaction of between -7.14 and -12.0 kJ.mol !
This affinity to H, is among the strongest recorded for a metal-organic material.?’
To further investigate this interaction we applied DFT methods to the bimetallic
clusters and were able to assign the strong interactions to a combination of either
polarization (ZnPd) or the formation of a “Kubas” complex (NiPd and CoPd).
Although there is some ambiguity in the comparison of DFT interaction energies
with those obtained experimentally, this study clearly illustrates the potential of
this bimetallic cluster for the adsorption of H,. Accordingly, we may find that
three-dimensionally connected and high pore volume MOF materials unlock even

stronger H, adsorption enthalpies than the molecular analogues described here.
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7.1 INTRODUCTION

Within the previous chapters, computational methods proved to be useful in
the description of porous materials. In particular, methods were exhibited that
describe the diffusion of gases in crystalline molecular cages (Chapter 3) and
quantify porosity and pore architectures (Chapter 4). An important application
of these techniques is to provide explanation of complex behaviors observed by
researchers in experimental systems.

Notably, simulations have played an important role in explaining experimental
observations. A salient example is described by Diiren and coworkers on the
characterization of gas diffusion in ZIF-8.! The sodalite topology of ZIF-8 contains
a pore structure with windows of ~ 3.40 A that connect large cavities (=~ 11.6
A).?2 Owing to the narrow pore windows, this material has been investigated for
the kinetic separation of hydrogen gas (2.98 A) from other larger gases, nitrogen
(3.64 A) and methane (3.40 A), that are formally unable to diffuse through the
material.® However, there are a number of reports of ZIF-8 adsorbing nitrogen and
methane in addition to even larger molecules.*® Diiren and coworkers applied
grand canonical Monte Carlo (GCMC) simulations to the conventional ZIF-8
structure and a structure obtained at very high pressure to produce theoretical
N, isotherms for the two phases of ZIF-8. By comparing theoretical N, isotherms
to the experimental isotherm it was evident that ZIF-8 undergoes a structural
transition, comprised of rotation of the imidazolate ligands, at 2 x 10™* p/p, of
N, to produce a pore structure similar to the structure at high pressure. This
rotation of imidazolate ligands results in the pore aperture opening such that it
can diffuse large guests. Consequently, molecular simulation in cooperation with
experiments produced atomistic evidence to accurately describe the complex gas
adsorption in ZIF-8, an important consideration for the industrial application of
this material.”

Herein, two systems, a porous organic cage (POC) and a metal-organic frame-
work (MOF), that showed complex and unintuitive gas adsorption results are
described. By applying molecular simulations to these systems, the phenomena

responsible are explained atomistically.
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3.1 nm

Figure 7.1: DFT energy minimized molecular structure of D1 (a) and comparison of the
optimized cage structure (blue) and crystal structure (red) (b).

Table 7.1: Comparison of mean bond distances and angles in the optimized and crystal.

DFT Crystal

Tetraphenyl Angle / °© 109.6  109.7
Strut Alkyne Length / A 1.221  1.190
Tripodal Alkyne Length / A 1.216  1.198
Strut Length / A 6.637 6.614
Cage Diameter / A 16.93  18.06

7.2 UNDERSTANDING GAS ADSORPTION IN A NEW POC

Microporous molecular solids consisting of organic cage molecules have a num-
ber of advantages over conventional framework materials, such as zeolites and
MOFs, including solution-processability® and switchable porosity.” Many POCs

described previously are produced by reversible reactions, exploiting both imine!'®

and boronate ester!'!

chemistry, with cages of carbon-carbon architecture being
comparatively rare.'?

The molecule D1 was produced using Eglington homocoupling of two alkyne-
terminated building units.'® This wholly carbon cage molecule was modelled using
density functional theory (DFT) methods, optimized at the B3LPY /6-31G(d,p)
level of theory with default convergence criteria employed by the Gaussian(09 soft-
ware.'* The energy minimized structure has a distorted triangular prism struc-
ture, shown in Figure 7.1a, with internal horizontal (measured as twice the av-
erage distance between cage centroid and diyene moiety) and vertical (measured

between the two sp® carbon atoms) diameters of 14.0 A and 13.5 A, respectively.
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Figure 7.2: Depiction of the packing present in the crystal structure of D1« viewed
down the b-axis (a) and simulated N, accessible surface area of Dlo.

The X-ray crystal structure of D1 was identified from crystals produced by slow
evaporation of a dichloromethane/methanol solution. A comparison of the DFT
structure and crystal structure, in Figure 7.1b and Table 7.1, illustrates the accu-
racy of DFT for predicting the geometry of cage structures. This single-crystalline
polymorph, Dla, crystallizes in the orthorhombic space group Pbcn. The cages
pack in a herringbone-type arrangement, where each individual molecule of D1
packs closely with four other molecules of D1 in the same orientation and two sets
of four additional cages, with a near-orthogonal direction of their molecular axis,
as illustrated in Figure 7.2a. This has the effect of placing at least two molecules
of D1 into each window of a neighboring cage. Owing to the lack of functional
groups directing the packing, the primary intercage forces in the crystal are van
der Waals interactions and edge-to-face m-stacking interactions involving both
phenyl and alkyne moieties. Powder X-ray diffraction (PXRD) was used to con-
firm that the single crystal structure was representative of the bulk sample and to
determine that the a polymorph was retained subsequent to removal of solvent.

The accessible pore space to N, for this a polymorph was computed using
the “Atoms Volumes & Surfaces” tool in Accelrys Materials Studio, displayed
in Figure 7.2b. The pore network shows that the structure of Dla contains
one-dimensional channels consisting of adjacent cages connected by windows of
~4 A. Given that the comparable kinetic diameter of N, (3.64 A) it was expected
that that these windows may restrict the diffusion of N, through the material.
To support this hypothesis, molecular dynamics was employed to simulate the
diffusion of H, and N, within the pore structure of Dla.

Molecular dynamics simulations were carried out using the Forcite module
within Materials Studio 5.0. NVT dynamics were simulated at a temperature
of 77 K with a step size of 1 fs; temperature controlled using the Nosé-Hoover

thermostat.'® The simulated system included the periodic unit cell of the crystal
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Figure 7.3: Simulated mean-squared of N, and H, through the crystal structure of Dla.

structure and a N, or H, molecule placed within the previously identified porous
channels. All bonds, angles, dihedral angles and intermolecular forces were de-
scribed using the universal force-field (UFF).'® Mean square displacements were
measured for a 3 ns simulation, initially equilibrated for 1 ns, and averaged over
three unique simulations.

The mean-square displacement of single N, and H, molecules (Figure 7.3)
clearly show the motion of N, is constrained within polymorph D1la. The smaller
H, is able to diffuse rapidly through the structure by traversing the 4 A windows.
During the simulation no significant structural changes of the porous material
were observed.

In accordance with these diffusion simulations, 77 K N, isotherms indicated
that activated samples of D1a were non-porous to N, but porous to H,, affording
a total uptake of approximately 40 cm?®.g! at 77 K.'* However, D1« could be con-
sidered a “soft” porous crystal, and it is plausible that with greater gas loading
pressures and temperature, slight structural deformations may allow N,, in addi-
tion to other larger gases, to move through the pores as observed in Chapter 3.
Subsequently, further experimental analysis of D1 produced a second kinetically
favored polymorph that showed diffusion of N, at 77 K. This 8 polymorph ex-
hibited a Brunauer-Emmett-Teller (BET) surface area of 1153 m%.g~!, notably
high for a POC material.'?
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Figure 7.4: Biphenyl-dicarboxylic acid ligand (a) and structural representation of the
MOF framework (b) showing the large pores that align with the crystallographic c-axis.

In summary, this study demonstrates the use of molecular simulations to char-
acterize the geometry of a new POC and visualize the pore network from an
X-ray crystal structure. Additionally, molecular dynamics were applied to in-
vestigate the accessibility of identified pore space to gases used by experimental
probes. This produced a clear understanding of the N, adsorption experiments
performed on the a polymorph, that could not be simply captured by a static

geometric model.

7.3 DYNAMIC POROSITY IN CHIRAL 3D KAGOME MOF

Metal-organic frameworks (MOF's) are porous materials that are generally con-
nected in three dimensions by a combination of metal nodes and organic ligands.
There have been a number of reports of MOF materials that display flexible and
dynamic behaviour upon changes in pressure, temperature and introduction of
guest molecules.'™® This nature can result in number of attractive phenomena,
including gate opening and breathing, that may be exploited for gas separation
applications.'? Importantly, these properties are generally associated with flex-
ibility in either the metal node or organic linker.?’ However, using molecular
simulations it is shown that dynamic porosity in a new MOF is a result of solvent
attached to the metal node.

Coworkers produced a series of MOF's constructed from octahedral Ni(II) cen-
tres bridged by multidentate biphenyl-dicarboxylic acid ligands, shown in Fig-
ure 7.4a with either N,N’-dimethylformamide (DMF) or N,N’-diethylformamide
(DEF) solvent attached to the bare coordination sites. These structures will be

referred to as 1-DMF and 1-DEF, respectively.?! Single crystal X-ray diffraction
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revealed the MOF structure as chiral with a quartz-like 3D kagome structure, as
illustrated in Figure 7.4b. Notably, the structure presents double-helical pores
along the crystallographic c-axis that are connected to neighboring channels to
form the 1D pore network. 1-DMF and 1-DEF were found to be isostructural
with very similar unit cell parameters.

Visualization of the pore space accessible to N, reveals the pore structure is
comprised of large one-dimensional channels with pleats associated with the layer
spacing of the framework. The experimental porosity of 1-DMF and 1-DEF was
ascertained by performing N, adsorption isotherms at 77 K (Figure 7.5). The
isotherms of both materials are best described as type I and BET analysis results
in surface areas of 733 and 767 m2.g~! for 1-DMF and 1-DEF, respectively. Inter-
estingly, the isotherm of 1-DMF displays a prominent shoulder in the low pressure
region p/py = 0.001 to 0.05, as shown in Figure 7.5b, which is reproducible over
multiple samples.

The isotherm shoulder was of particular interest as the only difference between
the structures is the attached solvent. It was hypothesized that this artifact could
be a result of dynamics associated with the solvent molecule. Molecular simula-
tions of the 1-DMF and 1-DEF structures were employed to discern the effect of
solvent on porosity.?? Initial structures were taken from crystal structures with
excess solvent molecules removed. DMF and DEF molecules were rotated around
the pore, by rotating the Ni-O formamide coordination axis in 10° increments.
For each step of rotation the framework was held rigid and the methyl and ethyl
groups allowed to relax in P71 symmetry. Relaxation and final structure energies
were calculated using UFF!® within the Forcite module of Accelrys Materials Stu-
dio 5.0. Nitrogen surface area for each structure were calculated, using a probe
radius of 1.84 A, with the “Atoms Volume & Surfaces” package of Materials
Studio.

Simulations of 1-DMF suggest that the shoulder in the 77 K N, adsorption
isotherm is a result of rotation of DMF molecules with respect to the Ni center.
By stepping the rotation of the DMF molecules in 10° increments with respect to
the O-Ni-O-C torsion angle, significant fluctuation in the simulated surface area
is observed (Figure 7.6b). The calculated global energy minimum, in Figure 7.6a,
occurs at 10° (with 0° being the position seen in the crystal structure of 1-DMF)
and results in a calculated surface area of 1068 m%.g~!. Another local minimum
is identified at 180° with a lower surface area and a moderately small energy
barrier between the two conformations. Given the low energy barrier to rotation
of the DMF, it is likely that the two DMF energy minima positions are almost

equally populated and that the shoulder begins at saturation of the lower surface
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Figure 7.7: Accessible N, pore surface of 1-DMF arising from the minimum (a) and
maximum (b) surface area conformations as the O-Ni-O-C torsion angle is varied.

area form. The rotation of DMF molecules may be mediated by adsorption of
N, gas as the isotherm progresses through the low pressure region, similar to
what has been described for the ligands of ZIF-8.! As the DMF molecules rotate,
further pore volume is opened, which is then filled, locking the DMF into the
energy minimum at 10°. A depiction of the pore volume for 1-DMF is shown in
Figure 7.7. The calculated energy of rotation of 1-DEF shows two almost equal
minima with large energy barriers produced by framework sterics, which almost
certainly disallows rotation of the coordinated DEF. Consequently, 1-DEF shows
a typical type I isotherm (Figure 7.5b) without a shoulder as a result of this
rotational locking.

The unusual N, adsorption observed for 1-DMF can be attributed to the ro-
tational motion of attached solvent. This has highlighted a novel pathway to
producing dynamically porous materials by modifying attached solvent while re-
taining the relatively rigid metal nodes and ligands. Classical simulations were
vital to the understanding of this phenomena, which could not be captured wholly

by experimental methods.

7.4 (CONCLUSION

In summary, the investigations have employed molecular simulations to provide
further understanding of experimental observations of new POC and MOF ma-
terials. Using classical molecular dynamics the diffusion of H, and N, in the

pores of D1 were able to show the lack of N, adsorption is a result of the window
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and pore structure. Secondly, the dynamic adsorption of a kagome MOF struc-

ture was atomistically investigated. From molecular simulations, it was possible

to assign the unusual gas adsorption characteristics of 1-DMF to the rotational

dynamics of attached DMF molecules, which is sterically disallowed for the 1-

DEF analogue. It is clear that these techniques have provided additional and

fundamental clarity to the atomistic dynamics present in these new materials.
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I am turned into a sort of machine for observing

facts and grinding out conclusions...

Charles Darwin

Conclusion

8.1 SUMMARY

This thesis describes the multi-scale modeling of emerging porous materials, pri-
marily porous molecular solids. This was achieved using a amalgamation of clas-
sical molecular simulation, quantum density functional theory (DFT), geomet-
ric analysis and machine learning. Importantly, experimental observations were
aided using these tools to give an accurate and comprehensive atomistic picture of
gas adsorption phenomena and contribute to the in silico design of new examples.

Chapter 3 and Chapter 4 detail the results of molecular dynamics simulations
of porous organic cages in two states and their applications. Firstly, the per-
formance of porous organic cage (POC) materials were investigated for use as
additives for mixed matrix membranes (MMMs) for environmentally relevant gas
separations. The simulations reveal that a number of MMMs containing POCs
exhibit enhanced selectivity and permeability compared with a neat polymer ma-
trix, particularly for H,/CO, separations. Secondly, in Chapter 4, the advantages
of the amorphous phase for several reported examples of POCs and a number
of potential POC molecules were investigated using GPU-accelerated molecular

dynamics simulations. The methodologies employed in Chapter 4 improved sig-
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nificantly on previously reported methods, allowing for amorphous models of cage
molecules that had previously been ignored. Subsequently, the analysis presented
elucidated potential design rules for producing amorphous materials with surface
areas approaching 2000 m?.g'.

Furthermore, in Chapter 5, the Cambridge Structural Database (CSD) was
thoroughly searched for previously unreported porous molecules. An initial dataset
of over 150 000 crystal structures was analyzed using Voronoi network analysis
in addition to classical and semi-empirical optimizations, generating a database
of 481 organic porous molecular crystal structures, a number of which have been
previously reported. Subsequently, to investigate the molecular features that pro-
mote porous molecular crystals, machine learning was employed. These methods
determined that large molecular surface area was responsible for a large propor-
tion of porous structures. The creation of the database also allowed for compre-
hensive examination of materials with specific pore diameter and capacity.

Finally, Chapter 6 and Chapter 7, describe the use of computational methods to
provide fundamental insight into experimental observations. Chapter 6 describes
the hydrogen adsorption of unique metal-organic polyhedra (MOP) structures.
These unique structures were experimentally observed to show strong interac-
tions with hydrogen and by using DFT simulations the interaction was assigned
to either polarization or the formation of a “Kubas” complex. Chapter 7, chron-
icles the atomistic understanding provided by classical molecular simulations on
interesting adsorption behavior observed in new POC and metal-organic frame-
work (MOF) structures.

Despite the challenges involved in the application of computational methods to
these emerging materials, the thesis presented here demonstrates their capabilities
towards the prediction of vital macroscopic properties, such as, permeability and
the molecular basis for these properties. Undoubtedly, molecular simulation is a
vital tool in modern chemistry with far-reaching applications in areas outside the

scope of this thesis.

8.2 FUTURE DIRECTIONS

The work reported herein can be extended in a number of ways. Firstly, the
assessment of POC-based MMMs was based on using Bruggeman’s effective-
medium model, which approximates the permeability of a mixture of materials
as a linear combination of the individual permeabilities.! Although, this has been
shown to give good agreement, it is important to note that this cannot capture
the integration between the two phases. To thoroughly capture the complex in-

teractions between polymers and cage molecules, full atomistic simulation could
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Figure 8.1: Molecular depiction of DIHGOR which results in an extremely porous crystal
structure yet to be demonstrated experimentally.

be employed to generate a complete model of the MMM. This has been recently
achieved by Jiang and coworkers in an investigation of MMM comprising poly-
benzimidazole and zeolitic imidazolate framework.? It is important to note, that
the size of these simulations often hindered by computational cost. However,
the advantages of GPU-accelerated molecular simulations described in Chapter 4
could be used to ameliorate this issue.®* Furthermore, the simulation methodol-
ogy used to generate amorphous models of POCs in Chapter 4 could be applied to
several more examples. One interesting application is towards the consideration
of amorphous alloys of cage molecules.”

Further analysis of the candidate structures identified in Chapter 5 is required.
The study established a database of a number of reported structures that have
yet to be studied for use in gas adsorption. One structure, DIHGOR, was found
to have a surface area of over 1500 m?.g~!. The macrocyclic structure of this
molecule,® shown in Figure 8.1, corresponds well with the outcomes of the machine
learning algorithms. Experimental demonstration of permanent porosity in this
material would provide an excellent application of the organic porous molecular
crystal (0PMC) database and an unequivocal demonstration of the power of the

computational screening method developed.
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Microporous materials are of significant interest owing to
their central role in gas storage, separation processes, and
catalysis.'#) Recently, microporous molecular solids com-
posed of discrete, shape-persistent organic cages have
received growing attention'!! because they possess unique
properties that set them apart from conventional, extended
network materials, such as zeolites,?! metal-organic frame-
works,’! and covalent organic frameworks.! For example,
molecular solids are readily solution-processable,” provide
facile access to multicomponent materials by mix-and-match
synthesis,[ﬂ and, by virtue of their noncovalent intermolecular
packing, can exhibit advanced properties, such as adsorbate-
triggered on/off porosity switching.!”

Unlike extended networks, where solvent-accessible voids
are linked through rigid covalent framework solids composed
of discrete organic cages predominantly aggregate by rela-
tively weak dispersion forces. Predicting the crystal structures
of such weakly aggregating materials is a long-standing
challenge in solid-state chemistry,®! and is, in this field,
inherently coupled to estimating the ultimate porosity of
a molecular solid from its building units, as different
polymorphs can afford solids with dramatically different
surface areas.!” Accordingly, relatively few examples of
porous organic solids have been reported.' Nevertheless,
recent work from the laboratories of Cooper and Mastalerz
have demonstrated that the porosity of such materials can be
modified through crystal engineering strategies and synthetic
processing.” ") Herein we describe the synthesis and charac-
terization of a novel, permanently porous, shape-persistent
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cage molecule (C1) that is constructed entirely from thermo-
dynamically robust carbon-carbon bonds and has the molec-
ular formula C,;,Hg,0, (Scheme 1). Furthermore, we demon-
strate kinetically controlled access to two crystalline poly-
morphs Cle and C1p that possess dramatically different N,
porosities: polymorph Cle, which is nonporous to N,, and
polymorph C1f, which affords a BET surface area of
1153 m?*g".

CuCl (45 equiv),
Cu(OAC), (65 equiv)
pyridine, 65 °C, Ar

Scheme 1. Procedure for the synthesis of trigonal-prismatic cage C1.

Molecule C1 was synthesized by Eglinton homocoupling
of two rigid, alkyne-terminated building units (Scheme 1; 2).
Such reactions, which are often conducted with a stoichio-
metric excess of copper reagents, have been widely employed
in macrocycle synthesis.'! The cage precursor, compound 2,
can be elaborated from a tripodal building block, 4-[tris(4-
iodophenyl)methyl]phenol,'”” by sequential phenol methyl-
ation, Sonogashira coupling, and silyl deprotection reactions
in 53% yield over three steps."” The ultimate homocoupling
step proceeds under high-dilution conditions with a large
excess of catalyst to maximize the yield of the kinetic product
Cl1. The yield of C1 (20%) is remarkable given the
irreversible nature of the bonding involved and the fact that
one incorrect bond formation step during cage synthesis will
direct the reaction towards the formation of oligomers. No
other major products are isolated in this reaction that requires
three Eglinton homocoupling reactions. The energy-mini-
mized structure of C1 is best described as a distorted
triangular prism with internal vertical and horizontal diam-
eters of 13.5 A and 12 A, respectively.!"!
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The most common strategy used to synthesize organic
cages is to employ covalent dynamic imine chemistry to
facilitate isolation of the thermodynamic molecular product
from a one-step reaction. Inspired by analogous chemistry,"”
we aimed to expand the reaction space of such porous
molecular solids by synthesizing a thermodynamically robust
shape-persistent cage molecule by homocoupling of a single
component. Furthermore, we note that the one-step synthesis
of related multicomponent cages may be possible, under such
bond-forming conditions, by judicious choice of templating
strategies.!'’!

The formation of C1 was confirmed by 'HNMR and
3C NMR spectroscopy, which showed aromatic resonances in
the range 7.76-6.85 ppm and a resonance for the methoxy
group at 3.83 ppm in the '"H NMR spectrum; these are all
consistent with the cage structure.!'”) The alkyne proton of 2 is
notably absent from the 'HNMR spectrum of C1, and
electrospray ionization mass spectrometry (ESI-MS) showed
a peak for the parent ion at m/z 1439, which corresponds to
[C1]H". Two weak IR bands for the C=C stretches at 2219 and
2207 cm™* were readily apparent. Bulk samples of C1 were
readily desolvated and stable up to about 400°C, as deter-
mined by concomitant thermal gravimetric analysis—differ-
ential scanning calorimetry (TGA-DSC) experiments. It is
noteworthy that the DSC trace showed no evidence of
chemical transformations below 400°C. This is quite remark-
able given the close proximity of three diyne moieties but
points to the overall rigidity and thermal robustness of the
structure. C1 is soluble in common organic solvents, such as

a)

3.1nm

b)
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chloroform, dichloromethane, and benzene, but insoluble in
alcohols, H,O, and other highly polar solvents.

Large colorless block-shaped crystals of C1 formed in
approximately 24 h from slow evaporation of a dichlorome-
thane/methanol solution of C1. The crystal structure of C1!"”!
(Figure 1) closely resembles the energy-minimized structure
identified by computational approaches. The vertical and
horizontal outer dimensions of C1 are circa 3.1 nm by 1.6 nm,
and these enclose an internal cavity of the dimensions noted.
The volume occupied by a cage molecule is about 1300 A°,
The preorganized tripodal building block adopts the geom-
etry anticipated from initial modeling and structure predic-
tion with angles of 104.1(3)-111.5(3)° around the tetraphenyl
carbon atom. The dialkynyl struts are close to linear and all
alkyne moieties have the expected bond lengths (in the range
1.171(5)-1.224(5) A). This single-crystalline polymorph, Cla,
crystallizes in the orthorhombic space group Pbcn with four
molecules in the unit cell. Consideration of the packing
reveals that the cages pack in a herringbone-type arrange-
ment, if the cages are treated as rods along their long
molecular axis. Each individual molecule of C1 packs closely
with four other molecules of C1 in the same orientation and
two sets of four additional cages, with a near-orthogonal
direction of their molecular axis, at the poles of the first cage
(Figure 1b). This has the effect of placing at least two
molecules of C1 into each window of an individual cage.
Owing to the lack of functional groups directing the packing,
the primary intercage forces in the crystal packing are van der
Waals interactions and edge-to-face m-stacking interactions

c)

d)
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Figure 1. a) Representations of the structure of C1 and b) wire-framed depiction of the packing of Cla down the b axis. c) N, accessible surface
area of Cla and d) the simulated mean-squared displacement of N, and H, through Cla.
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involving both phenyl and alkyne moieties."¥ The crystals of
C1 contain residual solvent electron density peaks that could
not be definitively identified and the SQUEEZE routine of
Platon™ was applied to the collected data.” Powder X-ray
diffraction (PXRD) was used to confirm that the single crystal
structure was representative of the bulk sample and deter-
mine that the a polymorph was retained subsequent to
evacuation of residual solvent.!’]

The simulated accessible pore space of N, displayed in
Figure 1¢ shows that the structure of Cle. contains one-
dimensional channels comprised of adjacent cages connected
by windows of about 4 A. Given that the kinetic diameter of
N, is 3.64 AP it was expected that that these windows would
restrict the diffusion of N, through the material. To support
this hypothesis we employed molecular dynamics to simulate
the diffusion of H, and N, within the pore structure of Cla.*?)
This was determined by measuring the mean-square displace-
ment of single N, and H, molecules for 3 ns after 1 ns of
equilibration at 77 K. Figure 1d clearly shows that the motion
of N, is constrained within polymorph Cla while the smaller
H, is able to diffuse through the structure by the circa 4 A
windows. In accordance with these structure simulations, 77 K
N, isotherms indicated that activated samples of Cla were
non-porous to N, but porous to H,, affording a total uptake of
approximately 40 cm®g™! at 77 K. However, Cla can be
considered a “soft” porous crystal, and it is plausible that with
greater gas loading pressures and temperature, slight struc-
tural deformations may allow N, to diffuse through the
framework.

Rapid precipitation of C1 was found to reliably form
a second, kinetically trapped polymorph C1f. Addition of an
antisolvent to solutions of C1 or freeze drying from benzene
both form microcrystalline powders with identical PXRD
patterns (Figure 2). Upon solvent removal and drying,
polymorph C1p retains crystallinity and yields a PXRD
pattern that corresponds to the solvated forms, indicating
structural uniformity subsequent to guest removal. The
propensity of C1 to form a crystalline material following

Single crystals
(simulated)

Single crystals

Intensity
¢
t
(

[
| \'
,\'“ | Solvent evaporation
UL

B A | ST SR S N C——

Rapidly precipitated

5 10 15 20 25 30 35 40
20/°

Figure 2. PXRD patterns of desolvated samples of Cla (red) and C1f
(mauve). The green PXRD pattern shows a mixture of polymorphs
Cla, and C1P. The blue arrow on the right of the Figure is a guide for
the timescale in which each solid sample was crystallized.
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freeze drying is very unusual for porous molecular solids,
however, we note that PXRD methods are silent to the
presence of an amorphous component. Scanning electron
microcoscopy (SEM) indicated that polymorph C1f forms
thin plate-like crystallites, in contrast to polymorph Cle. that
form block-shaped crystals.!"®! This plate-like morphology of
the C1f polymorph accounts for the broadness of the peaks
and weak high-angle diffraction in the PXRD. Our contention
that access to crystalline polymorphs Cla and C18 is a kineti-
cally driven process is supported by PXRD experiments
carried out on samples of C1 generated from supersaturated
solutions on a rotary evaporator (Figure 2). Solvent evapo-
ration from a solution of C1 in dichloromethane gives rise to
crystalline solids with PXRD patterns that are consistent with
a mixture of both polymorphs. On the qualitative time scales
investigated in this work, solvent evaporation (minutes) lies in
the intermediate range between single crystal growth by slow
evaporation (hours to days) and rapid precipitation (seconds).
We acknowledge that exploration of other crystallization
techniques, solvent combinations, and temperatures may
provide access to additional polymorphs. Nevertheless, we
clearly demonstrate predictable and reproducible access to
polymorphs Cla and C1f by simple kinetic control. These
observations suggest that crystallization of C1 follows Ost-
wald’s rule, as C1f is kinetically trapped in a metastable
crystalline phase that upon dissolution and slow crystalliza-
tion affords the thermodynamically favored form Cla.?
Although the formation of Cla and CI1f is kinetically
driven, variable-temperature PXRD experiments showed no
evidence that a thermodynamic phase transition occurs in the
solid state.

We assessed the permanent porosity of polymorph C1f by
first evacuating solvent molecules from its pores (12 hours,
2 uTorr, 298 K) and then measuring a N, isotherm at 77 K
(Figure 3). The isotherm shape is best described as type 1,
which is consistent with pore diameters of less than 2 nm. The
slight hysteretic behavior suggests the presence of structural
inhomogeneity or poor uniformity in crystal size distribution
and this has been observed in other porous molecular solids
and flexible metal-organic framework materials.'") BET
analysis of the isotherm in Figure 3 indicates that C1f has
a surface area of 1153 m*g~". It is noteworthy that surface
areas in excess of 1000 m>g ™! are rare for molecular cages.!)
Additionally, polymorph C1f can be dissolved and precipi-
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Figure 3. N, 77 K isotherm of C1P. @ adsorption, O desorption.
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tated several times without diminishing the accessible surface
area. These properties highlight the facile processability of
C1. Pore size distributions calculated by nonlocal density
functional theory from the adsorption data shows two main
peaks centered at approximately 6 A and 11 A. The larger
pore size corresponds well to the predicted internal pore
diameter of C1 and the presence of a second pore suggests
solvent accessible extrinsic voids. However, in the absence of
structural data, the contribution of intrinsic and extrinsic
porosity to the total surface area cannot be confirmed.

In summary, we have described the synthesis and charac-
terization of a robust organic cage that is constructed entirely
from carbon-carbon bonds. Solids of C1 can be predictably
crystallized by kinetic control into two separate polymorphs
Cla and C1B. Rapid precipitation of C1 leads to the
permanently porous polymorph C1f, which has a notably
high surface area of 1153m’g™' for a molecular solid;
however, slow crystallization methods yield Cla, which was
found to be nonporous to N, gas. Such control of polymorph-
ism is of great interest, as the properties of polymorphic
materials can, as in this present case, show remarkable
variation. Furthermore, fine control of polymorphism can
provide insight into the mechanism of multistage polymorphic
transitions from the beginning of crystallization to the
formation of stable solids. We are currently investigating if
the kinetic trapping methods observed in this work can be
generally applied to derivatives of C1. Additionally, we are
also synthesizing C1 analogues functionalized with moieties
designed to enhance its selective gas adsorption properties.
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Dynamically porous metal-organic frameworks (MOFs) with a chiral quartz-based structure have been
synthesized from the multidentate ligand 2,2"-dihydroxybiphenyl-4,4’-dicarboxylate (H.diol). Compounds
[Ni(i)(Hxdiol)(S)2]:xS (where S = DMF or DEF) show marked changes in 77 K N, uptake between partially
desolvated [Ni(i)(Hxdiol)(S)2] (only the pore solvent is removed) and fully desolvated [Ni(i)(Hdiol)]
forms. Furthermore, [Ni(i)(H.diol)(DMF),] displays additional solvent-dependent porosity through the
rotation of DMF molecules attached to the axial coordination sites of the Ni(i) centre. A unique
feature of the four coordinate Ni(i) centre in [Ni(i)(Hodiol)] is the dynamic response to its chemical
environment. Exposure of [Ni(i)(H.diol)] to HO and MeOH vapour leads to coordination of both axial
sites of the Ni centres and to the generation of a solvated framework, whereas exposure to EtOH, DMF,

acetone, and MeCN does not lead to any change in metal coordination or structure metrics. MeOH

vapour adsorption was able to be tracked by time-dependent magnetometry as the solvated and desol-

vated structures have different magnetic moments. Solvated and desolvated forms of the MOF show
remarkable differences in their thermal expansivities; [Ni(i)(H,diol)(DMF),]-DMF displays marked positive
thermal expansion (PTE) in the c-axis, yet near to zero thermal expansion, between 90 and 450 K, is
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1. Introduction

Metal-organic frameworks have received significant attention
due to their potential application to areas such as chemical
sensing,” heterogeneous catalysis® and carbon capture.® The
modular approach to MOF synthesis allows the pore architec-
tures to be precisely controlled through judicious choice of the
organic link. For example, rigid linkers, such as terephthalate,
commonly lead to thermally robust materials with exception-
ally high surface areas and a monodisperse pore size
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observed for [Ni(1)(H,diol)]. These new MOF architectures demonstrate a dynamic structural and colouri-
metric response to selected adsorbates via a unique mechanism that involves a reversible change in the
coordination environment of the metal centre. These coordination changes are mediated throughout
the MOF by rotational mobility about the biaryl bond of the ligand.

distribution.”® Conversely, flexible links can give rise to
materials that demonstrate crystal-to-crystal ‘breathing’ and
complex adsorption effects such as gating, and sensing, where
the MOF responds to the nature and/or pressure of the adsor-
bate.® Link-derived dynamic behaviour necessitates careful
control of the flexibility of the ligand;” thus links with limited
degrees of freedom have most successfully been employed in
the synthesis of dynamic MOFs. Framework flexibility derived
from both the 1ink®"” and the metal node has been extensively
studied.®*° For example, Cr-MIL-53 displays reversible solvent-
induced porosity switching, becoming non-porous on sol-
vation with water,’ while CPL-2 shows reversible binding of
absorbate molecules onto a bare Cu site that is released by frame-
work contraction.’® The integration of materials displaying
advanced framework flexibility with electronically or magneti-
cally responsive SBUs underlies one approach to sense and
respond to small molecule adsorbents.™

Here we describe the synthesis of a series of novel MOFs
that are constructed from a multidentate organic link 2,2-
dihydroxybiphenyl-4,4"-dicarboxylate composed of carboxylate
and phenol donor moieties."> This organic building block

Dalton Trans., 2013, 42, 7871-7879 | 7871
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incorporates rotational mobility about the biaryl bond, along
with an essentially inflexible biphenyl backbone. These design
features lead to the generation of a series of MOFs that demon-
strate dynamic responses to selected adsorbates via a unique
mechanism that involves a concomitant change in the coordi-
nation environment of the metal node and rotation of the
organic link. Such properties are desirable for many appli-
cations such as chemical sensing and controlled capture and
release.

2. Results and discussion
Synthesis and crystal structures

Crystals of [Ni(H,diol)(S),]-yS, where S = N,N'-dimethylform-
amide (DMF) or N,N'-diethylformamide (DEF), were syn-
thesized by reacting 2,2"-dihydroxybiphenyl-4,4'-dicarboxylic
acid (H,diol) and Ni(NO3),-6H,0 in DMF or DEF at 85 °C.
Slightly greater than 0.5 equivalents of 1,4-diazabicyclo[2.2.2]-
octane (DABCO) was added as a base to these reactions.
[Ni(H,diol)(DMF),]-DMF presents a quartz-like 3D kagome
structure (Fig. 1). [Ni(H,diol)(DMF),|-DMF crystallises as green
prisms (Fig. 1b) in an enantiomorphic space group pair (P3;21
and P3,21), resulting in double-helical pores in the c-axis that
are connected to neighbouring channels to form the 3D struc-
ture. While individual crystals are chiral the bulk sample is
formed as a racemic mixture. The asymmetric unit consists of
one Ni(u) ion on a rotation axis, half of a H,diol unit and one
DMF molecule. Bond valence sum analysis confirms that the
Ni ion is in the 2+ state. The coordination sphere around
the Ni(u) ion is very close to octahedral (ESI, Fig. S4.1 and
S4.21) with a narrow range of O-Ni-O angles of approximately
90°. The hydroxy and carboxylate oxygen atoms of the Ni(i)
centre define a local xy plane (small deviations of 0.0558 and
0.0276 A, respectively) with DMF molecules occupying the
local z-axis. Chirality in these MOFs comes from the twist in

a
HO._O
‘ OH
i M(I(NO,), 6H.0
‘ DMF / DEF
07 0H
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the C-C bond between the two phenyl rings in the H,diol,
despite the H,diol being non-chiral itself. Results from
SQUEEZE"* show one pore positioned at 0,0,0 with the equival-
ent of 3 x DMF per unit cell, thus one per formula unit (128 e~
for [Ni(H,diol)(DMF),]-DMF). The structure of [Ni(H,diol)-
(DEF),]-1/3DEF is essentially the same, except the DMF is
replaced by DEF, which is disordered over two conformations.
SQUEEZE shows one pore DEF per unit cell.

A notable feature of the structure of [Ni(H,diol)-
(DMF),]-DMF, (and the [Ni(H,diol)(DEF),]-1/3DEF analogue) is
that the carbonyl, not the hydroxyl group of the acid is coordi-
nated to the metal centre. The C-O bond lengths for the co-
ordinated oxygen are 1.243(3) (DMF solvate) and 1.239(8) A
(DEF solvate), while those for the non-coordinated oxygen are
1.282(3) and 1.285(9) A. These compare with average C-O(-Ni)
and C-O bond lengths of 1.23 and 1.29 A, respectively, for the
handful of examples of this bonding motif reported in
the Cambridge Structural Database (taken from a search of the
Cambridge Structural Database version 5.33, November 2011,
plus 3 updates, accessed 13/12/2012). This coordination mode
is supported by examination of the IR spectra for the as-
synthesised MOFs, which reveals that the C=O stretch is in
the range 1645-1655 cm™' compared to the free ligand
(1681 em™). Additionally, close analysis of the structures indi-
cates that there is a strong hydrogen bond between the pheno-
lic hydroxyl of the H,diol and the carboxylate oxygen of a
neighbouring ligand, in a similar manner to carboxylic acid
pairings."* The very strong hydrogen bond is probably an
important factor in the stability of this framework to both mul-
tiple desorption/re-adsorption processes and to high tempera-
tures, as outlined below.

Bulk samples of [Ni(H,diol)(DMF),]-DMF and [Ni(H,diol)-
(DEF),]-1/3DEF were analysed by powder X-ray diffraction
(PXRD). The peak positions and relative intensities show excel-
lent agreement with the single crystal structure cell data, thus
confirming crystalline phase purity (ESI, Fig. S4.4 and S4.51).

IM(I1)(H,diol)(L),]-xL

Fig. 1 (a) The synthesis of frameworks [Ni(Hdiol)(DMF),]-DMF and [Ni(H,diol)(DEF),]-1/3DEF from nickel(i) nitrate salts and 2,2'-dihydroxybiphenyl-4,4'-dicar-
boxylic acid (Hsdiol). (b) Crystals of [Ni(H,diol)(DMF),]-DMF. (c) Structural and (d) topological representations of the kagome network in [Ni(Hdiol)(S)]-yS.
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Table 1 Unit cell parameters taken from single crystal data (SCD) at 150 K and Le Bail fitting of the PXRD data at room temperature

Compound Source alA c/A V/A®
[Ni(H,diol)(DMF),]- DMF SCD? 17.2139(3) 8.5240(5) 2187.42(14)
[Ni(H,diol)(DMF),] DMF scp’ 17.149(7) 8.839(5) 2251(3)
[Ni(H,diol)(DMF),] Le Bail 17.1362 9.199 2339.4
[Ni(H,diol )] Le Bail 17.3614 8.5170 2137.6
[Ni(H,diol(DEF),]-1/3DEF scpe 17.3278(4) 9.1188(3) 2371.13(11)
[Ni(H,diol)(DEF),] Le Bail 17.3614 9.3559 24422

“Data collection conducted at 150 K. ? Unit cell determination conducted at 290 K.

Unit cell parameters of the single crystal data (at 150 and
290 K) and Le Bail refinement of the PXRD data are given in
Table 1.

Thermal structural properties

Thermal gravimetric analysis performed on as-synthesized
samples of [Ni(H,diol)(DMF),]-DMF (ESI, Fig. S6.3T) showed
three distinct weight loss processes at 420 K, 490 K and 620 K,
representing the loss of pore DMF, coordinated DMF and
decomposition of the framework, respectively. Removal of the
guest DMF and DEF molecules from the pores of [Ni(H,diol)-
(DMF),]-DMF and [Ni(H,diol)(DEF),]-1/3DEF was achieved by
initial solvent exchange with CH,Cl, followed by heating at
50 °C (4 h at 3 pbar) to produce [Ni(H,diol)(DMF), and
[Ni(H,diol)(DEF),]. Fully desolvated samples were prepared by
exchanging DMF with MeOH and heating at 75 °C (4 h at
3 pbar) to produce [Ni(H,diol)].

The permanent porosity of [Ni(H,diol)(DMF),] and
[Ni(H,diol)(DEF),] was ascertained by performing N, adsorp-
tion isotherms at 77 K (Fig. 2). The isotherms of both
materials are best described as type I and BET analysis (ESI,
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Fig. 2 N, adsorption isotherms at 77 K for [Ni(H,diol)(DMF),] (red), [Ni(H,diol)-
(DEF);] (green) and [Ni(Hxdiol)] (blue). Inset: An enlargement of the prominent
linear feature in the low pressure region p/po = 0.001 to 0.05 for [Ni(H.diol)-

(DMF),] and the corresponding region for [Ni(H,diol)(DEF),]. Filled and open
circles represent adsorption and desorption points, respectively.
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Fig. S5.5 and S5.6, Table S41) gives surface areas of 733 and
767 m*> g~ for [Ni(H,diol)(DMF),] and [Ni(H,diol)(DEF),].
Interestingly, the isotherm of [Ni(H,diol)(DMF),] displays
a prominent shoulder in the low pressure region p/p, = 0.001
to 0.05, which is reproducible over multiple samples (Fig. 2,
inset).

Modelling the structure of [Ni(H,diol)(DMF),] suggests that
the shoulder in the 77 K N, adsorption isotherm is due to
rotation of the DMF molecules on the Ni centre.'” By stepping
the rotation of the DMF molecules in 10° increments with
respect to the O3ii-Ni1-021-C31 torsion angle, we observe a
reasonable fluctuation in simulated surface area (Fig. 3). The
calculated global energy minimum occurs at 10° (with 0°
being the position seen in the crystal structure of [Ni(H,diol)-
(DMF),]) and results in a calculated surface area of
1068 m> g~". A local minimum occurs at ~180° with a lower
surface area and a moderately small energy barrier between
the two conformations. Given the low energy barrier to
rotation of the DMEF, it is likely that the two DMF energy
minima positions are almost equally populated and that the
shoulder begins at saturation of the lower surface area form. It
is likely that rotation of the DMF molecules is mediated by
loading of N, gas as the isotherm progresses through the low
pressure region. As the DMF molecules rotate, further pore
volume is opened, which is then filled, locking the DMF into
the energy minimum at 10°. The calculated energy against
rotation of [Ni(H,diol)(DEF),] shows two almost equal minima
with large energy barriers that almost certainly precludes
rotation of the coordinated DEF. Consequently, [Ni(H,diol)-
(DEF),] shows a typical type I isotherm (Fig. 2, inset) without a
shoulder as a result of this rotational locking.

MOF materials with coordinatively unsaturated metal sites
have shown remarkable gas separation properties'® and have
been effectively utilised as Lewis acid catalysts.>'” Accordingly,
the coordinated DMF molecules were removed from the metal
centres by immersing the MOF in MeOH to afford [Ni(H,diol)-
(MeOH),]-2MeOH. Heating [Ni(H,diol)(MeOH),]-2MeOH at
75 °C under vacuum resulted in abrupt colour change from
light green to mustard yellow. This can be attributed to a
change in coordination sphere of the Ni(u) centre. As dis-
cussed in further detail below, single crystal data on the fully
desolvated form could not be obtained and thus a number of
techniques were employed to probe the coordination geometry
of the Ni(n) centre. We discounted the possibility of an
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Fig. 3 (a) Calculated global energies for [Ni(H,diol)(DMF),] and [Ni(H.diol)-
(DEF);] and their corresponding surface areas as the coordinated solvents are
rotated with respect to the 03ii-Ni1-021-C31 torsion angle. (b) The positions
of the DMF molecules in the maximum and minimum surface area arrange-
ments and (c) the N, pore surface arising from these conformations.

octahedral geometry being maintained for the Ni(u) by con-
traction or distortion of the framework, allowing a carboxylate
oxygen atom from the metals above and/or below to twist and
move to fill the axial coordination sites. This would require (i)
an approximate 7.4 A shift of the oxygen atoms; (ii) that the
hydrogen bonding that stabilises the coordination around
metal is broken; and (iii) an unattainable twist around the
biaryl bond given the fact that the diol is chelating. We also
dismissed the chelation of the Ni(u) centre by the two coordi-
nated carboxylates on the basis of points (ii) and (iii). Further-
more, we note that the colour is inconsistent with an
octahedral species."® Thus, we considered a change from octa-
hedral to either 4-coordinate square planar or distorted tetra-
hedral as likely possibilities upon desolvation. A change to a
distorted tetrahedral coordination environment was supported
by X-ray absorption near edge spectroscopy (XANES). The Ni(i)
XANES spectrum is very sensitive to co-ordination geometry. In
particular the absorption edge of square planar Ni(u) is dis-
tinctly different to Ni(n) in octahedral and tetrahedral

7874 | Dalton Trans., 2013, 42, 7871-7879
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Fig. 4 Time-dependent magnetometry for resolvation of [Ni(H,diol)] with
methanol at 273 K. Inset: Temperature-variable magnetic moments for
[Ni(H,diol)(DMF),] and [Ni(H,diol)].

environments.’” The near edge region of the [Ni(H,diol)-
(DMF),] and [Ni(H,diol)] spectra are very similar (ESI,
Fig. $6.11) and do not display the features of a square planar
geometry. The small feature at ~8333 eV in both spectra is due
to the electronically forbidden 1s-3d transition. Moving from a
centrosymmetric O, to a non-centrosymmetric Tq geometry
will give rise to greater mixing of p character into the 3d orbi-
tals, and result in an increased intensity in this pre-edge
feature. Peak fitting and integration shows a small increase in
the integrated intensity of this peak for the [Ni(H,diol)J;
however, from these data alone it is difficult to precisely assign
the geometry as Ty.

Further confirmation of a geometric rearrangement around
the Ni centre was afforded from temperature dependent mag-
netometry experiments. [Ni(H,diol)] shows a temperature-
variable magnetic moment on cooling from 300 K to 2 K with
a moment larger than that of [Ni(H,diol)(DMF),] (Fig. 4,
inset). Given that square planar Ni(n) would be diamagnetic,
the combined results of the magnetism and XANES suggest
that the Ni(u) ion in [Ni(H,diol)] is distorted from square
planar, but is not ideally tetrahedral. The magnetic properties
of [Ni(H,diol)(DMF),] are interesting in that the usual coordi-
nation sphere of a four-coordinate Ni(u) ion is square planar
and thus diamagnetic due to the resolution of the e, orbital
set into its component orbitals with a large energy gap. Tetra-
hedral Ni(u) is a less common state, usually driven by bulky
ligands, but is paramagnetic. Bridgeman® recently demon-
strated that there are certain ligand spheres that can cause
square planar Ni(u) to be paramagnetic while showing similar
optical properties to diamagnetic Ni(u). The ligand sphere in
this particular case does not support this and the lack of a
characteristic XANES pre-edge feature for square planar Ni(i)
is also indicative of a non-square planar coordination sphere.
In the MOF, the H,diol ligand is capable of rotation, but to do
so to the extent required for a tetrahedral coordination sphere
would break up the hydrogen bonding of the alcohols and
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Fig. 5 (a) The helical twist along the c-axis pore that gives rise to the high PTE
for [Ni(H,diol)(DMF),]-DMF. (b) Plots of the cell parameters for [Ni(H,diol)-
(DMF),]-DMF (normalised for 150 K) and [Ni(H.diol)] (normalised for 90 K).

carboxylate, leading to a less stable framework. It is thus likely
that the coordination sphere of Ni in [Ni(H,diol)(DMF),] is
intermediate between the two geometries.

The permanent porosity of the fully desolvated material
[Ni(H,diol)] was assessed by collecting 77 K N, adsorption iso-
therm data. Fig. 2 shows that subsequent to full desolvation,
[Ni(H,diol)] loses microporosity yielding a linear N, uptake of
around 25 cm® g™' at 1 bar. To ascertain the origin of the
observed dramatic porosity change upon complete desolvation,
variable temperature diffraction experiments were carried out.
Unit cells for single crystals of [Ni(H,diol)(DMF),]-DMF were
determined at 20 K intervals between 150 and 420 K to investi-
gate the change in cell parameters between the various sol-
vation states. Between 150 and 400 K (Fig. 5b, top), a marked
positive thermal expansion (PTE) in the c-axis was seen (coeffi-
cient of thermal expansion, CTE = +323(20) x 10™® K™') and a
small negative thermal expansion was seen in the g-axis (CTE =
—16(6) x 107° K™"). The high CTE of the c-axis drives the PTE
of the volume (CTE = 290(24) x 10~° K™'), comparable to high-
expansion materials such as petrol. These unit cell changes
are reflected in the MOF by an increase in the helical twist
along the c-axis (Fig. 5a). Above 420 K, the diffraction was too
weak to reliably determine the unit cell, indicating that loss of
pore DMF was adversely affecting the stability of the single
crystals. As such, attempts to completely desolvate single
crystals to obtain the structure were unsuccessful. Despite
losing its monocrystallinity, [Ni(H,diol)] obtained through
heating is still crystalline (ESI, Fig. S4.6T). A Le Bail fit of the
PXRD data showed a ~6% contraction of the unit cell
when compared to [Ni(H,diol)(DMF),]DMF at 298 K.
[Ni(H,diol)] shows near to zero thermal expansion between
90 and 450 K (Fig. 5b, bottom) with a volume CTE of
8(5) x 10° K. It is noteworthy that the coincidental contrac-
tion of the c-axis to approximately half the g-axis results in sub-
stantial peak overlap and renders full structural refinement
unworkable.
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Fig. 6 The dynamic solvent responsive behaviour of [Ni(H.diol)(DMF),]-DMF
and its apohost [Ni(H,diol)]. The structure of [Ni(H,diol)(DMF),] is taken from
the single crystal structure but the remaining images are cartoon
representations.

Dynamic solvent responsive behaviour of [Ni(H,diol)]

Given that these kagome frameworks are structurally dynamic
we investigated their response to a series of adsorbates (Fig. 6).
Exposure of [Ni(H,diol)] to MeOH resulted in a structural
rearrangement to the solvated form, [Ni(H,diol)(MeOH),]-
2MeOH. This process was tracked by time-dependent magneto-
metry (Fig. 4) as [Ni(H,diol)] possesses a larger molar mag-
netic moment at 273 K than [Ni(H,diol)(MeOH),|-2MeOH
(calculated g = 2.19 and 2.17, respectively). Full resolvation
with MeOH was complete in 8 h whereupon the sample
changed from yellow to green, consistent with re-establishing
an octahedral coordination sphere.

[Ni(H,diol)] can also be resolvated with water vapour.
A 298 K H,O isotherm (ESI, Fig. S5.21) was collected and
showed an uptake at saturation of 9 mol mol™" at p/p, = 0.914
with long equilibration times and a large hysteresis. Heating
[Ni(H,diol)(H,0),]-7H,O samples to 75 °C under 3 pbar
removes all the water, as does heating to 125 °C at 1 bar and
this process can be cycled several times with only a negligible
change in the uptake capacity (ESI, Fig. $6.41). Non-coordinat-
ing solvents can also adsorb into the pores. For example, rapid
uptake of CH,Cl, is observed by addition of 1 mL of CH,Cl, to
a 10 mg sample of [Ni(H,diol)]. The sample initially floats
(d [Ni(H,diol)] = 0.77 g em™, d CH,Cl, = 1.33 g cm™®), but
sinks within seconds, indicating uptake of the solvent into the
pores.

The small pore in [Ni(H,diol)] allows for highly selective
size-dependent solvent reabsorption onto the metal centres.
H,O vapour and liquid methanol are slowly taken up onto the
metal centre (as seen from the colour change from yellow to
green), while EtOH, MeCN, acetone and n-butanol do not bind
to the metal, although they are absorbed into the pores as
seen by the compound sinking in each solvent (d =
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0.786-0.944 g cm™ " compared to [Ni(H,diol)] d = 0.77 g cm™).
This size selectivity likely stems from the narrow gap between
turns of the double-helix pore which only allows access to the
metal ions to small molecules. Interestingly, DMF is not re-
adsorbed onto the metal: a sample left in DMF for ten weeks
showed no change in colour, despite as-synthesised
[Ni(H,diol)(DMF),]-DMF having two DMF molecules coordi-
nating the Ni atom. A sample of [Ni(H,diol)] was also MeOH-
exchanged and then stood in DMF, but TGA analysis, which
has distinctive thermogravimetric behaviour for each solvated
form of [Ni(H,diol)(S),] (S = H,O, MeOH, DMF), shows no
weight loss consistent with DMF being coordinated to the
metal (ESI, Fig. $6.57).

Discussion

Selective desolvation of [Ni(H,diol)(DMF),]-DMF gives rise to
dramatically different adsorption behaviour. Partially desol-
vated [Ni(H,diol)(DMF),] possesses a surface area greater than
700 m? g~*; however, upon full desolvation to [Ni(H,diol)] the
contraction of the c-axis affords a small pore size that reduces
access of adsorbates. Careful inspection of the crystal structure
and PXRD data for [Ni(H,diol)] suggests that the pores of
[Ni(H,diol)] consists of aryl C-H bonds which close off access
to the polar parts of the framework, thus reducing interac-
tions between the pore walls and adsorbates. This dynamic
framework derives from a reversible change in coordination
geometry of the metal node upon exposure to selected adsor-
bates. For example, removal of the axial DMF molecules from
[Ni(H,diol)(DMF),] results in the Ni adopting an uncommon
distorted tetrahedral environment that is supported by the tor-
sional flexibility of the H,diol ligand. Notably, this coordina-
tively unsaturated form can be resolvated by water or MeOH to
form [Ni(H,diol)(S),]. This reversible structural response to
selected adsorbates can be monitored optically or magneti-
cally. Accordingly this work provides an important first step
towards the development of a multifunctional porous sensor.

A further unique aspect of the dynamic architecture of
[Ni(H,diol)(S),] (S = DMF, DEF) is the observed porosity differ-
ences between the two materials. In [Ni(H,diol)(DEF),] the
extra steric bulk of the DEF ligands would normally be
expected to reduce the available pore size, but it can be seen
that the c-axis of this compound is increased by 0.6 A whilst
the a-axis remains effectively the same as that of [Ni(H,diol)-
(DMF),], offsetting the increase in bulk with respect to the
surface area.

The variation of the wunit cell with temperature for
[Ni(H,diol)(DMF),]-DMF is related to the degree of solvation of
the framework; in [Ni(H,diol)(DMF),]-DMF, vibrational inter-
actions of the solvent molecules drive the expansion on
heating, as is usually the case in well-packed systems. Desolva-
tion to [Ni(H,diol)] removes this interaction and framework
vibrational modes become dominant, which often show zero-
or negative thermal expansion.’

The use of magnetometry to track the resolvation of a metal
allows us to decouple the different sorption processes in
these MOFs. Conventional pressure- or gravimetric-based
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measurements are not normally able to differentiate sorption
into pores or onto metal sites except by inference from the
enthalpy of absorption. By using magnetometry, we can ignore
the pore absorption and examine the rate at which the metal
site is resolvated. This process could potentially be accom-
plished by solid-state UV/vis/NIR, but would be heavily affected
by the rate of solvation at the surface of particles rather than
give a picture of the bulk process. This technique is applicable
to metals that show variation in their moment dependent on
changes to the coordination sphere, such as Fe(u), Co(u), Ni(i)
and Cu(n).

3. Conclusions

In this work we demonstrate that [Ni(H,diol)(DMF),]-DMF
dynamically responds to its environment by virtue of a multi-
dentate organic ligand that is structurally rigid but facilitates
rotation about the biaryl bond. Complete desolvation to
[Ni(H,diol)] effectively leads to a loss of measurable porosity,
but partial desolvation to [Ni(H,diol)(DMF),] results in
a stable permanently porous framework. Furthermore,
[Ni(H,diol)(DMF),] shares some traits in common with soft
MOFs in terms of a pressure-mediated expansion of the pore
volume. The combination of dynamic porosity, switchable
magnetism, and controllable thermal variation of expansivity
places these materials within the select group of multifunc-
tional MOFs that may find application in gas sensing and
selective gas adsorption. Additionally, the use of magnetome-
try to track internal changes to MOF architecture is a tool that
will be of use whenever paramagnetic metals are involved.

4. Experimental
General experimental methods

Unless otherwise stated, all reagents were commercially
obtained and used without further purification. N,N'-Dimethyl-
formamide (DMF) was dried twice consecutively over freshly
activated 4 A molecular sieves and stored under N, atmos-
phere. N,N'-Diethylformamide (DEF) was stirred over charcoal
overnight, filtered through a plug of celite and stored over acti-
vated 4 A molecular sieves. 2,2"-Dihydroxybiphenyl-4,4'-dicar-
boxylic acid was synthesised by a literature procedure.*
Infrared (IR) spectra were recorded on a Perkin-Elmer Fourier
Transform Infrared (FT-IR) spectrometer on a zinc-selenide
crystal. TGA measurements were performed on a Perkin-Elmer
STA 6000 from 30-800 °C under a flow of N,.

Single crystal X-ray crystallography

Single-crystal X-ray diffraction was performed on a Oxford
Diffraction X-Calibur X-ray diffractometer with Mo-Ka radi-
ation (4 = 0.71073 A) at 150 K. Data collection and reduction
(Table 2) was handled through CrysAlisPro. The structure was
initially solved using SHELXS-97”' in WinGX** using direct
methods and refined using SHELXL-97 (Table 2).*' Highly
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Table 2 Crystallographic parameters for [Ni(H,diol)(DMF),]:DMF and [Ni-
(H>diol)(DEF),]-1/3DEF after SQUEEZE

[Ni(H,diol)- [Ni(H,diol)(DEF),]

Compound (DMF),]- DMF 1/3DEF
Formula C,oH,,NiN,Og Cy4H,gNiN,Og
Crystal system Trigonal Trigonal
Space group P3,21 P3,21

alA 17.2139(3) 17.3278(4)
c/A 8.5240(5) 9.1188(3)
VIA® 2187.42(14) 2371.13(11)
plg em™ 1.082 1.116

z 3 3

T/K 150 150
u/mm™* 0.701 0.653
Reflections collected 14078 16981

Unique reflections (Rin) 3165 (0.0412) 3456 (0.0536)

Reflections I > 26(1) 2783 3354
Data/restraints/parameters 3165/0/141 3456/8/154
Goodness of fit (S) 1.102 1.227

Ry/WR, [I> 20(1)]
Ry/WR, (all data)

0.0419/0.1150
0.0491/0.1185

0.0931/0.2582
0.0948/0.2592

disordered pore solvent electron density was removed after
analysis with SQUEEZE in PLATON."?

Powder X-ray diffraction

In-house powder X-ray diffraction (PXRD) data was collected
on a Rigaku Hiflux Homelab system using Cu-Ko radiation
with an R-Axis IV++ image plate detector (A = 1.54056 A).
Samples were mounted on plastic loops using paratone-N and
data collected by scanning 90° in phi for 120 second
exposures. The data was converted into xye format using the
program DataSqueeze. Simulated powder X-ray diffraction pat-
terns were generated from the single crystal data using
Mercury 2.3. Le Bail refinement of PXRD patterns was per-
formed in Rietica. Variable-temperature powder X-ray diffrac-
tion was collected on the PD beamline at the Australian
Synchrotron at an energy of 15 keV. Data was merged using the
program DataPro.

Gas adsorption

Gas adsorption measurements were performed on a Micro-
meritics ASAP 2020 analyser at 77 K for N,. Surface areas were
calculated using the BET method** and the pressure range
validated using the method of Walton and Snurr.>**

Magnetic susceptibility measurements

Magnetic susceptibility measurements were made on a
Quantum Designs PPMS with vibrating sample measurement
system in the range 5-300 K under fields of 2000 G. Time-
dependant magnetisation measurements were performed at
273 K.

X-ray adsorption near-edge spectroscopy

XANES data were recorded at 10 K at the Australian National
Beamline Facility (ANBF, beamline 20B at the Photon Factory,
Tsukuba, Japan). K-edge Ni data were measured in fluor-
escence with a 36-pixel solid-state planar Ge detector (Eurisys).
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Harmonic rejection was achieved by detuning the channel-cut
Si[111] monochromator by 50%. The energy scale was cali-
brated using a nickel foil as an internal standard (calibration
energy, 8333 eV, corresponding to the first peak of the first
derivative of the Ni K edge). Background subtraction and nor-
malization ~was achieved using BACKSUB software
(G. N. George, unpublished).

Synthetic methods

[Ni(H,diol)(DMF),]-DMF: 0.1 mmol Ni(NO3),-6H,0, 0.1 mmol
2,2'-dihydroxybiphenyl-4,4'-dicarboxylic acid and 0.055 mmol
DABCO in 1.5 mL DMF at 100 °C for six hours. [Ni(H,diol)-
(DEF),]-1/3DEF: As for [Ni(H,diol)(DMF),]-DMF, but DEF
instead of DMF. Full details are provided in the ESL.{

Computational methods

Initial structures were taken from crystal structures with excess
solvent molecules removed. DMF and DEF molecules were
rotated around the Ni-O formamide coordination axis in 10°
increments. For each step of rotation the framework was held
rigid and the methyl and ethyl groups allowed to relax in P1
symmetry. As the isotherm experiments and simulations occur
at 77 K and up to 1 bar, the PTE of the entire framework can
be neglected. The relaxation and final structure energy were
calculated using the universal forcefield (UFF)*® within the
Forcite module of Materials Studio 5.0 (Accelrys). Nitrogen
surface area for each structure were calculated, utilising a
probe radius of 1.84 A, with the “Atoms Volume & Surfaces”
package within Materials Studio.
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ABSTRACT: Porous additives offer an attractive pathway to
enhance the performance of polymeric gas separation
membranes. Previously reported porous additives, such as
zeolites and metal—organic frameworks, suffer from poor
interfacial binding with the polymer matrix, which leads to
nonselective gas transport pathways. Porous organic cages
(POCs) are an exciting new family of soluble additives that
could ameliorate these transport issues by integrating
intimately with the polymer matrix. By using Voronoi network
analysis, grand canonical Monte Carlo simulations, and
molecular dynamics, we provide a theoretical assessment of
the benefit of using POCs as additives for mixed matrix
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membranes (MMMs). We reveal that some MMMs containing POCs exhibit enhanced selectivity and permeability compared to

the neat polymer matrix, particularly for H,/CO, separations.

Bl INTRODUCTION

Novel strategies that increase the efficiency of industrial gas
separations are of great interest due to their direct application to
green energy technologies."” The specific challenges in this area
are to reduce the overall energy cost of separating (i) H,/N, and
H,/CO, for the production of hydrogen and the precombustion
capture of carbon dioxide from gasified coal following the water—
gas shift reaction,>* (i) CO,/N, for postcombustion “carbon
capture” from gas flue streams,” and (iii) CO,/CH, for biofuel
purification and natural gas swee'cening.6

Membrane systems are often used to perform gas separations
on an industrial scale as they operate via a continuous process.
This is more energy efficient than batchwise methods such as
physical or chemical adsorption that require periodic energy-
intensive regeneration.>”* Membranes are commonly prepared
from organic polymers as they are stable, readily scalable, and
cost-efficient. However, pure polymer membranes are hampered
by an empirical permeability versus selectivity trade-off limit
termed the “upper bound”.>*® Accordingly, one of the current
challenges in membrane separation technology is to design new
materials that surpass the upper bound limit and achieve
enhanced selectivity, ideally in combination with increased
permeability. A promising strategy is to synthesize multi-
component mixed matrix membranes (MMMs) in which a gas-
selective porous solid of fixed pore diameter is embedded into a
polymer host. Porous additives with narrow pore size
distributions, of the order of the kinetic diameter of the target
gas, can facilitate efficient size-sieving separations. Additionally,
these additives can introduce chemical functionality into the

< ACS Publications — ©2013 American Chemical Society

polymer to improve solubility of a target gas and thus enhance
membrane selectivity. Porous adsorbents that have been
explored as membrane additives include zeolites, metal—organic
frameworks, and zeolitic imidizolate frameworks (ZIFs).'"'¥!*
Such materials have yieldled MMMs that show increased
permeability and selectivity compared to neat polymers.11
However, inhomogeneity of the surface chemistry between the
polymer and adsorbent can give rise to nonselective interphase
voids that allow unrestricted gas diffusion.'® This ultimately leads
to less than optimal performance for these multicomponent
membranes.'® Thus, in order for MMMs to reach their full
potential, synthetic methods that afford “gas-tight” integration
between the two phases are required.

Recently, microporous solids composed of solution-process-
able porous organic cage (POC) molecules have attracted
significant attention due to the potential to combine the atomic-
scale control over pore size seen in MOFs and ZIFs, with the
solution processability of molecular spc—:cies.”'18 These novel
materials have been reported with surface areas in excess of 1500
m*g~" and have also been shown to carry out size- and shape-
specific molecular separations.'”* It is noteworthy that for such
POC materials the accessible surface area can arise from
interconnection of the intrinsically porous cage cavities (intrinsic
porosity), from void spaces surrounding the cages that result
from inefficient packing (extrinsic porosity) or from a
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combination of both. As a result, polymorphs of POCs are
reported to have very different physical properties.”"** Thus, in
the present study we have used the reported crystalline structures
of POC:s as the basis for our feasibility analysis. This approach is
validated by the work of Bushell et al. who reported MMMs
incorporating a POC that showed both in situ crystal growth and
crystal inclusion.”

Our study builds upon recent computational work that
considered the use of MOFs and ZIFs as additives for MMMs.
These studies have enabled the identification of imzportant trends
and targeted the development of novel materials. 425 POCs are
attractive as they are soluble in many common organic solvents,
which facilitates intimate mixing with the polymer host at the
molecular scale. In silico screening will assist the development of
POC-based MMM s as it can provide design principles for new
materials.

Figure 1 shows the molecular structure and accessible pore
surfaces of five organic cage molecules of varying cavity
dimensions, pore window sizes, and molecular architectures. As
the packing of cage molecules defines the bulk porosity of the
materials we used the reported crystal structures of cages 1—
5.171921 The selectivity and permeability of MMMs containing
POCs 1-5 were determined from grand canonical Monte Carlo
(GCMC) and molecular dynamics (MD) simulations. Fur-
thermore, we considered the effects of structural dynamics of the
pore windows using Voronoi network analysis and MD
simulations. To verify our modeling data, we calculated MMM
permeabilities of 3 and PIM-1, a polymeric host of intrinsic
microporosity, and compared these to experimental results.

H METHODOLOGY

To simulate the intrinsic permeabilities of 1—5, we extracted
their structural data from the Cambridge Structural Database.”®
Supercells (2 X 2 X 2) of structures 1, 2, 4, and 5 were used and
the disorder of 2 was randomly chosen across the supercell,
analogous to a recent study.”” Owing to the larger size, a single
unit cell of system 3 was used and desolvated crystal structures
were used where available. Structures of 1—5 were analyzed by
Voronoi network analysis using the Zeo++ code®® to calculate
the accessible surface area, size, and dimensionality of the pores.
A probe radius of 1.82 A, equivalent to the kinetic diameter of N,
was used to calculate surface areas.*

Equilibrium gas uptakes for H,, N,, CH,, and CO, at 10 bar
and 298 K were calculated by GCMC simulations employing the
RASPA code.* Analogous methods have been successfully
employed to model porous carbons, zeolites, and metal—organic
frameworks.>>**>*® The universal force field (UFF)** was used to
describe the nonbonded interactions of the cage atoms. H, was
described by the Darkrim and Levesque model,** N, and CH,
molecules were represented using the TraPPe model,* and CO,
was described using the Elementary Physics 2 model.*” Mixed-
atom interactions were expressed using Lorentz—Berthelot
mixing rules.*® The cage volume of 2 was blocked to prevent
the growth of molecules in a 4 A diameter sphere at the center of
mass of the cage molecules. Inspection of the gas density plots
from the simulation ensured that the cage volume was blocked
and the extrinsic volume was unchanged. Each simulation used 1
million equilibration steps followed by 1 million production
steps. The particular force fields chosen have precedence in
literature, having been used in previous studies of MOFs.¥

Diffusion was simulated using equilibrium MD based on the
Forcite module within Materials Studio 5.0.*° UFF was used to
describe the dynamics of bonds, angles, and torsions of the
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Figure 1. Summary of molecular structures and accessible pore surface
(1.2 A probe radius) of POCs 1—5 (gray, carbon; white, hydrogen; red,
oxygen; blue, nitrogen).

systems during the MD simulation. Gas molecules at the density
predicted by GCMC simulations at 10 bar were randomly placed
into the crystal structure with the Amorphous Cell module. NVT
dynamics were simulated for 6 ns with a time step of 1 fs with
temperature controlled at 300 K using the Nosé-Hoover
thermostat.** Only the last 5 ns of each simulation trajectory
was used to calculate the mean-squared displacement of the gas
molecules. The structure was allowed to be flexible to ensure that
the dynamic nature of the systems was captured. A total of five
unique trajectories were simulated so that an average slope of the
mean-squared displacement could be calculated. The Einstein
relationship in eq 1 was used to find the self-diffusivity, Dy of
the gas molecules from the coordinates, r(t), of the molecules as a
function of time, t.
1. d 2
Dige o flgzlo I (Ir(t) — r(0)F) )
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Intrinsic permeabilities of POC crystals were approximated
using eq 2, where c is the equilibrium gas concentration, and fis
the operating fugacity.*” Single-gas properties were computed
and selectivity was calculated using this data.

P=Dy"
selff (2)

Pore dynamics were calculated using the Zeo++ code for the
last nanosecond of a 2 ns NVT dynamics trajectory at 298 K in
the absence of gas molecules.

MMM permeabilities were calculated for a cage volumetric
fraction of 40% using the Bruggeman’s effective-medium model
described in eq 3, where Py is the permeability of the MMM,
Pp, the permeability of the polymer, Ppc the permeability of the
POC, and ¢ the volume fraction of POC in the membrane.*

P —173] Pamm _ Broc
MMM P | _ _
( By ) |- e | (=9
P (©)

B RESULTS AND DISCUSSION

Structural Properties. Figure 1 depicts POCs 15, showing
their different geometries, pore networks, and chemical
functionality. Cages 1-3 have tetrahedral geometry of equivalent
cavity size and can be differentiated by their vertex functionality.
Cage 4 is an adamantoid and possesses the largest pore cavity of
all the cages investigated. We note that an analogue of this
structure has the highest reported surface area for a POC of 2071
m*g~"'® Finally, cage § is best described as an elongated
triangular dipyramid and is constructed from carbon—carbon
bonds. This molecular connectivity is in contrast to cages 1—4,
which are composed of imine moieties.

Static pore sizes, structure metrics, and N,-accessible surfaces
areas were calculated for structures 1—$ (Table S-1). The
internal pore cavities range from 5.4 to 9.8 A. The pore limiting
(or window) sizes for each of the crystalline POC networks were
calculated to lie between 1.8 and 5.1 A; these values are germane
to size-sieving separation of industrially relevant gases N,, CO,,
CH,, and H,** Cages 3 and 5 possess “zeolite-type” pore
structures with limiting diameters of 3.7 and 4.4 A, respectively.
Such pore architectures show excellent potential for gas
separations, as they contain pore windows in the range of the
kinetic diameter of target gases and also have larger cavities
providing good solubility.

Structures 1—S5 were investigated using combined GCMC and
Voronoi network analysis simulations to determine representa-
tive surface areas. Good agreement between the experimental
and calculated data for 1 and 2 was observed. However,
discrepancies between experimental and predicted surface areas
were found for the structures of cages 3—5. This incongruity can
be attributed to the “soft” nature of these structures, which arises
from the cage molecules packin§ in the crystalline phase via
relatively weak dispersion forces.™ In the present study, we find
that the simulated surface area of 3 is underestimated. This is
anticipated as the simulation uses a “perfect” crystal and
increased crystallinity of experimental samples has been shown
to result in decreased surface area.*® In addition, the dynamic
pore aperture has been suggested to account for a greater N,
porosity than expected for a static structure.*’” In contrast to
structure 3, the surface area of 4 is overestimated by a factor of 2
(2410 m*g™" compared with 1291 m*g™"). This significant
difference can be accounted for by a structural contraction upon

1525

solvent removal.' Lastly, the difference between the exper-
imental and simulated surface area for cage S arises from
confinement of N, within the pores at the experimental
temperature of 77 K.>!

Equilibrium Gas Uptake. GCMC routines are commonly
used to simulate gas uptakes in porous materials. The potential
parameters for the cage atoms were obtained from the UFF.

To validate our approach we simulated CO, and CH,
isotherms for structures 2 and 3 and compared the results with
experimental data by Tozawa et al. (Figure 2)."” We note that
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Figure 2. Comparison of experimental (crosses) and theoretical
(circles) CO, and CH, isotherms of POCs 2 and 3.

CO, and CH, gas adsorption isotherms have not been reported
for 1,4, and S and thus could not be included in this comparison.
Inaccessible voids of cage 2 were blocked to ensure that the
simulated isotherms were not overestimated.***’ Inaccessible
regions observed in the static crystal structures have been found
to contribute to the porosity and it is suggested that dynamic
molecular motion allows diffusion into these formally inacces-
sible cage voids."”*” This process is not well understood so the
amount of blocked volume was assessed to ensure the best fit to
experimental data (Figure S-1). The best agreement to CO, and
CH, experimental data was found for simulations containing 50
and 100% blocked cage volume, respectively.

Figure 2 shows that the larger pores of 2 result in larger uptake
at high pressures for CO, and CH, adsorption. At low pressure,
CH, has greater adsorption in 3 due to the smaller cavity sizes,
which give rise to stronger binding sites from “wall—wall”
potential overlaps. This effect is not observed for CO, adsorption
because of its smaller size and aspherical shape. The observed
difference between the calculated and experimental isotherms at
low pressure can be attributed to artifacts in the force field,
pressure-dependent accessible pockets within the structures, or
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defects in the experimental crystal. We note that in general, the
gas adsorption of porous molecular crystals are inherently
difficult to simulate due to their “soft” 3D structures. As such, we
find the agreement to be within an acceptable range.*> We also
simulated the gas loading of H,, N,, CH,, and CO, at 10 bar for
structures 1—5 (Table S-2). The gas uptakes at this pressure are
comparable to other porous materials such as ZIFs. s
Diffusion and Structural Flexibility. MD simulations at
298 K were employed to estimate the adsorbate diffusion
throughout the pore structures of 1—5. We selected these
conditions to allow comparison with previously reported data
that predicted the kinetic gas separation properties of ZIFs and
MOFs.>** As the series of POCs under investigation include
different chemical structures a consistent generic force field
(UFF) was chosen to describe all systems, in lieu of an imine-
specific cage force field.** To assess the accuracy UFF for the
imine based cages, structures 1—4 were optimized and compared
to the crystal structures. Small discrepancies are observed
between the optimized imine angles (Table S-3) and those
present in the crystal structures. However, superimpositions of
the optimized and crystal structure geometries of systems 1—5
(Figure S-2) are essentially identical, thus, demonstrating the
accuracy of UFF for the range of systems compared in this study.
From these MD simulations we computed the self-diffusion
coefficients of 1—5 for H,, N,, CO,, and CH, (Table 1).

Table 1. Self-diffusion coefficient of gas molecules in POCs”.

Dy/107"" m*s7~!

cage H, (29 A) N, (3.6 A) CO, (3.34A) CH, (3.8 A)
1(184) 0.00167 0.332 0.0161 0.00250
2(394) 468 11.5 592 346
3(374) 532 9.02 345 2.16
4(5.1A) 762 81.7 6.43 194
5(44A) 363 36.8 6.05 23.6

“Numbers in parentheses after the cage and gas molecule type are the
pore size and gas-molecule kinetic diameter, respectively.

The diffusivities calculated are consistent with the window
sizes of the structures. The diminutive pore aperture of 1 results
in poor diffusion of all gas molecules. Without the specific pore
size required for the kinetic separation of CO,/N,, the
diffusivities follow the trend for the bulk diffusion of N, over
CO,. Structures 2 and 3 show lower diffusivity for CH, than
CO,, which is attributed to their limiting pore diameters of 3.9
and 3.7 A, respectively. In contrast, the larger pore diameters of
cages 4 and § allow the rapid diffusion of CH, (3.8 A). We note
that in the absence of molecular sieving, surface diffusion
competes with the strong adsorption of CO,, producing slower
diffusivity of CO, compared with CH,.

Our results indicate that a static pore model does not
accurately represent the selectivities for CH, separations. As the
pore structures of 1—$ are formed from weak intermolecular
forces, it is likely that the pore window distribution is greater than
that of extended frameworks in which the pore network is
constructed by strong covalent bonds. Notably, pore size
fluctuations have been reported to decrease the CH, selectivity
in ZIF-8.%° We note that the standard deviation in the window
size is a reduced measure of the complicated structural dynamics
and thus cannot capture all the subtleties of the dynamics of the
framework structure that could potentially affect gas diffusion,
such as correlated breathing motions. However, small standard

168

1526

deviations necessarily imply rigid windows, which likely lead to
more efficient kinetic sieving. To gain further insight into the
dynamic nature of the cage structures, NVT molecular dynamic
simulations were carried out at analogous temperatures to the
diffusion simulations described earlier. In these simulations the
limiting pore size was calculated at each femtosecond over a 1 ns
trajectory, after 1 ns equilibration. The resulting pore size
distributions for cages 1—S were calculated (see Figure 3 and
Table S-4).

Based on its static structure, 2 was not expected to be a
promising candidate for size sieving of CH,, due to the
crystallographic limiting pore size of 3.9 A. However, the flexible
diffusion simulations showed slower diffusivity of CH, than CO,
(Table 1). We observe from the window size distributions that
thermal fluctuations of 2 produce a mean window size of 3.56 A
(Table S-4), similar to that of cage 3, thus, limiting the diffusion
of CH,.

The largest standard deviation of window sizes, 0.3 A, was
calculated for 4 (Figure 3). This may be attributed to the pore
network being composed of largely extrinsic volume, which is
found to fluctuate by a considerable amount over the time scale
of the simulation. In contrast, the structures of 1 and 3 are found
to produce narrow distributions of window sizes (standard
deviations of 0.05 and 0.07 A, respectively). The pore structures
of these cages are wholly comprised of intrinsic cage volume with
cage-to-cage packing linking the pore cavities. These results
suggest cage molecules with functionalities that direct strong
packing between molecular windows of appropriate dimensions
may be more efficient for separations requiring precise size
selection.

‘We note that the window size distribution of 3 found in the
present work is different to that found in a previous study.*” The
difference can be attributed to a difference in definition: we have
taken the window size to be the narrowest point in the whole cell
at a given point in time, whereas the previous study assigned the
window size to the diameter of the entrance to the cage cavity.
Our definition, which in general gives smaller window sizes,
accounts for the effects of fluctuations in the intercage regions
and (mis)alignment of cage windows on the accessibility of cage
volumes.

MMM Properties. Diffusion data was combined with the
simulated gas uptakes to compute the permeabilities for the
crystalline cage structures 1—5. MMM permeabilities were
extrapolated from intrinsic permeance values using Bruggeman’s
model, which has been shown to accurately simulate the
properties of MMMs composed of polymers and ZIFs for high
fractions of additives: up to 40% by volume.>' Recent work by
Bushell et al. reported the permeabilites of a MMM composed of
PIM-1 and cage 3.2 We compared these experimental results
with our simulation data to verify the use of our approach. The
simulations were carried out at 1 bar to allow comparison with
the experimental work. Figure 4 compares the experimental
permeability of CO,, N,, and CH, with our calculated values.

Both the simulated and the experimental data show an increase
in permeability for N,, CO,, and CH, with increasing loading of
3. Although the modeled data follow the experimental trends and
show good agreement with respect to N, permeability, the
permeability of CO, and CH, is underestimated. The observed
difference may suggest that additional mechanisms influence the
MMM configuration, including interfacial diffusion paths
produced by disruption of chain packing at the polymer—POC
interface. This effect has been observed to a significant extent for
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Figure 4. Comparison of the experimental (crosses) and predicted
(circles) permeabilities of PIM-1:3 at increasing loadings of 3.

other additives in MMMs"> and, although minimized by the
organic make up of POCs, it cannot be excluded.

Using Bruggeman’s model, the permeabilities and selectivities
for 40% volume compositions of MMMs comprised of the
polymer hosts Matrimid, Ultem, PIM-1, and PIM-7 were
computed."”**** The permeability and selectivity trade-off
plots for the separation of H,/N,, H,/CO,, CO,/N, and
CO,/CH, were predicted for neat POC membranes and
MMMs. These are displayed in Figure S. We find that MMMs
containing cage structures 2—S5 significantly improve the
permeability for H,/N, and H,/CO, separations. This enhance-
ment is concomitant with a minor increase in the selectivity for
H,.

Figure 5 shows that the permeability for CO,/N, and CO,/
CH, separations increases upon introduction of cages 1-S5,
bringing the Ultem and Matrimid MMMs toward the polymer
upper bound; however, a decrease in selectivity is observed for
the PIM membranes. The plots for MMMSs composed of cages
2—5 and Ultem and Matrimid show considerable overlap of data
points. This is due to the difference in permeability of cages being
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negligible when combined with the low permeability polymer
and results in MMMs with very similar permeabilities. We also
note that as a result of the discontinuous pore volume of 1, the
MMM simulated have decreased permeabilities and selectivities
compared to cages 2—35.

These results show that the inclusion of crystalline aggregates
of POCs in neat polymer matrices result in MMM:s that lie on or
surpass the polymer upper bound for H,/N, and H,/CO,
separations. The separations of CO, show an increase in
permeability, with the addition of cage molecules advancing
Matrimid-based MMM:s toward the polymer upper bound. In
comparison to previous studies, the performance of POC
MMMs is comparable to that of predicted ZIF-containing
MMMs, despite their marginally lower affinity for the
investigated gases.”® It is expected however, with the POCs’
exclusively organic construction that their potential will not be
hindered by poor integration between the two phases.

Bl CONCLUSION

In summary, we have investigated a series of POC-based MMMs
for the separation of industrially relevant gas mixtures H,/N,,
H,/CO,, CO,/N, and CO,/CH,. This was achieved by
employing Voronoi network analysis, GCMC, and MD
simulations, with the calculations compared to experimental
data for validation. Conservative estimates of gas transport
properties within these materials revealed that MMMs composed
of POCs can exceed the polymer upper bound for H,/N,
separations and more substantially for H,/CO, gas pair. We
note the importance of considering flexibility in these materials,
as weak packing forces define the pore structures. Accordingly,
window size distributions over a 1 ns trajectory were calculated.
These properties determined by our investigation, combined
with the facile processability and good compatibility with the
polymer, indicate that POC-based MMMs have exciting
potential for clean energy applications.
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ABSTRACT: Porous molecular solids are garnering increas-

ing attention with examples of high surface areas and
applications in molecular separations. Recently, amorphous 4
networks of molecular cages have shown increased porosity feo
with respect to their crystalline counterparts. However, the X GPU-accelerated
structures of amorphous materials cannot be precisely ‘ “ Molecular Dynamics. .
elucidated by X-ray diffraction techniques, thus molecular é\ﬁ‘y/ :

simulations are vital to understanding their pore structures and
the origin of porosity. Here, we use GPU-accelerated
molecular dynamics simulations as an efficient methodology
to construct representative amorphous network structures. We
employ Voronoi network analysis of amorphous networks of
seven previously reported cage molecules to provide insight into structure—property relationships. Accordingly, we apply this
understanding to delineate synthetic design features that give rise to highly porous analogues of chemically robust cages
constructed from carbon—carbon bonds.

Bl INTRODUCTION methods for understanding gas diffusion in such materials is
necessary.

Molecular simulations have been used to provide insight into
the porosity of disordered systems, such as polymers and rigid
molecules.'>'® Recently, Jiang et al. demonstrated an atomistic
understanding of H,/N, separations in amorphous porous
solids composed of organic cages of tetrahedral geometry.'* In
the present study, we have improved upon this approach by

Porous solids are widely researched for their application to
heterogeneous catalysis,' gas storage,” and molecular separa-
tions.> The majority of such materials are extended networks
with interconnected pore channels that facilitate diffusion of
adsorbates throughout the material. Recently, solids composed
of shape-persistent organic cage molecules have been
investigated for their bulk porosity.4 In contrast to extended

materials, such as metal—organic frameworks® (MOFs) or employmg a GPU-fxccelerated molecular dynamics process to
zeoli’tes,6 these discrete cages are soluble and thus may be Slmula‘t‘? substantially }arger amorphous cage networks
readily fabricated into composite materials such as mixed-matrix comprising 100 cages, which was found necessary to adequately
membranes.”® sample the configuration space of the porous networks. We

Porosity in molecular solids can arise from the interconnec- simulated amorphous networks of nine cage structures,
tion of the cage pores (intrinsic porosity), voids surrounding depicted in Figure 1, to provide insight into how the porosity
the cages that result from inefficient packing (extrinsic of these systems can be optimized.
porosity), or a combination of both.” Accordingly, intermo- The cage molecules used in this investigation were selected
lecular packing has a dramatic effect on the surface accessibility as they encompass a range of geometries, internal volumes, and
of the bulk solids. This is clearly demonstrated in recent work external functionalities, as shown in Supporting Information
by Doonan et al, in which two different polymorphs of the (SI) Table SI-1. Specifically, CC1 and CC3 have equivalent
same molecule gave rise to vastly different N, uptakes.'® volumes but possess different exohedral functionality. CCS is
Structure-dependent porosity has also been reported by topologically equivalent to CC1 and CC3 but has approx-
Cooper et al. for imine-based z:ages.11 Identifying the origin imately 3.8 times the internal pore volume. Cage D1 is of
of porosity is most easily achieved via X-ray diffraction
experiments; however, in cases where the bulk solid is Received: December 29, 2014
amorphous, precisely characterizing the pore structure can be Revised: ~ March 1, 2015
challenging. Consequently, the development of nonstructural Published: March 4, 2015
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Figure 1. Molecular structures of cages investigated. The structures
CCl, CC3, CCs, M1-M3, and D1 have been synthesized, but D2
and D3 are hypothetical structures.

trigonal dipyramidal geometry and is constructed from “rod-
like” alkyne moieties that give rise to very large window sizes
and internal voids. Finally, cages M1—M3 are of octahedral
geometry with identical internal volumes, but are differentiated
by their external functionality: methyl (M1), t-butyl (M2), and
triphenylmethyl (M3)."S Analysis of these systems, which have
been synthesized and characterized experimentally, afforded
design principles for optimizing the bulk porosity of amorphous
solids composed of organic cage molecules. These principles
were applied to generate the hypothetical cages D2 and D3 in
Figure 1. We determined that for amorphous systems,
decorating the surface of cage D1 with sterically demanding
groups gives rise to large voids in the packing structure and thus
higher surface area.

B SIMULATION METHODOLOGY

Molecular dynamics simulations were employed using the
LAMMPS GPU-accelerated code.'®” A judicious choice of the
force field is critical for ensuring that the packing and structural
properties are accurately described. Accordingly, we used a
cage-specific force field for the structures that was developed
exclusively for imine cage systems.'® Parameters not listed in
the cage-s?eciﬁc force field were taken from a polymer-specific
force field"® that was used as the basis for the cage-specific force
field. Long-range electrostatic interactions were calculated using
the PPPM method.”® A Nosé—Hoover thermostat and barostat
were used to fix the temperature and pressure of the
simulations.”! Notably, the cages CC1 and CC3 exist in two

different conformers as investigated by Jelfs and co-workers.””
We have simplified the systems, herein, by simulating only
tetrahedral conformers, specifically CC1-R and CC3-R
enantiomers.

The simulation procedure used in this study is outlined in
Figure 2. In the loading stage, the simulation cells were packed
with 100 molecular cage structures at a density of 0.1 g-cm™, as
performed by the amorphous cell module in Materials Studio
6.0. A low-density structure was used to ensure that
interlocking of cage molecules or ring spearing was minimized.
The assembly step comprised an NVT molecular dynamics
simulation at 300 K for 500 ps with a step size of 1 fs. As
depicted in Figure 3, this assembly step equilibrates the low-
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Figure 3. Representative sample of the density and total energy during
assembly and compression steps of the generation procedure.

density structure, allowing for self-assembly and aggregation of
molecules. Following the assembly step was the compression
step, which was composed of an NPT molecular dynamics
simulation with 1000 atm of external pressure applied at 300 K
for 1000 ps with a step size of 1 fs. During this step, the
simulation cell shrinks to give a reasonable target density for
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Figure 2. Outline of simulation procedure used for production of amorphous cells.
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the amorphous structure when compared with an experimen-
tally measured density of a known amorphous cage structure.”®
Finally, the amorphous system and simulation cell were
optimized by minimizing the system energy to give a final
amorphous structure for subsequent analysis, as shown in
Figure 4. The generation procedure was repeated for 10

a)

Figure 4. Example of structure D1 at the loading step (density of 0.10
g-cm™) and after the minimization step (density of 0.78 g-em™).

independent, randomly generated initial configurations so as to
sample the amorphous structural landscape and to allow the
sensitivity of the amorphous porous structure to initial
conditions to be quantified. All analyses discussed below are
averaged over these 10 independent representations of the
amorphous structure.

This procedure was adapted from the work of Jiang et al,
with the addition of cell compression performed under an
external pressure of 1000 atm. The generation methodology of
Jiang and co-workers'* required over 16 X 10° steps, whereas in
this work we were able to decrease this to 2 X 10° molecular
dynamic steps. To ensure the compression pressure did not
collapse the cage molecules, we tested it on crystalline cells of
CCl, CC3, CCS, D1, and M1 and found the external pressure
did not appreciably compress the molecules or cells, as shown
in SI Table SI-2.

Geometric surface areas and pore volumes for the
amorphous systems were calculated using the Zeo++ code.
This code uses a Voronoi network to obtain a representation of
the pore space for a periodic system.24'25 For a specified probe
size Zeo++ can determine the accessible and inaccessible pore
volume. Importantly, soft materials such as porous organic
cages have been reported to have dynamic connectivity
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between accessible and inaccessible regions. This has been
investigated in crystalline materials,’® but has not been
elucidated for amorphous systems owing to the disordered
alignment of pores. As a consequence, we have defined the total
surface area and pore volume as the sum of the accessible and
inaccessible regions as defined by Zeo++ so that regions
accessible by dynamic pore-opening events are not overlooked.
Finally, extrinsic volumes were calculated for He probe sizes
and by blocking the internal cage volume with a sphere of size
equivalent to the internal van der Waals diameter of the cage, as
shown in SI Table SI-3.

B RESULTS AND DISCUSSION

Effect of System Size on Porosity and Density of CC3.
One of the primary challenges encountered when simulating
amorphous materials is to efficiently capture the disorder of a
real system with finite periodic simulation cells. To accurately
describe such systems, large periodic cells combined with many
independent iterations are required. The methodology
employed in this study allows us to efficiently simulate cells
with more than 100 molecules. We note that a previous report
used cells that contained a maximum of 60 molecules."* As a
test, we chose to study the resulting density and porosity of
CC3 as a function of the number of cage molecules per
periodic cell. CC3 was chosen for this preliminary investigation
as it had been previously studied in detail by Cooper et al.
Figure S shows that the average density and total surface area of
the amorphous networks are essentially the same for all system
sizes studied, but a significant change in the variance is
observed as the number of molecules per simulation cell is
increased, as expected from the Central Limit Theorem.”” This
is consistent with simulation data reported for amorphous
polymeric structures and is attributed to the inability of small
simulation sizes to effectively sample the 3-D molecular
arrangement and pore structures.”® Upon increasing the sample
size to 100 or more molecules per simulation cell, the
simulations converge to a density and surface area in reasonable
agreement with the experimentally reported surface area.** For
systems of 50 molecules or less, the simulated surface area
overlaps the experimental value, but the standard deviation is
over 18%. This analysis highlights the importance of employing
large molecular sample sizes to capture, with minimal variance,
the density and porosity of amorphous materials.

To further highlight the importance of sample size in
molecular amorphous materials, we measured the radial
distribution functions (RDFs) of the molecular centers-of-
mass for the systems with 25, 50, and 100 molecules per
simulation cell, as shown in Figure 6. The RDF measures the
density distribution of cage molecules around a cage molecule
centered at the origin. It is clear from this plot that structural
correlations between molecules extend beyond half the
simulation box length for samples of less than 50 molecules.
This means that a molecule could be spatially correlated with
more than one periodic image of another particle, potentially
introducing unphysical structural correlations that would make
the simulated structure unrepresentative of that of an extended
amorphous system. In contrast, the RDF of the sample
containing 100 molecules converges to one at half the box
length and thus finite-size effects should not be significant in
this system.

Amorphous Networks of CC1, CC3, CC5, D1, and M1—
M3. We applied the methodology outlined in Figure 2 to seven
reported cage systems: CC1, CC3, CCS, D1, and M1-M3

DOL: 10.1021/jp512944r
J. Phys. Chem. C 2015, 119, 7746-7754
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(Figure 1), resulting in structural models of amorphous
networks with average densities listed in Table 1. We note
that the density of the amorphous networks lies between 0.566
and 0.873 g-em™ and varies significantly for the selected cage
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Table 1. Resulting Amorphous Cell Densities

cage density/g-cm™
CC1 0.873 £ 0.013
CC3 0.842 + 0.011
CCs 0.658 + 0.018
D1 0.791 £ 0.010
M1 0.838 + 0.018
M2 0.671 + 0.023
M3 0.556 + 0.017

molecules. The densest amorphous structure is observed for
CC1 as a consequence of the smaller cage volume and bare
external functionality. By comparison, a much less dense
structure is found for M3 as a result of the large cage volume
and bulky external triphenylmethyl moieties.

To aid in the comparison of supramolecular arrangements,
we calculated the radial distribution function for the centers-of-
mass of each of the cages in the simulation cell. The average
RDF from the 10 independent simulations for each of the seven
cage systems is displayed in Figure 7. The RDFs calculated for
networks of CC1, CC3, and CCS$ (Figure 7a) demonstrate the
effect of external functionality and cage size on the supra-
molecular arrangement of the molecular units. Attachment of
sterically demanding cyclohexyl moieties in CC3 yields a broad
distribution, an effect of the cyclohexyl groups directing the
cage units to pack into a less dense network than the
functionally bare units of CC1. The distribution is broadened
further and displaced to greater distance as a consequence of
the larger cage size of CCS generating an increased average
cage—cage distance of ~1S A, thus producing low-density
amorphous structures. The first peak in the RDF of D1 (Figure
7b), unlike that in the RDFs of CC1, CC3, and CCS5, does not
correspond to the size of the molecule, with significant density
observed at distances less than 10 A. This behavior can be
attributed to the elongated pyramidal geometry of the cage
unit, which allows the units to pack in a dense interdigitated
fashion, as shown in Figure 8. Finally, the calculated RDFs for
the amorphous structures of M1—M3 provide further evidence
that bulky functional groups yield inefficient packing and larger
cage—cage distances. For example, increasing the external
functional groups from methyl (M1) to t-butyl (M2) and
triphenylmethyl (M3) results in a broadening of the primary
RDF peak and a displacement to a larger average distance.

Pore Structure Analysis of CC1, CC3, CC5, D1, and
M1-M3: Role of Extrinsic Porosity. The bulk porosity of
the amorphous networks was probed by Voronoi network
analysis. Pore volumes and surface areas were simulated using
probe sizes equivalent to the kinetic diameters of He (2.60 A)
and N, (3.64 A), respectively, to give the resulting average
values in Table 2. The average pore volume is plotted against
the intrinsic cage volume and radius of gyration in Figure 9.
The radius of gyration was used as a measure of the size of the
cage molecule. Our simulations show no correlation between
the cage volume and total pore volume. For example, a large
difference in pore volume is observed for the series M1—M3 as
a result of external functionality influencing the pore structure,
but the cage volume itself does not vary across this series of
molecules. In addition, in spite of the large cage volume of D1,
the resulting pore volume is modest by virtue of the close
packing of molecular units. In contrast to the lack of correlation
for cage volume, there is a general trend for porosity with the
radius of gyration, which varies with both the internal cage

DOI: 10.1021/jp512944r
J. Phys. Chem. C 2015, 119, 7746-7754
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Figure 7. RDFs for the cage center-of-mass for structures (a) CCl,
CC3, and CCS5; (b) DI; and (c) M1-M3.

volume and external functionality (Figure 9b). For instance, the
largest radii of gyration are a result of bulky external
functionality (M3) or large cage structure (CCS), which in
turn produce amorphous pore networks of large volumes and
surface areas. From these results we can qualitatively conclude
that molecules with large size produce amorphous structures
with high surface areas and pore volumes and that this can be
achieved by either constructing large cages or by decorating the
surface of the cage with sterically bulky groups.

To further understand the porosity in these systems, pore
size distributions were calculated and averaged over the 10
independent simulations; the distributions are depicted in
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Figure 8. Representation of the interdigitated motif observed in
amorphous structures of D1.

Table 2. Average Total Surface Areas for N, Probe Size and
Total Pore Volume for He Probe Size for the Amorphous
Cage Structures

cage total surface area/m?g ™" total pore volume/cm?®g™"
CC1 528 + 77 0.076 + 0.021
CC3 660 + 66 0.097 + 0.013
CCs 1815 +£ 73 0.377 + 0.034
D1 1211 £ 70 0.187 + 0.012
M1 1168 + 95 0.186 + 0.021
M2 1759 + 100 0.410 + 0.044
M3 1892 + 73 0.722 + 0.056

Figure 10. Pore size distributions were simulated using the
Zeo++ code; details of this method have been reported
previously.”® Cage CCl, as the result of close packing of cage
units, has a pore size distribution with a sharp peak at ~5 A.
Sholl and co-workers have shown that materials with sharp and
rigid pore size distributions are amendable to kinetic gas
separations.*® Importantly, this has been observed experimen-
tally with amorphous samples of CC1 prepared by freeze-
drying, which possess excellent H,/N, selc—:ctivity.14 The pore
structure of CC3 differs from that of CC1, with exohedral
cyclohexane groups supporting larger pore diameters with sizes
of 5—10 A. Notably, CC1 and CC3 possess identical cages and
this results in their pore networks having equivalent limiting
pore sizes. Finally, the pore structure of CCS has a broad
distribution, owing to the combination of the large cage volume
and bulky external functionality. The pore size distributions of
M1—-M3 clearly demonstrate the increase in porosity supported
by increasingly bulky moieties. First, the distribution for M1
reflects the internal cage cavities, as the peak observed is
equivalent to the internal diameter of the molecular cage. In
comparison, M2 and M3 have larger molecular size increased
by the attachment of bulky functionality. This produces broader
pore size distributions as the disruption of close packing by the
external functionality creates large extrinsic voids. Experimen-
tally, Mastalerz and co-workers found that amorphous materials
of M1—M3 had similar BET surface area.'> However, these
materials were analyzed as synthesized, not produced
amorphously on purpose and thus may not be truly amorphous
networks.

Amorphous molecular cage structures differ from their
polymer analogues, as the source of disordered porous
networks made from molecular cages differ fundamentally
from their polymer analogues in that porosity can originate
from two distinct sources: the internal cavity of the molecule

DOI: 10.1021/jp512944r
J. Phys. Chem. C 2015, 119, 7746-7754
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(intrinsic porosity) and the space external to the molecules
formed by the supramolecular arrangement (extrinsic porosity).
It is important to consider the source of the porosity when
discussing the pore structure in these materials; as such the
intrinsic and extrinsic pore volumes were measured in our
generated systems, with the results displayed in Figure 11.
Importantly, the amount of extrinsic porosity observed for CC1
and CC3 amorphous systems is equivalent to estimates
previously reported; the larger cyclohexyl groups in CC3
produce a greater extrinsic volume by disrupting close packing.
Increasing the cage size in CCS results in an amorphous
network with a slightly smaller ratio of extrinsic:intrinsic
volume compared with CC3, as the intrinsic volume of the cage
is larger but the external packing is similar to that of CC3. In
contrast, D1 has significantly less extrinsic porosity than CCI,
CC3, and CCS, as shown in Figure 11b, as a result of the
molecular units packing in close proximity, which interconnects
cage volumes. Finally, the trend in pore volume and pore size
distributions for M1—M3 is clearly explained by the extrinsic
pore percentage. Cages with bulky external moieties, such as
M3, support large extrinsic voids, as depicted in Figure 1lc.
This packing results in broad and undefined pore sizes, as
observed in the pore size distributions. In summary, the source
of porosity in these materials is vital to understand the trends in
porosity observed in this study: we find an increase in porosity
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in these amorphous systems is primarily a result of increasing
the extrinsic porosity.

The potential advantages of amorphous networks are clearly
evident when their surface areas and densities are compared
with those of their crystalline counterparts. For example, SI

DOI: 10.1021/jp512944r
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spheres denoting the intrinsic pore structure, blue regions showing the extrinsic pore structure, and orange regions illustrating the total.

Table SI-4 shows how amorphous packing is able to unlock
porosity that may not be possible to realize in crystalline
polymorphs.

In Silico Design of D1 Analogues. The analysis above has
outlined several general principles for designing the porosity of
amorphous cage molecules. We sought to use these
observations to optimize D1 analogues for increased surface
area in the amorphous state. The present study has found two
general strategies, applied to the molecular units, to increase the
porosity of amorphous cage systems: increasing the encapsu-
lated cage volume (CC3 and CCS) and introducing sterically
bulky groups to the external surface of the cage (M1—M3).
Accordingly, we have applied these principles to D1 in the
effort to produce an extremely porous structure. The
hypothetical structure D2 was realized by increasing the
volume of D1 by incorporation of phenyl rings to the dialkyne
struts. Furthermore, a cage with bulky external functionality,
D3, was constructed by adding mesityl groups to the vertices of
D1. The two D1 analogues, both shown in Figure 1, were
selected to be synthetically feasible.

The density, surface area, and pore volume of amorphous
cage networks for the D1—D3 series is displayed in Table 3. It

Table 3. Average Densities, Total Surface Areas, and Pore
Volumes for Amorphous Structures D1-D3

total surface area/ total pore volume/
2. -1 3.1

cage density/g-cm™ m-g cm’-g

D1 0.791 + 0.010 1211 £ 70 0.187 + 0.012
D2 0.859 + 0.011 804 + 66 0.118 + 0.011
D3 0.593 + 0.024 1933 + 70 0.554 + 0.069

is clear that the larger volume cage D2 structure produces an
amorphous network with higher density and lower surface area
and pore volume than the original D1. In contrast,
functionalization by bulky mesityl groups in D3 results in a
less dense amorphous structure with increased surface area and
pore volume.

Examination of RDFs in Figure 12a reveals the underlying
reason for these observations. The increased cage size of D2
not only produces large internal volume but also generates
larger molecular windows and greater flexibility. A consequence
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of this is a greater degree of interdigitation, as evidenced by the
peak in the RDF at shorter distances and higher density
compared with D1. In contrast, the RDF for amorphous
structures of D3 is displaced to larger distance and broadened.

DOI: 10.1021/jp512944r
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Absence of close packing cages at <8 A and the broad
distribution suggests that the mesityl functionality disrupts the
close-packing motif observed for D1 and D2. Additionally,
calculation of the ratio of extrinisic:intrinsic porosity of the
amorphous networks supports this conclusion, as shown in SI
Table SI-5. Porosity for D1 and D2 structures is primarily a
consequence of the intrinsic volume of the molecular cages,
whereas D3 has 76% of its pore volume associated with regions
extrinsic to molecular units. Furthermore, the pore size
distribution (Figure 11b) for D3 demonstrates larger pore
sizes are present in the amorphous system and the lack of
defined pore sizes observed for D1 and D2.

We have successfully tested the amorphous networks of
hypothetical analogues of D1 for porosity and morphology. In
contrast to what was found for the CC1 analogues, CC3 and
CCS, we find that increasing the internal volume in D2 results
in lower porosity due to the shape of molecular units allowing
closer packing. However, by increasing the steric bulk external
to the cage, as observed for M1—M3, we find the structure D3
has increased pore volume and surface area, making this cage
molecule an ideal candidate for synthesis.

Bl CONCLUSION

Herein we describe an efficient computational methodology for
generating representative amorphous cells composed of porous
organic cages. Importantly, we have improved significantly on
previously reported methods through the use of external
pressure during the compression stage and the use of GPU-
accelerated molecular dynamics. Moreover, we have examined
the porosity and morphology of the structures using Voronoi
network analysis and center-of-mass radial distribution
functions. We find good agreement between the simulated
surface area of our CC3 model and previously reported
adsorption experiments. It is clear that the models described in
this study give fundamental insight into these amorphous
materials, which is unobtainable by experimental methods
alone.

Our investigation has elucidated several important features of
the nature of porous organic cage amorphous networks. First,
on the subject of generation of representative amorphous
models, we have demonstrated a modest effect of system size
on the resulting density and porosity of the generated
amorphous structure. Specifically, the CC3 system demon-
strates a large variance in the density and porosity of systems
comprising less than 100 molecules per simulation cell. This
result directed our methodology to use simulation cells of 100
molecules to ensure an accurate and precise representation of
random packing of cage units. Second, we have gleaned general
principles that govern the morphology and porosity in the
amorphous state by applying our methodology to seven
reported cage structures encompassing several distinct
molecular geometries. Two key relationships are observed: a
large encapsulated internal volume of the cage molecule can
produce high-porosity amorphous structures (CCS), and bulky
external functionality can yield highly porous structures by
supporting greater pore volume extrinsic to the molecular units
(M3). However, cage geometry is crucial to defining the
resulting morphology. In particular, we find that the cage D1 is
able to interdigitate and consequently produces amorphous
networks with unexceptional pore volume despite the large
internal volume and cage size. Lastly, we have applied this
understanding to optimizing the surface area of hypothetical
analogues of D1. A novel analogue, D3, with bulky mesityl
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groups attached external to the cage was found to produce an
amorphous structure with increased porosity as a consequence
of extrinsic pore volume.

This investigation has unequivocally demonstrated that
molecular simulations can give atomistic insight into
amorphous porous organic cages. This has allowed us to
carry out de novo design of amorphous solids for applications
in gas storage, which has previously only been applied for
crystalline porous solids.
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