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Kinetically Controlled Porosity in a Robust Organic Cage Material**
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Microporous materials are of significant interest owing to
their central role in gas storage, separation processes, and
catalysis.[1–4] Recently, microporous molecular solids com-
posed of discrete, shape-persistent organic cages have
received growing attention[1] because they possess unique
properties that set them apart from conventional, extended
network materials, such as zeolites,[2] metal–organic frame-
works,[3] and covalent organic frameworks.[4] For example,
molecular solids are readily solution-processable,[5] provide
facile access to multicomponent materials by mix-and-match
synthesis,[6] and, by virtue of their noncovalent intermolecular
packing, can exhibit advanced properties, such as adsorbate-
triggered on/off porosity switching.[7]

Unlike extended networks, where solvent-accessible voids
are linked through rigid covalent framework solids composed
of discrete organic cages predominantly aggregate by rela-
tively weak dispersion forces. Predicting the crystal structures
of such weakly aggregating materials is a long-standing
challenge in solid-state chemistry,[8] and is, in this field,
inherently coupled to estimating the ultimate porosity of
a molecular solid from its building units, as different
polymorphs can afford solids with dramatically different
surface areas.[9] Accordingly, relatively few examples of
porous organic solids have been reported.[1d] Nevertheless,
recent work from the laboratories of Cooper and Mastalerz
have demonstrated that the porosity of such materials can be
modified through crystal engineering strategies and synthetic
processing.[5a, 10] Herein we describe the synthesis and charac-
terization of a novel, permanently porous, shape-persistent

cage molecule (C1) that is constructed entirely from thermo-
dynamically robust carbon–carbon bonds and has the molec-
ular formula C112H62O2 (Scheme 1). Furthermore, we demon-
strate kinetically controlled access to two crystalline poly-
morphs C1a and C1b that possess dramatically different N2

porosities: polymorph C1a, which is nonporous to N2, and
polymorph C1b, which affords a BET surface area of
1153 m2 g!1.

Molecule C1 was synthesized by Eglinton homocoupling
of two rigid, alkyne-terminated building units (Scheme 1; 2).
Such reactions, which are often conducted with a stoichio-
metric excess of copper reagents, have been widely employed
in macrocycle synthesis.[11] The cage precursor, compound 2,
can be elaborated from a tripodal building block, 4-[tris(4-
iodophenyl)methyl]phenol,[12] by sequential phenol methyl-
ation, Sonogashira coupling, and silyl deprotection reactions
in 53% yield over three steps.[13] The ultimate homocoupling
step proceeds under high-dilution conditions with a large
excess of catalyst to maximize the yield of the kinetic product
C1. The yield of C1 (20%) is remarkable given the
irreversible nature of the bonding involved and the fact that
one incorrect bond formation step during cage synthesis will
direct the reaction towards the formation of oligomers. No
other major products are isolated in this reaction that requires
three Eglinton homocoupling reactions. The energy-mini-
mized structure of C1 is best described as a distorted
triangular prism with internal vertical and horizontal diam-
eters of 13.5 ! and 12 !, respectively.[14]

Scheme 1. Procedure for the synthesis of trigonal-prismatic cage C1.

[*] Dr. A. Avellaneda, Dr. P. Valente, Dr. A. Burgun, J. D. Evans,
A. W. Markwell-Heys, D. Rankine, Dr. C. J. Sumby, Dr. C. J. Doonan
School of Chemistry and Physics, The University of Adelaide
Adelaide, South Australia, 5005 (Australia)
E-mail: christian.doonan@adelaide.edu.au

Dr. D. J. Nielsen
Human Protection and Performance Division
Defence Science and Technology Organisation
506 Lorimer St, Fishermans Bend, Victoria, 3207 (Australia)

Dr. M. R. Hill
CSIRO, Materials Science and Engineering
Private Bag 33, Clayton South MDC, Victoria 3169 (Australia)

[**] C.J.D. and C.J.S. would like to acknowledge the Australian Research
Council for funding (DP 120103909 (C.J.D.) and FT 100100400
(C.J.D.), and FT0991910 (C.J.S.)). D.J.N. and C.J.D. acknowledge
support from the DSTO Fellowship programme. J.D.E. thanks
CSIRO Materials Science and Engineering for a top-up Ph.D.
scholarship.

Supporting information for this article is available on the WWW
under http://dx.doi.org/10.1002/anie.201209922.

.Angewandte
Communications

3746 ! 2013 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Angew. Chem. Int. Ed. 2013, 52, 3746 –3749



The most common strategy used to synthesize organic
cages is to employ covalent dynamic imine chemistry to
facilitate isolation of the thermodynamic molecular product
from a one-step reaction. Inspired by analogous chemistry,[15]

we aimed to expand the reaction space of such porous
molecular solids by synthesizing a thermodynamically robust
shape-persistent cage molecule by homocoupling of a single
component. Furthermore, we note that the one-step synthesis
of related multicomponent cages may be possible, under such
bond-forming conditions, by judicious choice of templating
strategies.[16]

The formation of C1 was confirmed by 1H NMR and
13C NMR spectroscopy, which showed aromatic resonances in
the range 7.76–6.85 ppm and a resonance for the methoxy
group at 3.83 ppm in the 1H NMR spectrum; these are all
consistent with the cage structure.[13] The alkyne proton of 2 is
notably absent from the 1H NMR spectrum of C1, and
electrospray ionization mass spectrometry (ESI-MS) showed
a peak for the parent ion at m/z 1439, which corresponds to
[C1]H+. Two weak IR bands for the C"C stretches at 2219 and
2207 cm!1 were readily apparent. Bulk samples of C1 were
readily desolvated and stable up to about 400 8C, as deter-
mined by concomitant thermal gravimetric analysis–differ-
ential scanning calorimetry (TGA-DSC) experiments. It is
noteworthy that the DSC trace showed no evidence of
chemical transformations below 400 8C. This is quite remark-
able given the close proximity of three diyne moieties but
points to the overall rigidity and thermal robustness of the
structure. C1 is soluble in common organic solvents, such as

chloroform, dichloromethane, and benzene, but insoluble in
alcohols, H2O, and other highly polar solvents.

Large colorless block-shaped crystals of C1 formed in
approximately 24 h from slow evaporation of a dichlorome-
thane/methanol solution of C1. The crystal structure of C1[17]

(Figure 1) closely resembles the energy-minimized structure
identified by computational approaches. The vertical and
horizontal outer dimensions of C1 are circa 3.1 nm by 1.6 nm,
and these enclose an internal cavity of the dimensions noted.
The volume occupied by a cage molecule is about 1300 !3.
The preorganized tripodal building block adopts the geom-
etry anticipated from initial modeling and structure predic-
tion with angles of 104.1(3)–111.5(3)8 around the tetraphenyl
carbon atom. The dialkynyl struts are close to linear and all
alkyne moieties have the expected bond lengths (in the range
1.171(5)–1.224(5) !). This single-crystalline polymorph, C1a,
crystallizes in the orthorhombic space group Pbcn with four
molecules in the unit cell. Consideration of the packing
reveals that the cages pack in a herringbone-type arrange-
ment, if the cages are treated as rods along their long
molecular axis. Each individual molecule of C1 packs closely
with four other molecules of C1 in the same orientation and
two sets of four additional cages, with a near-orthogonal
direction of their molecular axis, at the poles of the first cage
(Figure 1b). This has the effect of placing at least two
molecules of C1 into each window of an individual cage.
Owing to the lack of functional groups directing the packing,
the primary intercage forces in the crystal packing are van der
Waals interactions and edge-to-face p-stacking interactions

Figure 1. a) Representations of the structure of C1 and b) wire-framed depiction of the packing of C1a down the b axis. c) N2 accessible surface
area of C1a and d) the simulated mean-squared displacement of N2 and H2 through C1a.
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involving both phenyl and alkyne moieties.[18] The crystals of
C1 contain residual solvent electron density peaks that could
not be definitively identified and the SQUEEZE routine of
Platon[19] was applied to the collected data.[20] Powder X-ray
diffraction (PXRD) was used to confirm that the single crystal
structure was representative of the bulk sample and deter-
mine that the a polymorph was retained subsequent to
evacuation of residual solvent.[13]

The simulated accessible pore space of N2 displayed in
Figure 1c shows that the structure of C1a contains one-
dimensional channels comprised of adjacent cages connected
by windows of about 4 !. Given that the kinetic diameter of
N2 is 3.64 ![21] it was expected that that these windows would
restrict the diffusion of N2 through the material. To support
this hypothesis we employed molecular dynamics to simulate
the diffusion of H2 and N2 within the pore structure of C1a.[22]

This was determined by measuring the mean-square displace-
ment of single N2 and H2 molecules for 3 ns after 1 ns of
equilibration at 77 K. Figure 1d clearly shows that the motion
of N2 is constrained within polymorph C1a while the smaller
H2 is able to diffuse through the structure by the circa 4 !
windows. In accordance with these structure simulations, 77 K
N2 isotherms indicated that activated samples of C1a were
non-porous to N2 but porous to H2, affording a total uptake of
approximately 40 cm3 g!1 at 77 K. However, C1a can be
considered a “soft” porous crystal, and it is plausible that with
greater gas loading pressures and temperature, slight struc-
tural deformations may allow N2 to diffuse through the
framework.

Rapid precipitation of C1 was found to reliably form
a second, kinetically trapped polymorph C1b. Addition of an
antisolvent to solutions of C1 or freeze drying from benzene
both form microcrystalline powders with identical PXRD
patterns (Figure 2). Upon solvent removal and drying,
polymorph C1b retains crystallinity and yields a PXRD
pattern that corresponds to the solvated forms, indicating
structural uniformity subsequent to guest removal. The
propensity of C1 to form a crystalline material following

freeze drying is very unusual for porous molecular solids,
however, we note that PXRD methods are silent to the
presence of an amorphous component. Scanning electron
microcoscopy (SEM) indicated that polymorph C1b forms
thin plate-like crystallites, in contrast to polymorph C1a that
form block-shaped crystals.[13] This plate-like morphology of
the C1b polymorph accounts for the broadness of the peaks
and weak high-angle diffraction in the PXRD. Our contention
that access to crystalline polymorphs C1a and C1b is a kineti-
cally driven process is supported by PXRD experiments
carried out on samples of C1 generated from supersaturated
solutions on a rotary evaporator (Figure 2). Solvent evapo-
ration from a solution of C1 in dichloromethane gives rise to
crystalline solids with PXRD patterns that are consistent with
a mixture of both polymorphs. On the qualitative time scales
investigated in this work, solvent evaporation (minutes) lies in
the intermediate range between single crystal growth by slow
evaporation (hours to days) and rapid precipitation (seconds).
We acknowledge that exploration of other crystallization
techniques, solvent combinations, and temperatures may
provide access to additional polymorphs. Nevertheless, we
clearly demonstrate predictable and reproducible access to
polymorphs C1a and C1b by simple kinetic control. These
observations suggest that crystallization of C1 follows Ost-
wald"s rule, as C1b is kinetically trapped in a metastable
crystalline phase that upon dissolution and slow crystalliza-
tion affords the thermodynamically favored form C1a.[23]

Although the formation of C1a and C1b is kinetically
driven, variable-temperature PXRD experiments showed no
evidence that a thermodynamic phase transition occurs in the
solid state.

We assessed the permanent porosity of polymorph C1b by
first evacuating solvent molecules from its pores (12 hours,
2 mTorr, 298 K) and then measuring a N2 isotherm at 77 K
(Figure 3). The isotherm shape is best described as type 1,
which is consistent with pore diameters of less than 2 nm. The
slight hysteretic behavior suggests the presence of structural
inhomogeneity or poor uniformity in crystal size distribution
and this has been observed in other porous molecular solids
and flexible metal–organic framework materials.[10a] BET
analysis of the isotherm in Figure 3 indicates that C1b has
a surface area of 1153 m2 g!1. It is noteworthy that surface
areas in excess of 1000 m2 g!1 are rare for molecular cages.[1]

Additionally, polymorph C1b can be dissolved and precipi-

Figure 2. PXRD patterns of desolvated samples of C1a (red) and C1b
(mauve). The green PXRD pattern shows a mixture of polymorphs
C1a, and C1b. The blue arrow on the right of the Figure is a guide for
the timescale in which each solid sample was crystallized. Figure 3. N2 77 K isotherm of C1b. * adsorption, * desorption.
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tated several times without diminishing the accessible surface
area. These properties highlight the facile processability of
C1. Pore size distributions calculated by nonlocal density
functional theory from the adsorption data shows two main
peaks centered at approximately 6 ! and 11 !. The larger
pore size corresponds well to the predicted internal pore
diameter of C1 and the presence of a second pore suggests
solvent accessible extrinsic voids. However, in the absence of
structural data, the contribution of intrinsic and extrinsic
porosity to the total surface area cannot be confirmed.

In summary, we have described the synthesis and charac-
terization of a robust organic cage that is constructed entirely
from carbon–carbon bonds. Solids of C1 can be predictably
crystallized by kinetic control into two separate polymorphs
C1a and C1b. Rapid precipitation of C1 leads to the
permanently porous polymorph C1b, which has a notably
high surface area of 1153 m2 g!1 for a molecular solid;
however, slow crystallization methods yield C1a, which was
found to be nonporous to N2 gas. Such control of polymorph-
ism is of great interest, as the properties of polymorphic
materials can, as in this present case, show remarkable
variation. Furthermore, fine control of polymorphism can
provide insight into the mechanism of multistage polymorphic
transitions from the beginning of crystallization to the
formation of stable solids. We are currently investigating if
the kinetic trapping methods observed in this work can be
generally applied to derivatives of C1. Additionally, we are
also synthesizing C1 analogues functionalized with moieties
designed to enhance its selective gas adsorption properties.
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Dynamically porous metal-organic frameworks (MOFs) with a chiral quartz-based structure have been

synthesized from the multidentate ligand 2,2’-dihydroxybiphenyl-4,4’-dicarboxylate (H2diol). Compounds

[Ni(II)(H2diol)(S)2]·xS (where S = DMF or DEF) show marked changes in 77 K N2 uptake between partially

desolvated [Ni(II)(H2diol)(S)2] (only the pore solvent is removed) and fully desolvated [Ni(II)(H2diol)]

forms. Furthermore, [Ni(II)(H2diol)(DMF)2] displays additional solvent-dependent porosity through the

rotation of DMF molecules attached to the axial coordination sites of the Ni(II) centre. A unique

feature of the four coordinate Ni(II) centre in [Ni(II)(H2diol)] is the dynamic response to its chemical

environment. Exposure of [Ni(II)(H2diol)] to H2O and MeOH vapour leads to coordination of both axial

sites of the Ni centres and to the generation of a solvated framework, whereas exposure to EtOH, DMF,

acetone, and MeCN does not lead to any change in metal coordination or structure metrics. MeOH

vapour adsorption was able to be tracked by time-dependent magnetometry as the solvated and desol-

vated structures have different magnetic moments. Solvated and desolvated forms of the MOF show

remarkable differences in their thermal expansivities; [Ni(II)(H2diol)(DMF)2]·DMF displays marked positive

thermal expansion (PTE) in the c-axis, yet near to zero thermal expansion, between 90 and 450 K, is

observed for [Ni(II)(H2diol)]. These new MOF architectures demonstrate a dynamic structural and colouri-

metric response to selected adsorbates via a unique mechanism that involves a reversible change in the

coordination environment of the metal centre. These coordination changes are mediated throughout

the MOF by rotational mobility about the biaryl bond of the ligand.

1. Introduction

Metal-organic frameworks have received significant attention
due to their potential application to areas such as chemical
sensing,1 heterogeneous catalysis2 and carbon capture.3 The
modular approach to MOF synthesis allows the pore architec-
tures to be precisely controlled through judicious choice of the
organic link. For example, rigid linkers, such as terephthalate,
commonly lead to thermally robust materials with exception-
ally high surface areas and a monodisperse pore size

distribution.4,5 Conversely, flexible links can give rise to
materials that demonstrate crystal-to-crystal ‘breathing’ and
complex adsorption effects such as gating, and sensing, where
the MOF responds to the nature and/or pressure of the adsor-
bate.6 Link-derived dynamic behaviour necessitates careful
control of the flexibility of the ligand;7 thus links with limited
degrees of freedom have most successfully been employed in
the synthesis of dynamic MOFs. Framework flexibility derived
from both the link6e,7 and the metal node has been extensively
studied.8–10 For example, Cr-MIL-53 displays reversible solvent-
induced porosity switching, becoming non-porous on sol-
vation with water,9 while CPL-2 shows reversible binding of
absorbatemolecules onto a bare Cu site that is released by frame-
work contraction.10 The integration of materials displaying
advanced framework flexibility with electronically or magneti-
cally responsive SBUs underlies one approach to sense and
respond to small molecule adsorbents.11

Here we describe the synthesis of a series of novel MOFs
that are constructed from a multidentate organic link 2,2′-
dihydroxybiphenyl-4,4′-dicarboxylate composed of carboxylate
and phenol donor moieties.12 This organic building block
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incorporates rotational mobility about the biaryl bond, along
with an essentially inflexible biphenyl backbone. These design
features lead to the generation of a series of MOFs that demon-
strate dynamic responses to selected adsorbates via a unique
mechanism that involves a concomitant change in the coordi-
nation environment of the metal node and rotation of the
organic link. Such properties are desirable for many appli-
cations such as chemical sensing and controlled capture and
release.

2. Results and discussion

Synthesis and crystal structures

Crystals of [Ni(H2diol)(S)2]·yS, where S = N,N′-dimethylform-
amide (DMF) or N,N′-diethylformamide (DEF), were syn-
thesized by reacting 2,2′-dihydroxybiphenyl-4,4′-dicarboxylic
acid (H4diol) and Ni(NO3)2·6H2O in DMF or DEF at 85 °C.
Slightly greater than 0.5 equivalents of 1,4-diazabicyclo[2.2.2]-
octane (DABCO) was added as a base to these reactions.
[Ni(H2diol)(DMF)2]·DMF presents a quartz-like 3D kagome
structure (Fig. 1). [Ni(H2diol)(DMF)2]·DMF crystallises as green
prisms (Fig. 1b) in an enantiomorphic space group pair (P3121
and P3221), resulting in double-helical pores in the c-axis that
are connected to neighbouring channels to form the 3D struc-
ture. While individual crystals are chiral the bulk sample is
formed as a racemic mixture. The asymmetric unit consists of
one Ni(II) ion on a rotation axis, half of a H2diol unit and one
DMF molecule. Bond valence sum analysis confirms that the
Ni ion is in the 2+ state. The coordination sphere around
the Ni(II) ion is very close to octahedral (ESI, Fig. S4.1 and
S4.2†) with a narrow range of O–Ni–O angles of approximately
90°. The hydroxy and carboxylate oxygen atoms of the Ni(II)
centre define a local xy plane (small deviations of 0.0558 and
0.0276 Å, respectively) with DMF molecules occupying the
local z-axis. Chirality in these MOFs comes from the twist in

the C–C bond between the two phenyl rings in the H2diol,
despite the H2diol being non-chiral itself. Results from
SQUEEZE13 show one pore positioned at 0,0,0 with the equival-
ent of 3 × DMF per unit cell, thus one per formula unit (128 e−

for [Ni(H2diol)(DMF)2]·DMF). The structure of [Ni(H2diol)-
(DEF)2]·1/3DEF is essentially the same, except the DMF is
replaced by DEF, which is disordered over two conformations.
SQUEEZE shows one pore DEF per unit cell.

A notable feature of the structure of [Ni(H2diol)-
(DMF)2]·DMF, (and the [Ni(H2diol)(DEF)2]·1/3DEF analogue) is
that the carbonyl, not the hydroxyl group of the acid is coordi-
nated to the metal centre. The C–O bond lengths for the co-
ordinated oxygen are 1.243(3) (DMF solvate) and 1.239(8) Å
(DEF solvate), while those for the non-coordinated oxygen are
1.282(3) and 1.285(9) Å. These compare with average C–O(–Ni)
and C–O bond lengths of 1.23 and 1.29 Å, respectively, for the
handful of examples of this bonding motif reported in
the Cambridge Structural Database (taken from a search of the
Cambridge Structural Database version 5.33, November 2011,
plus 3 updates, accessed 13/12/2012). This coordination mode
is supported by examination of the IR spectra for the as-
synthesised MOFs, which reveals that the CvO stretch is in
the range 1645–1655 cm−1 compared to the free ligand
(1681 cm−1). Additionally, close analysis of the structures indi-
cates that there is a strong hydrogen bond between the pheno-
lic hydroxyl of the H2diol and the carboxylate oxygen of a
neighbouring ligand, in a similar manner to carboxylic acid
pairings.14 The very strong hydrogen bond is probably an
important factor in the stability of this framework to both mul-
tiple desorption/re-adsorption processes and to high tempera-
tures, as outlined below.

Bulk samples of [Ni(H2diol)(DMF)2]·DMF and [Ni(H2diol)-
(DEF)2]·1/3DEF were analysed by powder X-ray diffraction
(PXRD). The peak positions and relative intensities show excel-
lent agreement with the single crystal structure cell data, thus
confirming crystalline phase purity (ESI, Fig. S4.4 and S4.5†).

Fig. 1 (a) The synthesis of frameworks [Ni(H2diol)(DMF)2]·DMF and [Ni(H2diol)(DEF)2]·1/3DEF from nickel(II) nitrate salts and 2,2’-dihydroxybiphenyl-4,4’-dicar-

boxylic acid (H4diol). (b) Crystals of [Ni(H2diol)(DMF)2]·DMF. (c) Structural and (d) topological representations of the kagome network in [Ni(H2diol)(S)x]·yS.
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Unit cell parameters of the single crystal data (at 150 and
290 K) and Le Bail refinement of the PXRD data are given in
Table 1.

Thermal structural properties

Thermal gravimetric analysis performed on as-synthesized
samples of [Ni(H2diol)(DMF)2]·DMF (ESI, Fig. S6.3†) showed
three distinct weight loss processes at 420 K, 490 K and 620 K,
representing the loss of pore DMF, coordinated DMF and
decomposition of the framework, respectively. Removal of the
guest DMF and DEF molecules from the pores of [Ni(H2diol)-
(DMF)2]·DMF and [Ni(H2diol)(DEF)2]·1/3DEF was achieved by
initial solvent exchange with CH2Cl2 followed by heating at
50 °C (4 h at 3 μbar) to produce [Ni(H2diol)(DMF)2 and
[Ni(H2diol)(DEF)2]. Fully desolvated samples were prepared by
exchanging DMF with MeOH and heating at 75 °C (4 h at
3 μbar) to produce [Ni(H2diol)].

The permanent porosity of [Ni(H2diol)(DMF)2] and
[Ni(H2diol)(DEF)2] was ascertained by performing N2 adsorp-
tion isotherms at 77 K (Fig. 2). The isotherms of both
materials are best described as type I and BET analysis (ESI,

Fig. S5.5 and S5.6, Table S4†) gives surface areas of 733 and
767 m2 g−1 for [Ni(H2diol)(DMF)2] and [Ni(H2diol)(DEF)2].
Interestingly, the isotherm of [Ni(H2diol)(DMF)2] displays
a prominent shoulder in the low pressure region p/p0 = 0.001
to 0.05, which is reproducible over multiple samples (Fig. 2,
inset).

Modelling the structure of [Ni(H2diol)(DMF)2] suggests that
the shoulder in the 77 K N2 adsorption isotherm is due to
rotation of the DMF molecules on the Ni centre.15 By stepping
the rotation of the DMF molecules in 10° increments with
respect to the O3ii–Ni1–O21–C31 torsion angle, we observe a
reasonable fluctuation in simulated surface area (Fig. 3). The
calculated global energy minimum occurs at 10° (with 0°
being the position seen in the crystal structure of [Ni(H2diol)-
(DMF)2]) and results in a calculated surface area of
1068 m2 g−1. A local minimum occurs at ∼180° with a lower
surface area and a moderately small energy barrier between
the two conformations. Given the low energy barrier to
rotation of the DMF, it is likely that the two DMF energy
minima positions are almost equally populated and that the
shoulder begins at saturation of the lower surface area form. It
is likely that rotation of the DMF molecules is mediated by
loading of N2 gas as the isotherm progresses through the low
pressure region. As the DMF molecules rotate, further pore
volume is opened, which is then filled, locking the DMF into
the energy minimum at 10°. The calculated energy against
rotation of [Ni(H2diol)(DEF)2] shows two almost equal minima
with large energy barriers that almost certainly precludes
rotation of the coordinated DEF. Consequently, [Ni(H2diol)-
(DEF)2] shows a typical type I isotherm (Fig. 2, inset) without a
shoulder as a result of this rotational locking.

MOF materials with coordinatively unsaturated metal sites
have shown remarkable gas separation properties16 and have
been effectively utilised as Lewis acid catalysts.2,17 Accordingly,
the coordinated DMF molecules were removed from the metal
centres by immersing the MOF in MeOH to afford [Ni(H2diol)-
(MeOH)2]·2MeOH. Heating [Ni(H2diol)(MeOH)2]·2MeOH at
75 °C under vacuum resulted in abrupt colour change from
light green to mustard yellow. This can be attributed to a
change in coordination sphere of the Ni(II) centre. As dis-
cussed in further detail below, single crystal data on the fully
desolvated form could not be obtained and thus a number of
techniques were employed to probe the coordination geometry
of the Ni(II) centre. We discounted the possibility of an

Table 1 Unit cell parameters taken from single crystal data (SCD) at 150 K and Le Bail fitting of the PXRD data at room temperature

Compound Source a/Å c/Å V/Å3

[Ni(H2diol)(DMF)2]·DMF SCDa 17.2139(3) 8.5240(5) 2187.42(14)
[Ni(H2diol)(DMF)2]·DMF SCDb 17.149(7) 8.839(5) 2251(3)
[Ni(H2diol)(DMF)2] Le Bail 17.1362 9.199 2339.4
[Ni(H2diol)] Le Bail 17.3614 8.5170 2137.6
[Ni(H2diol)(DEF)2]·1/3DEF SCDa 17.3278(4) 9.1188(3) 2371.13(11)
[Ni(H2diol)(DEF)2] Le Bail 17.3614 9.3559 2442.2

aData collection conducted at 150 K. bUnit cell determination conducted at 290 K.

Fig. 2 N2 adsorption isotherms at 77 K for [Ni(H2diol)(DMF)2] (red), [Ni(H2diol)-

(DEF)2] (green) and [Ni(H2diol)] (blue). Inset: An enlargement of the prominent

linear feature in the low pressure region p/p0 = 0.001 to 0.05 for [Ni(H2diol)-

(DMF)2] and the corresponding region for [Ni(H2diol)(DEF)2]. Filled and open

circles represent adsorption and desorption points, respectively.
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octahedral geometry being maintained for the Ni(II) by con-
traction or distortion of the framework, allowing a carboxylate
oxygen atom from the metals above and/or below to twist and
move to fill the axial coordination sites. This would require (i)
an approximate 7.4 Å shift of the oxygen atoms; (ii) that the
hydrogen bonding that stabilises the coordination around
metal is broken; and (iii) an unattainable twist around the
biaryl bond given the fact that the diol is chelating. We also
dismissed the chelation of the Ni(II) centre by the two coordi-
nated carboxylates on the basis of points (ii) and (iii). Further-
more, we note that the colour is inconsistent with an
octahedral species.18 Thus, we considered a change from octa-
hedral to either 4-coordinate square planar or distorted tetra-
hedral as likely possibilities upon desolvation. A change to a
distorted tetrahedral coordination environment was supported
by X-ray absorption near edge spectroscopy (XANES). The Ni(II)
XANES spectrum is very sensitive to co-ordination geometry. In
particular the absorption edge of square planar Ni(II) is dis-
tinctly different to Ni(II) in octahedral and tetrahedral

environments.19 The near edge region of the [Ni(H2diol)-
(DMF)2] and [Ni(H2diol)] spectra are very similar (ESI,
Fig. S6.1†) and do not display the features of a square planar
geometry. The small feature at ∼8333 eV in both spectra is due
to the electronically forbidden 1s–3d transition. Moving from a
centrosymmetric Oh to a non-centrosymmetric Td geometry
will give rise to greater mixing of p character into the 3d orbi-
tals, and result in an increased intensity in this pre-edge
feature. Peak fitting and integration shows a small increase in
the integrated intensity of this peak for the [Ni(H2diol)];
however, from these data alone it is difficult to precisely assign
the geometry as Td.

Further confirmation of a geometric rearrangement around
the Ni centre was afforded from temperature dependent mag-
netometry experiments. [Ni(H2diol)] shows a temperature-
variable magnetic moment on cooling from 300 K to 2 K with
a moment larger than that of [Ni(H2diol)(DMF)2] (Fig. 4,
inset). Given that square planar Ni(II) would be diamagnetic,
the combined results of the magnetism and XANES suggest
that the Ni(II) ion in [Ni(H2diol)] is distorted from square
planar, but is not ideally tetrahedral. The magnetic properties
of [Ni(H2diol)(DMF)2] are interesting in that the usual coordi-
nation sphere of a four-coordinate Ni(II) ion is square planar
and thus diamagnetic due to the resolution of the eg orbital
set into its component orbitals with a large energy gap. Tetra-
hedral Ni(II) is a less common state, usually driven by bulky
ligands, but is paramagnetic. Bridgeman20 recently demon-
strated that there are certain ligand spheres that can cause
square planar Ni(II) to be paramagnetic while showing similar
optical properties to diamagnetic Ni(II). The ligand sphere in
this particular case does not support this and the lack of a
characteristic XANES pre-edge feature for square planar Ni(II)
is also indicative of a non-square planar coordination sphere.
In the MOF, the H2diol ligand is capable of rotation, but to do
so to the extent required for a tetrahedral coordination sphere
would break up the hydrogen bonding of the alcohols and

Fig. 3 (a) Calculated global energies for [Ni(H2diol)(DMF)2] and [Ni(H2diol)-

(DEF)2] and their corresponding surface areas as the coordinated solvents are

rotated with respect to the O3ii–Ni1–O21–C31 torsion angle. (b) The positions

of the DMF molecules in the maximum and minimum surface area arrange-

ments and (c) the N2 pore surface arising from these conformations.

Fig. 4 Time-dependent magnetometry for resolvation of [Ni(H2diol)] with

methanol at 273 K. Inset: Temperature-variable magnetic moments for

[Ni(H2diol)(DMF)2] and [Ni(H2diol)].
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carboxylate, leading to a less stable framework. It is thus likely
that the coordination sphere of Ni in [Ni(H2diol)(DMF)2] is
intermediate between the two geometries.

The permanent porosity of the fully desolvated material
[Ni(H2diol)] was assessed by collecting 77 K N2 adsorption iso-
therm data. Fig. 2 shows that subsequent to full desolvation,
[Ni(H2diol)] loses microporosity yielding a linear N2 uptake of
around 25 cm3 g−1 at 1 bar. To ascertain the origin of the
observed dramatic porosity change upon complete desolvation,
variable temperature diffraction experiments were carried out.
Unit cells for single crystals of [Ni(H2diol)(DMF)2]·DMF were
determined at 20 K intervals between 150 and 420 K to investi-
gate the change in cell parameters between the various sol-
vation states. Between 150 and 400 K (Fig. 5b, top), a marked
positive thermal expansion (PTE) in the c-axis was seen (coeffi-
cient of thermal expansion, CTE = +323(20) × 10−6 K−1) and a
small negative thermal expansion was seen in the a-axis (CTE =
−16(6) × 10−6 K−1). The high CTE of the c-axis drives the PTE
of the volume (CTE = 290(24) × 10−6 K−1), comparable to high-
expansion materials such as petrol. These unit cell changes
are reflected in the MOF by an increase in the helical twist
along the c-axis (Fig. 5a). Above 420 K, the diffraction was too
weak to reliably determine the unit cell, indicating that loss of
pore DMF was adversely affecting the stability of the single
crystals. As such, attempts to completely desolvate single
crystals to obtain the structure were unsuccessful. Despite
losing its monocrystallinity, [Ni(H2diol)] obtained through
heating is still crystalline (ESI, Fig. S4.6†). A Le Bail fit of the
PXRD data showed a ∼6% contraction of the unit cell
when compared to [Ni(H2diol)(DMF)2]·DMF at 298 K.
[Ni(H2diol)] shows near to zero thermal expansion between
90 and 450 K (Fig. 5b, bottom) with a volume CTE of
8(5) × 10−6 K−1. It is noteworthy that the coincidental contrac-
tion of the c-axis to approximately half the a-axis results in sub-
stantial peak overlap and renders full structural refinement
unworkable.

Dynamic solvent responsive behaviour of [Ni(H2diol)]

Given that these kagome frameworks are structurally dynamic
we investigated their response to a series of adsorbates (Fig. 6).
Exposure of [Ni(H2diol)] to MeOH resulted in a structural
rearrangement to the solvated form, [Ni(H2diol)(MeOH)2]·
2MeOH. This process was tracked by time-dependent magneto-
metry (Fig. 4) as [Ni(H2diol)] possesses a larger molar mag-
netic moment at 273 K than [Ni(H2diol)(MeOH)2]·2MeOH
(calculated g = 2.19 and 2.17, respectively). Full resolvation
with MeOH was complete in 8 h whereupon the sample
changed from yellow to green, consistent with re-establishing
an octahedral coordination sphere.

[Ni(H2diol)] can also be resolvated with water vapour.
A 298 K H2O isotherm (ESI, Fig. S5.2†) was collected and
showed an uptake at saturation of 9 mol mol−1 at p/p0 = 0.914
with long equilibration times and a large hysteresis. Heating
[Ni(H2diol)(H2O)2]·7H2O samples to 75 °C under 3 μbar
removes all the water, as does heating to 125 °C at 1 bar and
this process can be cycled several times with only a negligible
change in the uptake capacity (ESI, Fig. S6.4†). Non-coordinat-
ing solvents can also adsorb into the pores. For example, rapid
uptake of CH2Cl2 is observed by addition of 1 mL of CH2Cl2 to
a 10 mg sample of [Ni(H2diol)]. The sample initially floats
(d [Ni(H2diol)] = 0.77 g cm−3, d CH2Cl2 = 1.33 g cm−3), but
sinks within seconds, indicating uptake of the solvent into the
pores.

The small pore in [Ni(H2diol)] allows for highly selective
size-dependent solvent reabsorption onto the metal centres.
H2O vapour and liquid methanol are slowly taken up onto the
metal centre (as seen from the colour change from yellow to
green), while EtOH, MeCN, acetone and n-butanol do not bind
to the metal, although they are absorbed into the pores as
seen by the compound sinking in each solvent (d =

Fig. 6 The dynamic solvent responsive behaviour of [Ni(H2diol)(DMF)2]·DMF

and its apohost [Ni(H2diol)]. The structure of [Ni(H2diol)(DMF)2] is taken from

the single crystal structure but the remaining images are cartoon

representations.

Fig. 5 (a) The helical twist along the c-axis pore that gives rise to the high PTE

for [Ni(H2diol)(DMF)2]·DMF. (b) Plots of the cell parameters for [Ni(H2diol)-

(DMF)2]·DMF (normalised for 150 K) and [Ni(H2diol)] (normalised for 90 K).
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0.786–0.944 g cm−1 compared to [Ni(H2diol)] d = 0.77 g cm−1).
This size selectivity likely stems from the narrow gap between
turns of the double-helix pore which only allows access to the
metal ions to small molecules. Interestingly, DMF is not re-
adsorbed onto the metal: a sample left in DMF for ten weeks
showed no change in colour, despite as-synthesised
[Ni(H2diol)(DMF)2]·DMF having two DMF molecules coordi-
nating the Ni atom. A sample of [Ni(H2diol)] was also MeOH-
exchanged and then stood in DMF, but TGA analysis, which
has distinctive thermogravimetric behaviour for each solvated
form of [Ni(H2diol)(S)2] (S = H2O, MeOH, DMF), shows no
weight loss consistent with DMF being coordinated to the
metal (ESI, Fig. S6.5†).

Discussion

Selective desolvation of [Ni(H2diol)(DMF)2]·DMF gives rise to
dramatically different adsorption behaviour. Partially desol-
vated [Ni(H2diol)(DMF)2] possesses a surface area greater than
700 m2 g−1; however, upon full desolvation to [Ni(H2diol)] the
contraction of the c-axis affords a small pore size that reduces
access of adsorbates. Careful inspection of the crystal structure
and PXRD data for [Ni(H2diol)] suggests that the pores of
[Ni(H2diol)] consists of aryl C–H bonds which close off access
to the polar parts of the framework, thus reducing interac-
tions between the pore walls and adsorbates. This dynamic
framework derives from a reversible change in coordination
geometry of the metal node upon exposure to selected adsor-
bates. For example, removal of the axial DMF molecules from
[Ni(H2diol)(DMF)2] results in the Ni adopting an uncommon
distorted tetrahedral environment that is supported by the tor-
sional flexibility of the H2diol ligand. Notably, this coordina-
tively unsaturated form can be resolvated by water or MeOH to
form [Ni(H2diol)(S)2]. This reversible structural response to
selected adsorbates can be monitored optically or magneti-
cally. Accordingly this work provides an important first step
towards the development of a multifunctional porous sensor.

A further unique aspect of the dynamic architecture of
[Ni(H2diol)(S)2] (S = DMF, DEF) is the observed porosity differ-
ences between the two materials. In [Ni(H2diol)(DEF)2] the
extra steric bulk of the DEF ligands would normally be
expected to reduce the available pore size, but it can be seen
that the c-axis of this compound is increased by 0.6 Å whilst
the a-axis remains effectively the same as that of [Ni(H2diol)-
(DMF)2], offsetting the increase in bulk with respect to the
surface area.

The variation of the unit cell with temperature for
[Ni(H2diol)(DMF)2]·DMF is related to the degree of solvation of
the framework; in [Ni(H2diol)(DMF)2]·DMF, vibrational inter-
actions of the solvent molecules drive the expansion on
heating, as is usually the case in well-packed systems. Desolva-
tion to [Ni(H2diol)] removes this interaction and framework
vibrational modes become dominant, which often show zero-
or negative thermal expansion.5

The use of magnetometry to track the resolvation of a metal
allows us to decouple the different sorption processes in
these MOFs. Conventional pressure- or gravimetric-based

measurements are not normally able to differentiate sorption
into pores or onto metal sites except by inference from the
enthalpy of absorption. By using magnetometry, we can ignore
the pore absorption and examine the rate at which the metal
site is resolvated. This process could potentially be accom-
plished by solid-state UV/vis/NIR, but would be heavily affected
by the rate of solvation at the surface of particles rather than
give a picture of the bulk process. This technique is applicable
to metals that show variation in their moment dependent on
changes to the coordination sphere, such as Fe(II), Co(II), Ni(II)
and Cu(II).

3. Conclusions

In this work we demonstrate that [Ni(H2diol)(DMF)2]·DMF
dynamically responds to its environment by virtue of a multi-
dentate organic ligand that is structurally rigid but facilitates
rotation about the biaryl bond. Complete desolvation to
[Ni(H2diol)] effectively leads to a loss of measurable porosity,
but partial desolvation to [Ni(H2diol)(DMF)2] results in
a stable permanently porous framework. Furthermore,
[Ni(H2diol)(DMF)2] shares some traits in common with soft
MOFs in terms of a pressure-mediated expansion of the pore
volume. The combination of dynamic porosity, switchable
magnetism, and controllable thermal variation of expansivity
places these materials within the select group of multifunc-
tional MOFs that may find application in gas sensing and
selective gas adsorption. Additionally, the use of magnetome-
try to track internal changes to MOF architecture is a tool that
will be of use whenever paramagnetic metals are involved.

4. Experimental

General experimental methods

Unless otherwise stated, all reagents were commercially
obtained and used without further purification. N,N′-Dimethyl-
formamide (DMF) was dried twice consecutively over freshly
activated 4 Å molecular sieves and stored under N2 atmos-
phere. N,N′-Diethylformamide (DEF) was stirred over charcoal
overnight, filtered through a plug of celite and stored over acti-
vated 4 Å molecular sieves. 2,2′-Dihydroxybiphenyl-4,4′-dicar-
boxylic acid was synthesised by a literature procedure.12

Infrared (IR) spectra were recorded on a Perkin–Elmer Fourier
Transform Infrared (FT–IR) spectrometer on a zinc–selenide
crystal. TGA measurements were performed on a Perkin-Elmer
STA 6000 from 30–800 °C under a flow of N2.

Single crystal X-ray crystallography

Single-crystal X-ray diffraction was performed on a Oxford
Diffraction X-Calibur X-ray diffractometer with Mo-Kα radi-
ation (λ = 0.71073 Å) at 150 K. Data collection and reduction
(Table 2) was handled through CrysAlisPro. The structure was
initially solved using SHELXS-9721 in WinGX22 using direct
methods and refined using SHELXL-97 (Table 2).21 Highly
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disordered pore solvent electron density was removed after
analysis with SQUEEZE in PLATON.13

Powder X-ray diffraction

In-house powder X-ray diffraction (PXRD) data was collected
on a Rigaku Hiflux Homelab system using Cu-Kα radiation
with an R-Axis IV++ image plate detector (λ = 1.54056 Å).
Samples were mounted on plastic loops using paratone-N and
data collected by scanning 90° in phi for 120 second
exposures. The data was converted into xye format using the
program DataSqueeze. Simulated powder X-ray diffraction pat-
terns were generated from the single crystal data using
Mercury 2.3. Le Bail refinement of PXRD patterns was per-
formed in Rietica. Variable-temperature powder X-ray diffrac-
tion was collected on the PD beamline at the Australian
Synchrotron at an energy of 15 keV. Data was merged using the
program DataPro.

Gas adsorption

Gas adsorption measurements were performed on a Micro-
meritics ASAP 2020 analyser at 77 K for N2. Surface areas were
calculated using the BET method23,24 and the pressure range
validated using the method of Walton and Snurr.24b

Magnetic susceptibility measurements

Magnetic susceptibility measurements were made on a
Quantum Designs PPMS with vibrating sample measurement
system in the range 5–300 K under fields of 2000 G. Time-
dependant magnetisation measurements were performed at
273 K.

X-ray adsorption near-edge spectroscopy

XANES data were recorded at 10 K at the Australian National
Beamline Facility (ANBF, beamline 20B at the Photon Factory,
Tsukuba, Japan). K-edge Ni data were measured in fluor-
escence with a 36-pixel solid-state planar Ge detector (Eurisys).

Harmonic rejection was achieved by detuning the channel-cut
Si[111] monochromator by 50%. The energy scale was cali-
brated using a nickel foil as an internal standard (calibration
energy, 8333 eV, corresponding to the first peak of the first
derivative of the Ni K edge). Background subtraction and nor-
malization was achieved using BACKSUB software
(G. N. George, unpublished).

Synthetic methods

[Ni(H2diol)(DMF)2]·DMF: 0.1 mmol Ni(NO3)2·6H2O, 0.1 mmol
2,2′-dihydroxybiphenyl-4,4′-dicarboxylic acid and 0.055 mmol
DABCO in 1.5 mL DMF at 100 °C for six hours. [Ni(H2diol)-
(DEF)2]·1/3DEF: As for [Ni(H2diol)(DMF)2]·DMF, but DEF
instead of DMF. Full details are provided in the ESI.†

Computational methods

Initial structures were taken from crystal structures with excess
solvent molecules removed. DMF and DEF molecules were
rotated around the Ni–O formamide coordination axis in 10°
increments. For each step of rotation the framework was held
rigid and the methyl and ethyl groups allowed to relax in P1
symmetry. As the isotherm experiments and simulations occur
at 77 K and up to 1 bar, the PTE of the entire framework can
be neglected. The relaxation and final structure energy were
calculated using the universal forcefield (UFF)25 within the
Forcite module of Materials Studio 5.0 (Accelrys). Nitrogen
surface area for each structure were calculated, utilising a
probe radius of 1.84 Å, with the “Atoms Volume & Surfaces”
package within Materials Studio.
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ABSTRACT: Porous additives offer an attractive pathway to
enhance the performance of polymeric gas separation
membranes. Previously reported porous additives, such as
zeolites and metal−organic frameworks, suffer from poor
interfacial binding with the polymer matrix, which leads to
nonselective gas transport pathways. Porous organic cages
(POCs) are an exciting new family of soluble additives that
could ameliorate these transport issues by integrating
intimately with the polymer matrix. By using Voronoi network
analysis, grand canonical Monte Carlo simulations, and
molecular dynamics, we provide a theoretical assessment of
the benefit of using POCs as additives for mixed matrix
membranes (MMMs). We reveal that some MMMs containing POCs exhibit enhanced selectivity and permeability compared to
the neat polymer matrix, particularly for H2/CO2 separations.

■ INTRODUCTION
Novel strategies that increase the efficiency of industrial gas
separations are of great interest due to their direct application to
green energy technologies.1,2 The specific challenges in this area
are to reduce the overall energy cost of separating (i) H2/N2 and
H2/CO2 for the production of hydrogen and the precombustion
capture of carbon dioxide from gasified coal following the water−
gas shift reaction,3,4 (ii) CO2/N2 for postcombustion “carbon
capture” from gas flue streams,5 and (iii) CO2/CH4 for biofuel
purification and natural gas sweetening.6

Membrane systems are often used to perform gas separations
on an industrial scale as they operate via a continuous process.
This is more energy efficient than batchwise methods such as
physical or chemical adsorption that require periodic energy-
intensive regeneration.3,7,8 Membranes are commonly prepared
from organic polymers as they are stable, readily scalable, and
cost-efficient. However, pure polymer membranes are hampered
by an empirical permeability versus selectivity trade-off limit
termed the “upper bound”.9,10 Accordingly, one of the current
challenges in membrane separation technology is to design new
materials that surpass the upper bound limit and achieve
enhanced selectivity, ideally in combination with increased
permeability. A promising strategy is to synthesize multi-
component mixed matrix membranes (MMMs) in which a gas-
selective porous solid of fixed pore diameter is embedded into a
polymer host. Porous additives with narrow pore size
distributions, of the order of the kinetic diameter of the target
gas, can facilitate efficient size-sieving separations. Additionally,
these additives can introduce chemical functionality into the

polymer to improve solubility of a target gas and thus enhance
membrane selectivity. Porous adsorbents that have been
explored as membrane additives include zeolites, metal−organic
frameworks, and zeolitic imidizolate frameworks (ZIFs).11,13,14

Such materials have yielded MMMs that show increased
permeability and selectivity compared to neat polymers.11

However, inhomogeneity of the surface chemistry between the
polymer and adsorbent can give rise to nonselective interphase
voids that allow unrestricted gas diffusion.15 This ultimately leads
to less than optimal performance for these multicomponent
membranes.16 Thus, in order for MMMs to reach their full
potential, synthetic methods that afford “gas-tight” integration
between the two phases are required.
Recently, microporous solids composed of solution-process-

able porous organic cage (POC) molecules have attracted
significant attention due to the potential to combine the atomic-
scale control over pore size seen in MOFs and ZIFs, with the
solution processability of molecular species.17,18 These novel
materials have been reported with surface areas in excess of 1500
m2·g−1 and have also been shown to carry out size- and shape-
specific molecular separations.19,20 It is noteworthy that for such
POC materials the accessible surface area can arise from
interconnection of the intrinsically porous cage cavities (intrinsic
porosity), from void spaces surrounding the cages that result
from inefficient packing (extrinsic porosity) or from a
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combination of both. As a result, polymorphs of POCs are
reported to have very different physical properties.21,22 Thus, in
the present study we have used the reported crystalline structures
of POCs as the basis for our feasibility analysis. This approach is
validated by the work of Bushell et al. who reported MMMs
incorporating a POC that showed both in situ crystal growth and
crystal inclusion.23

Our study builds upon recent computational work that
considered the use of MOFs and ZIFs as additives for MMMs.
These studies have enabled the identification of important trends
and targeted the development of novel materials.24,25 POCs are
attractive as they are soluble in many common organic solvents,
which facilitates intimate mixing with the polymer host at the
molecular scale. In silico screening will assist the development of
POC-based MMMs as it can provide design principles for new
materials.
Figure 1 shows the molecular structure and accessible pore

surfaces of five organic cage molecules of varying cavity
dimensions, pore window sizes, and molecular architectures. As
the packing of cage molecules defines the bulk porosity of the
materials we used the reported crystal structures of cages 1−
5.17,19,21 The selectivity and permeability of MMMs containing
POCs 1−5 were determined from grand canonical Monte Carlo
(GCMC) and molecular dynamics (MD) simulations. Fur-
thermore, we considered the effects of structural dynamics of the
pore windows using Voronoi network analysis and MD
simulations. To verify our modeling data, we calculated MMM
permeabilities of 3 and PIM-1, a polymeric host of intrinsic
microporosity, and compared these to experimental results.23

■ METHODOLOGY
To simulate the intrinsic permeabilities of 1−5, we extracted
their structural data from the Cambridge Structural Database.26

Supercells (2 × 2 × 2) of structures 1, 2, 4, and 5 were used and
the disorder of 2 was randomly chosen across the supercell,
analogous to a recent study.27 Owing to the larger size, a single
unit cell of system 3 was used and desolvated crystal structures
were used where available. Structures of 1−5 were analyzed by
Voronoi network analysis using the Zeo++ code28,29 to calculate
the accessible surface area, size, and dimensionality of the pores.
A probe radius of 1.82 Å, equivalent to the kinetic diameter of N2,
was used to calculate surface areas.30

Equilibrium gas uptakes for H2, N2, CH4, and CO2 at 10 bar
and 298 K were calculated by GCMC simulations employing the
RASPA code.31 Analogous methods have been successfully
employed to model porous carbons, zeolites, and metal−organic
frameworks.25,32,33 The universal force field (UFF)34 was used to
describe the nonbonded interactions of the cage atoms. H2 was
described by the Darkrim and Levesque model,35 N2 and CH4
molecules were represented using the TraPPe model,36 and CO2
was described using the Elementary Physics 2 model.37 Mixed-
atom interactions were expressed using Lorentz−Berthelot
mixing rules.38 The cage volume of 2 was blocked to prevent
the growth of molecules in a 4 Å diameter sphere at the center of
mass of the cage molecules. Inspection of the gas density plots
from the simulation ensured that the cage volume was blocked
and the extrinsic volume was unchanged. Each simulation used 1
million equilibration steps followed by 1 million production
steps. The particular force fields chosen have precedence in
literature, having been used in previous studies of MOFs.39

Diffusion was simulated using equilibrium MD based on the
Forcite module within Materials Studio 5.0.40 UFF was used to
describe the dynamics of bonds, angles, and torsions of the

systems during the MD simulation. Gas molecules at the density
predicted by GCMC simulations at 10 bar were randomly placed
into the crystal structure with the Amorphous Cell module. NVT
dynamics were simulated for 6 ns with a time step of 1 fs with
temperature controlled at 300 K using the Nose-́Hoover
thermostat.41 Only the last 5 ns of each simulation trajectory
was used to calculate the mean-squared displacement of the gas
molecules. The structure was allowed to be flexible to ensure that
the dynamic nature of the systems was captured. A total of five
unique trajectories were simulated so that an average slope of the
mean-squared displacement could be calculated. The Einstein
relationship in eq 1 was used to find the self-diffusivity, Dself, of
the gas molecules from the coordinates, r(t), of themolecules as a
function of time, t.

= ⟨| − | ⟩
→∞

D
t

tr r1
6

lim d
d

( ) (0)
t

self
2

(1)

Figure 1. Summary of molecular structures and accessible pore surface
(1.2 Å probe radius) of POCs 1−5 (gray, carbon; white, hydrogen; red,
oxygen; blue, nitrogen).
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Intrinsic permeabilities of POC crystals were approximated
using eq 2, where c is the equilibrium gas concentration, and f is
the operating fugacity.42 Single-gas properties were computed
and selectivity was calculated using this data.

=P D c
fself

(2)

Pore dynamics were calculated using the Zeo++ code for the
last nanosecond of a 2 ns NVT dynamics trajectory at 298 K in
the absence of gas molecules.
MMM permeabilities were calculated for a cage volumetric

fraction of 40% using the Bruggeman’s effective-medium model
described in eq 3, where PMMM is the permeability of the MMM,
PP the permeability of the polymer, PPOC the permeability of the
POC, and φ the volume fraction of POC in the membrane.43
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■ RESULTS AND DISCUSSION
Structural Properties. Figure 1 depicts POCs 1−5, showing

their different geometries, pore networks, and chemical
functionality. Cages 1-3 have tetrahedral geometry of equivalent
cavity size and can be differentiated by their vertex functionality.
Cage 4 is an adamantoid and possesses the largest pore cavity of
all the cages investigated. We note that an analogue of this
structure has the highest reported surface area for a POC of 2071
m2·g−1.19 Finally, cage 5 is best described as an elongated
triangular dipyramid and is constructed from carbon−carbon
bonds. This molecular connectivity is in contrast to cages 1−4,
which are composed of imine moieties.
Static pore sizes, structure metrics, and N2-accessible surfaces

areas were calculated for structures 1−5 (Table S-1). The
internal pore cavities range from 5.4 to 9.8 Å. The pore limiting
(or window) sizes for each of the crystalline POC networks were
calculated to lie between 1.8 and 5.1 Å; these values are germane
to size-sieving separation of industrially relevant gases N2, CO2,
CH4, and H2.

44 Cages 3 and 5 possess “zeolite-type” pore
structures with limiting diameters of 3.7 and 4.4 Å, respectively.
Such pore architectures show excellent potential for gas
separations, as they contain pore windows in the range of the
kinetic diameter of target gases and also have larger cavities
providing good solubility.
Structures 1−5 were investigated using combined GCMC and

Voronoi network analysis simulations to determine representa-
tive surface areas. Good agreement between the experimental
and calculated data for 1 and 2 was observed. However,
discrepancies between experimental and predicted surface areas
were found for the structures of cages 3−5. This incongruity can
be attributed to the “soft” nature of these structures, which arises
from the cage molecules packing in the crystalline phase via
relatively weak dispersion forces.45 In the present study, we find
that the simulated surface area of 3 is underestimated. This is
anticipated as the simulation uses a “perfect” crystal and
increased crystallinity of experimental samples has been shown
to result in decreased surface area.46 In addition, the dynamic
pore aperture has been suggested to account for a greater N2
porosity than expected for a static structure.47 In contrast to
structure 3, the surface area of 4 is overestimated by a factor of 2
(2410 m2·g−1 compared with 1291 m2·g−1). This significant
difference can be accounted for by a structural contraction upon

solvent removal.19 Lastly, the difference between the exper-
imental and simulated surface area for cage 5 arises from
confinement of N2 within the pores at the experimental
temperature of 77 K.21

Equilibrium Gas Uptake. GCMC routines are commonly
used to simulate gas uptakes in porous materials. The potential
parameters for the cage atoms were obtained from the UFF.
To validate our approach we simulated CO2 and CH4

isotherms for structures 2 and 3 and compared the results with
experimental data by Tozawa et al. (Figure 2).17 We note that

CO2 and CH4 gas adsorption isotherms have not been reported
for 1, 4, and 5 and thus could not be included in this comparison.
Inaccessible voids of cage 2 were blocked to ensure that the
simulated isotherms were not overestimated.48,49 Inaccessible
regions observed in the static crystal structures have been found
to contribute to the porosity and it is suggested that dynamic
molecular motion allows diffusion into these formally inacces-
sible cage voids.17,27 This process is not well understood so the
amount of blocked volume was assessed to ensure the best fit to
experimental data (Figure S-1). The best agreement to CO2 and
CH4 experimental data was found for simulations containing 50
and 100% blocked cage volume, respectively.
Figure 2 shows that the larger pores of 2 result in larger uptake

at high pressures for CO2 and CH4 adsorption. At low pressure,
CH4 has greater adsorption in 3 due to the smaller cavity sizes,
which give rise to stronger binding sites from “wall−wall”
potential overlaps. This effect is not observed for CO2 adsorption
because of its smaller size and aspherical shape. The observed
difference between the calculated and experimental isotherms at
low pressure can be attributed to artifacts in the force field,
pressure-dependent accessible pockets within the structures, or

Figure 2. Comparison of experimental (crosses) and theoretical
(circles) CO2 and CH4 isotherms of POCs 2 and 3.
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defects in the experimental crystal. We note that in general, the
gas adsorption of porous molecular crystals are inherently
difficult to simulate due to their “soft” 3D structures. As such, we
find the agreement to be within an acceptable range.45 We also
simulated the gas loading of H2, N2, CH4, and CO2 at 10 bar for
structures 1−5 (Table S-2). The gas uptakes at this pressure are
comparable to other porous materials such as ZIFs.25

Diffusion and Structural Flexibility. MD simulations at
298 K were employed to estimate the adsorbate diffusion
throughout the pore structures of 1−5. We selected these
conditions to allow comparison with previously reported data
that predicted the kinetic gas separation properties of ZIFs and
MOFs.24,25 As the series of POCs under investigation include
different chemical structures a consistent generic force field
(UFF) was chosen to describe all systems, in lieu of an imine-
specific cage force field.44 To assess the accuracy UFF for the
imine based cages, structures 1−4were optimized and compared
to the crystal structures. Small discrepancies are observed
between the optimized imine angles (Table S-3) and those
present in the crystal structures. However, superimpositions of
the optimized and crystal structure geometries of systems 1−5
(Figure S-2) are essentially identical, thus, demonstrating the
accuracy of UFF for the range of systems compared in this study.
From these MD simulations we computed the self-diffusion
coefficients of 1−5 for H2, N2, CO2, and CH4 (Table 1).

The diffusivities calculated are consistent with the window
sizes of the structures. The diminutive pore aperture of 1 results
in poor diffusion of all gas molecules. Without the specific pore
size required for the kinetic separation of CO2/N2, the
diffusivities follow the trend for the bulk diffusion of N2 over
CO2. Structures 2 and 3 show lower diffusivity for CH4 than
CO2, which is attributed to their limiting pore diameters of 3.9
and 3.7 Å, respectively. In contrast, the larger pore diameters of
cages 4 and 5 allow the rapid diffusion of CH4 (3.8 Å). We note
that in the absence of molecular sieving, surface diffusion
competes with the strong adsorption of CO2, producing slower
diffusivity of CO2 compared with CH4.
Our results indicate that a static pore model does not

accurately represent the selectivities for CH4 separations. As the
pore structures of 1−5 are formed from weak intermolecular
forces, it is likely that the pore window distribution is greater than
that of extended frameworks in which the pore network is
constructed by strong covalent bonds. Notably, pore size
fluctuations have been reported to decrease the CH4 selectivity
in ZIF-8.50 We note that the standard deviation in the window
size is a reduced measure of the complicated structural dynamics
and thus cannot capture all the subtleties of the dynamics of the
framework structure that could potentially affect gas diffusion,
such as correlated breathing motions. However, small standard

deviations necessarily imply rigid windows, which likely lead to
more efficient kinetic sieving. To gain further insight into the
dynamic nature of the cage structures, NVT molecular dynamic
simulations were carried out at analogous temperatures to the
diffusion simulations described earlier. In these simulations the
limiting pore size was calculated at each femtosecond over a 1 ns
trajectory, after 1 ns equilibration. The resulting pore size
distributions for cages 1−5 were calculated (see Figure 3 and
Table S-4).
Based on its static structure, 2 was not expected to be a

promising candidate for size sieving of CH4, due to the
crystallographic limiting pore size of 3.9 Å. However, the flexible
diffusion simulations showed slower diffusivity of CH4 than CO2
(Table 1). We observe from the window size distributions that
thermal fluctuations of 2 produce a mean window size of 3.56 Å
(Table S-4), similar to that of cage 3, thus, limiting the diffusion
of CH4.
The largest standard deviation of window sizes, 0.3 Å, was

calculated for 4 (Figure 3). This may be attributed to the pore
network being composed of largely extrinsic volume, which is
found to fluctuate by a considerable amount over the time scale
of the simulation. In contrast, the structures of 1 and 3 are found
to produce narrow distributions of window sizes (standard
deviations of 0.05 and 0.07 Å, respectively). The pore structures
of these cages are wholly comprised of intrinsic cage volume with
cage-to-cage packing linking the pore cavities. These results
suggest cage molecules with functionalities that direct strong
packing between molecular windows of appropriate dimensions
may be more efficient for separations requiring precise size
selection.
We note that the window size distribution of 3 found in the

present work is different to that found in a previous study.47 The
difference can be attributed to a difference in definition: we have
taken the window size to be the narrowest point in the whole cell
at a given point in time, whereas the previous study assigned the
window size to the diameter of the entrance to the cage cavity.
Our definition, which in general gives smaller window sizes,
accounts for the effects of fluctuations in the intercage regions
and (mis)alignment of cage windows on the accessibility of cage
volumes.

MMM Properties. Diffusion data was combined with the
simulated gas uptakes to compute the permeabilities for the
crystalline cage structures 1−5. MMM permeabilities were
extrapolated from intrinsic permeance values using Bruggeman’s
model, which has been shown to accurately simulate the
properties of MMMs composed of polymers and ZIFs for high
fractions of additives: up to 40% by volume.51 Recent work by
Bushell et al. reported the permeabilites of a MMM composed of
PIM-1 and cage 3.23 We compared these experimental results
with our simulation data to verify the use of our approach. The
simulations were carried out at 1 bar to allow comparison with
the experimental work. Figure 4 compares the experimental
permeability of CO2, N2, and CH4 with our calculated values.
Both the simulated and the experimental data show an increase

in permeability for N2, CO2, and CH4 with increasing loading of
3. Although the modeled data follow the experimental trends and
show good agreement with respect to N2 permeability, the
permeability of CO2 and CH4 is underestimated. The observed
difference may suggest that additional mechanisms influence the
MMM configuration, including interfacial diffusion paths
produced by disruption of chain packing at the polymer−POC
interface. This effect has been observed to a significant extent for

Table 1. Self-diffusion coefficient of gas molecules in POCsa.

Dself/10
−10 m2·s−1

cage H2 (2.9 Å) N2 (3.6 Å) CO2 (3.3 Å) CH4 (3.8 Å)

1 (1.8 Å) 0.00167 0.332 0.0161 0.00250
2 (3.9 Å) 468 11.5 5.92 3.46
3 (3.7 Å) 532 9.02 3.45 2.16
4 (5.1 Å) 762 81.7 6.43 19.4
5 (4.4 Å) 363 36.8 6.05 23.6

aNumbers in parentheses after the cage and gas molecule type are the
pore size and gas-molecule kinetic diameter, respectively.
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other additives in MMMs52 and, although minimized by the
organic make up of POCs, it cannot be excluded.
Using Bruggeman’s model, the permeabilities and selectivities

for 40% volume compositions of MMMs comprised of the
polymer hosts Matrimid, Ultem, PIM-1, and PIM-7 were
computed.14,53,54 The permeability and selectivity trade-off
plots for the separation of H2/N2, H2/CO2, CO2/N2 and
CO2/CH4 were predicted for neat POC membranes and
MMMs. These are displayed in Figure 5. We find that MMMs
containing cage structures 2−5 significantly improve the
permeability for H2/N2 and H2/CO2 separations. This enhance-
ment is concomitant with a minor increase in the selectivity for
H2.
Figure 5 shows that the permeability for CO2/N2 and CO2/

CH4 separations increases upon introduction of cages 1−5,
bringing the Ultem and Matrimid MMMs toward the polymer
upper bound; however, a decrease in selectivity is observed for
the PIM membranes. The plots for MMMs composed of cages
2−5 and Ultem and Matrimid show considerable overlap of data
points. This is due to the difference in permeability of cages being

negligible when combined with the low permeability polymer
and results in MMMs with very similar permeabilities. We also
note that as a result of the discontinuous pore volume of 1, the
MMMs simulated have decreased permeabilities and selectivities
compared to cages 2−5.
These results show that the inclusion of crystalline aggregates

of POCs in neat polymer matrices result in MMMs that lie on or
surpass the polymer upper bound for H2/N2 and H2/CO2
separations. The separations of CO2 show an increase in
permeability, with the addition of cage molecules advancing
Matrimid-based MMMs toward the polymer upper bound. In
comparison to previous studies, the performance of POC
MMMs is comparable to that of predicted ZIF-containing
MMMs, despite their marginally lower affinity for the
investigated gases.25 It is expected however, with the POCs’
exclusively organic construction that their potential will not be
hindered by poor integration between the two phases.

■ CONCLUSION

In summary, we have investigated a series of POC-based MMMs
for the separation of industrially relevant gas mixtures H2/N2,
H2/CO2, CO2/N2 and CO2/CH4. This was achieved by
employing Voronoi network analysis, GCMC, and MD
simulations, with the calculations compared to experimental
data for validation. Conservative estimates of gas transport
properties within thesematerials revealed thatMMMs composed
of POCs can exceed the polymer upper bound for H2/N2
separations and more substantially for H2/CO2 gas pair. We
note the importance of considering flexibility in these materials,
as weak packing forces define the pore structures. Accordingly,
window size distributions over a 1 ns trajectory were calculated.
These properties determined by our investigation, combined
with the facile processability and good compatibility with the
polymer, indicate that POC-based MMMs have exciting
potential for clean energy applications.

Figure 3. Window size distributions of POCs 1−5 over 1 ns at 298 K.

Figure 4. Comparison of the experimental (crosses) and predicted
(circles) permeabilities of PIM-1:3 at increasing loadings of 3.
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ABSTRACT: Porous molecular solids are garnering increas-
ing attention with examples of high surface areas and
applications in molecular separations. Recently, amorphous
networks of molecular cages have shown increased porosity
with respect to their crystalline counterparts. However, the
structures of amorphous materials cannot be precisely
elucidated by X-ray diffraction techniques, thus molecular
simulations are vital to understanding their pore structures and
the origin of porosity. Here, we use GPU-accelerated
molecular dynamics simulations as an efficient methodology
to construct representative amorphous network structures. We
employ Voronoi network analysis of amorphous networks of
seven previously reported cage molecules to provide insight into structure−property relationships. Accordingly, we apply this
understanding to delineate synthetic design features that give rise to highly porous analogues of chemically robust cages
constructed from carbon−carbon bonds.

■ INTRODUCTION
Porous solids are widely researched for their application to
heterogeneous catalysis,1 gas storage,2 and molecular separa-
tions.3 The majority of such materials are extended networks
with interconnected pore channels that facilitate diffusion of
adsorbates throughout the material. Recently, solids composed
of shape-persistent organic cage molecules have been
investigated for their bulk porosity.4 In contrast to extended
materials, such as metal−organic frameworks5 (MOFs) or
zeolites,6 these discrete cages are soluble and thus may be
readily fabricated into composite materials such as mixed-matrix
membranes.7,8

Porosity in molecular solids can arise from the interconnec-
tion of the cage pores (intrinsic porosity), voids surrounding
the cages that result from inefficient packing (extrinsic
porosity), or a combination of both.9 Accordingly, intermo-
lecular packing has a dramatic effect on the surface accessibility
of the bulk solids. This is clearly demonstrated in recent work
by Doonan et al., in which two different polymorphs of the
same molecule gave rise to vastly different N2 uptakes.10

Structure-dependent porosity has also been reported by
Cooper et al. for imine-based cages.11 Identifying the origin
of porosity is most easily achieved via X-ray diffraction
experiments; however, in cases where the bulk solid is
amorphous, precisely characterizing the pore structure can be
challenging. Consequently, the development of nonstructural

methods for understanding gas diffusion in such materials is
necessary.
Molecular simulations have been used to provide insight into

the porosity of disordered systems, such as polymers and rigid
molecules.12,13 Recently, Jiang et al. demonstrated an atomistic
understanding of H2/N2 separations in amorphous porous
solids composed of organic cages of tetrahedral geometry.14 In
the present study, we have improved upon this approach by
employing a GPU-accelerated molecular dynamics process to
simulate substantially larger amorphous cage networks
comprising 100 cages, which was found necessary to adequately
sample the configuration space of the porous networks. We
simulated amorphous networks of nine cage structures,
depicted in Figure 1, to provide insight into how the porosity
of these systems can be optimized.
The cage molecules used in this investigation were selected

as they encompass a range of geometries, internal volumes, and
external functionalities, as shown in Supporting Information
(SI) Table SI-1. Specifically, CC1 and CC3 have equivalent
volumes but possess different exohedral functionality. CC5 is
topologically equivalent to CC1 and CC3 but has approx-
imately 3.8 times the internal pore volume. Cage D1 is of
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trigonal dipyramidal geometry and is constructed from “rod-
like” alkyne moieties that give rise to very large window sizes
and internal voids. Finally, cages M1−M3 are of octahedral
geometry with identical internal volumes, but are differentiated
by their external functionality: methyl (M1), t-butyl (M2), and
triphenylmethyl (M3).15 Analysis of these systems, which have
been synthesized and characterized experimentally, afforded
design principles for optimizing the bulk porosity of amorphous
solids composed of organic cage molecules. These principles
were applied to generate the hypothetical cages D2 and D3 in
Figure 1. We determined that for amorphous systems,
decorating the surface of cage D1 with sterically demanding
groups gives rise to large voids in the packing structure and thus
higher surface area.

■ SIMULATION METHODOLOGY
Molecular dynamics simulations were employed using the
LAMMPS GPU-accelerated code.16,17 A judicious choice of the
force field is critical for ensuring that the packing and structural
properties are accurately described. Accordingly, we used a
cage-specific force field for the structures that was developed
exclusively for imine cage systems.18 Parameters not listed in
the cage-specific force field were taken from a polymer-specific
force field19 that was used as the basis for the cage-specific force
field. Long-range electrostatic interactions were calculated using
the PPPM method.20 A Nose−́Hoover thermostat and barostat
were used to fix the temperature and pressure of the
simulations.21 Notably, the cages CC1 and CC3 exist in two

different conformers as investigated by Jelfs and co-workers.22

We have simplified the systems, herein, by simulating only
tetrahedral conformers, specifically CC1-R and CC3-R
enantiomers.
The simulation procedure used in this study is outlined in

Figure 2. In the loading stage, the simulation cells were packed
with 100 molecular cage structures at a density of 0.1 g·cm−3, as
performed by the amorphous cell module in Materials Studio
6.0. A low-density structure was used to ensure that
interlocking of cage molecules or ring spearing was minimized.
The assembly step comprised an NVT molecular dynamics
simulation at 300 K for 500 ps with a step size of 1 fs. As
depicted in Figure 3, this assembly step equilibrates the low-

density structure, allowing for self-assembly and aggregation of
molecules. Following the assembly step was the compression
step, which was composed of an NPT molecular dynamics
simulation with 1000 atm of external pressure applied at 300 K
for 1000 ps with a step size of 1 fs. During this step, the
simulation cell shrinks to give a reasonable target density for

Figure 1. Molecular structures of cages investigated. The structures
CC1, CC3, CC5, M1−M3, and D1 have been synthesized, but D2
and D3 are hypothetical structures.

Figure 2. Outline of simulation procedure used for production of amorphous cells.

Figure 3. Representative sample of the density and total energy during
assembly and compression steps of the generation procedure.
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the amorphous structure when compared with an experimen-
tally measured density of a known amorphous cage structure.23

Finally, the amorphous system and simulation cell were
optimized by minimizing the system energy to give a final
amorphous structure for subsequent analysis, as shown in
Figure 4. The generation procedure was repeated for 10

independent, randomly generated initial configurations so as to
sample the amorphous structural landscape and to allow the
sensitivity of the amorphous porous structure to initial
conditions to be quantified. All analyses discussed below are
averaged over these 10 independent representations of the
amorphous structure.
This procedure was adapted from the work of Jiang et al.,

with the addition of cell compression performed under an
external pressure of 1000 atm. The generation methodology of
Jiang and co-workers14 required over 16 × 106 steps, whereas in
this work we were able to decrease this to 2 × 106 molecular
dynamic steps. To ensure the compression pressure did not
collapse the cage molecules, we tested it on crystalline cells of
CC1, CC3, CC5, D1, and M1 and found the external pressure
did not appreciably compress the molecules or cells, as shown
in SI Table SI-2.
Geometric surface areas and pore volumes for the

amorphous systems were calculated using the Zeo++ code.
This code uses a Voronoi network to obtain a representation of
the pore space for a periodic system.24,25 For a specified probe
size Zeo++ can determine the accessible and inaccessible pore
volume. Importantly, soft materials such as porous organic
cages have been reported to have dynamic connectivity

between accessible and inaccessible regions. This has been
investigated in crystalline materials,26 but has not been
elucidated for amorphous systems owing to the disordered
alignment of pores. As a consequence, we have defined the total
surface area and pore volume as the sum of the accessible and
inaccessible regions as defined by Zeo++ so that regions
accessible by dynamic pore-opening events are not overlooked.
Finally, extrinsic volumes were calculated for He probe sizes
and by blocking the internal cage volume with a sphere of size
equivalent to the internal van der Waals diameter of the cage, as
shown in SI Table SI-3.

■ RESULTS AND DISCUSSION
Effect of System Size on Porosity and Density of CC3.

One of the primary challenges encountered when simulating
amorphous materials is to efficiently capture the disorder of a
real system with finite periodic simulation cells. To accurately
describe such systems, large periodic cells combined with many
independent iterations are required. The methodology
employed in this study allows us to efficiently simulate cells
with more than 100 molecules. We note that a previous report
used cells that contained a maximum of 60 molecules.14 As a
test, we chose to study the resulting density and porosity of
CC3 as a function of the number of cage molecules per
periodic cell. CC3 was chosen for this preliminary investigation
as it had been previously studied in detail by Cooper et al.
Figure 5 shows that the average density and total surface area of
the amorphous networks are essentially the same for all system
sizes studied, but a significant change in the variance is
observed as the number of molecules per simulation cell is
increased, as expected from the Central Limit Theorem.27 This
is consistent with simulation data reported for amorphous
polymeric structures and is attributed to the inability of small
simulation sizes to effectively sample the 3-D molecular
arrangement and pore structures.28 Upon increasing the sample
size to 100 or more molecules per simulation cell, the
simulations converge to a density and surface area in reasonable
agreement with the experimentally reported surface area.14 For
systems of 50 molecules or less, the simulated surface area
overlaps the experimental value, but the standard deviation is
over 18%. This analysis highlights the importance of employing
large molecular sample sizes to capture, with minimal variance,
the density and porosity of amorphous materials.
To further highlight the importance of sample size in

molecular amorphous materials, we measured the radial
distribution functions (RDFs) of the molecular centers-of-
mass for the systems with 25, 50, and 100 molecules per
simulation cell, as shown in Figure 6. The RDF measures the
density distribution of cage molecules around a cage molecule
centered at the origin. It is clear from this plot that structural
correlations between molecules extend beyond half the
simulation box length for samples of less than 50 molecules.
This means that a molecule could be spatially correlated with
more than one periodic image of another particle, potentially
introducing unphysical structural correlations that would make
the simulated structure unrepresentative of that of an extended
amorphous system. In contrast, the RDF of the sample
containing 100 molecules converges to one at half the box
length and thus finite-size effects should not be significant in
this system.

Amorphous Networks of CC1, CC3, CC5, D1, and M1−
M3. We applied the methodology outlined in Figure 2 to seven
reported cage systems: CC1, CC3, CC5, D1, and M1−M3

Figure 4. Example of structure D1 at the loading step (density of 0.10
g·cm−3) and after the minimization step (density of 0.78 g·cm−3).
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(Figure 1), resulting in structural models of amorphous
networks with average densities listed in Table 1. We note
that the density of the amorphous networks lies between 0.566
and 0.873 g·cm−3 and varies significantly for the selected cage

molecules. The densest amorphous structure is observed for
CC1 as a consequence of the smaller cage volume and bare
external functionality. By comparison, a much less dense
structure is found for M3 as a result of the large cage volume
and bulky external triphenylmethyl moieties.
To aid in the comparison of supramolecular arrangements,

we calculated the radial distribution function for the centers-of-
mass of each of the cages in the simulation cell. The average
RDF from the 10 independent simulations for each of the seven
cage systems is displayed in Figure 7. The RDFs calculated for
networks of CC1, CC3, and CC5 (Figure 7a) demonstrate the
effect of external functionality and cage size on the supra-
molecular arrangement of the molecular units. Attachment of
sterically demanding cyclohexyl moieties in CC3 yields a broad
distribution, an effect of the cyclohexyl groups directing the
cage units to pack into a less dense network than the
functionally bare units of CC1. The distribution is broadened
further and displaced to greater distance as a consequence of
the larger cage size of CC5 generating an increased average
cage−cage distance of ∼15 Å, thus producing low-density
amorphous structures. The first peak in the RDF of D1 (Figure
7b), unlike that in the RDFs of CC1, CC3, and CC5, does not
correspond to the size of the molecule, with significant density
observed at distances less than 10 Å. This behavior can be
attributed to the elongated pyramidal geometry of the cage
unit, which allows the units to pack in a dense interdigitated
fashion, as shown in Figure 8. Finally, the calculated RDFs for
the amorphous structures of M1−M3 provide further evidence
that bulky functional groups yield inefficient packing and larger
cage−cage distances. For example, increasing the external
functional groups from methyl (M1) to t-butyl (M2) and
triphenylmethyl (M3) results in a broadening of the primary
RDF peak and a displacement to a larger average distance.

Pore Structure Analysis of CC1, CC3, CC5, D1, and
M1−M3: Role of Extrinsic Porosity. The bulk porosity of
the amorphous networks was probed by Voronoi network
analysis. Pore volumes and surface areas were simulated using
probe sizes equivalent to the kinetic diameters of He (2.60 Å)
and N2 (3.64 Å), respectively, to give the resulting average
values in Table 2. The average pore volume is plotted against
the intrinsic cage volume and radius of gyration in Figure 9.
The radius of gyration was used as a measure of the size of the
cage molecule. Our simulations show no correlation between
the cage volume and total pore volume. For example, a large
difference in pore volume is observed for the series M1−M3 as
a result of external functionality influencing the pore structure,
but the cage volume itself does not vary across this series of
molecules. In addition, in spite of the large cage volume of D1,
the resulting pore volume is modest by virtue of the close
packing of molecular units. In contrast to the lack of correlation
for cage volume, there is a general trend for porosity with the
radius of gyration, which varies with both the internal cage

Figure 5. (a) Density and (b) total surface area of amorphous CC3
structures as a function of number of molecules per simulation cell
(Z). Data from unique simulations are depicted as crosses (black) and
the average over these simulations is shown as circles (red). A blue
solid line denotes the experimental surface area, with the error
depicted as a blue dotted line.

Figure 6. Radial distribution functions (RDFs) for the cage center-of-
mass for samples of CC3 with 25, 50, and 100 molecules per
simulation cell. Half-cell lengths are depicted by vertical dotted lines.

Table 1. Resulting Amorphous Cell Densities

cage density/g·cm−3

CC1 0.873 ± 0.013
CC3 0.842 ± 0.011
CC5 0.658 ± 0.018
D1 0.791 ± 0.010
M1 0.838 ± 0.018
M2 0.671 ± 0.023
M3 0.556 ± 0.017

The Journal of Physical Chemistry C Article

DOI: 10.1021/jp512944r
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volume and external functionality (Figure 9b). For instance, the
largest radii of gyration are a result of bulky external
functionality (M3) or large cage structure (CC5), which in
turn produce amorphous pore networks of large volumes and
surface areas. From these results we can qualitatively conclude
that molecules with large size produce amorphous structures
with high surface areas and pore volumes and that this can be
achieved by either constructing large cages or by decorating the
surface of the cage with sterically bulky groups.
To further understand the porosity in these systems, pore

size distributions were calculated and averaged over the 10
independent simulations; the distributions are depicted in

Figure 10. Pore size distributions were simulated using the
Zeo++ code; details of this method have been reported
previously.29 Cage CC1, as the result of close packing of cage
units, has a pore size distribution with a sharp peak at ∼5 Å.
Sholl and co-workers have shown that materials with sharp and
rigid pore size distributions are amendable to kinetic gas
separations.30 Importantly, this has been observed experimen-
tally with amorphous samples of CC1 prepared by freeze-
drying, which possess excellent H2/N2 selectivity.

14 The pore
structure of CC3 differs from that of CC1, with exohedral
cyclohexane groups supporting larger pore diameters with sizes
of 5−10 Å. Notably, CC1 and CC3 possess identical cages and
this results in their pore networks having equivalent limiting
pore sizes. Finally, the pore structure of CC5 has a broad
distribution, owing to the combination of the large cage volume
and bulky external functionality. The pore size distributions of
M1−M3 clearly demonstrate the increase in porosity supported
by increasingly bulky moieties. First, the distribution for M1
reflects the internal cage cavities, as the peak observed is
equivalent to the internal diameter of the molecular cage. In
comparison, M2 and M3 have larger molecular size increased
by the attachment of bulky functionality. This produces broader
pore size distributions as the disruption of close packing by the
external functionality creates large extrinsic voids. Experimen-
tally, Mastalerz and co-workers found that amorphous materials
of M1−M3 had similar BET surface area.15 However, these
materials were analyzed as synthesized, not produced
amorphously on purpose and thus may not be truly amorphous
networks.
Amorphous molecular cage structures differ from their

polymer analogues, as the source of disordered porous
networks made from molecular cages differ fundamentally
from their polymer analogues in that porosity can originate
from two distinct sources: the internal cavity of the molecule

Figure 7. RDFs for the cage center-of-mass for structures (a) CC1,
CC3, and CC5; (b) D1; and (c) M1−M3.

Figure 8. Representation of the interdigitated motif observed in
amorphous structures of D1.

Table 2. Average Total Surface Areas for N2 Probe Size and
Total Pore Volume for He Probe Size for the Amorphous
Cage Structures

cage total surface area/m2·g−1 total pore volume/cm3·g−1

CC1 528 ± 77 0.076 ± 0.021
CC3 660 ± 66 0.097 ± 0.013
CC5 1815 ± 73 0.377 ± 0.034
D1 1211 ± 70 0.187 ± 0.012
M1 1168 ± 95 0.186 ± 0.021
M2 1759 ± 100 0.410 ± 0.044
M3 1892 ± 73 0.722 ± 0.056

The Journal of Physical Chemistry C Article
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(intrinsic porosity) and the space external to the molecules
formed by the supramolecular arrangement (extrinsic porosity).
It is important to consider the source of the porosity when
discussing the pore structure in these materials; as such the
intrinsic and extrinsic pore volumes were measured in our
generated systems, with the results displayed in Figure 11.
Importantly, the amount of extrinsic porosity observed for CC1
and CC3 amorphous systems is equivalent to estimates
previously reported; the larger cyclohexyl groups in CC3
produce a greater extrinsic volume by disrupting close packing.
Increasing the cage size in CC5 results in an amorphous
network with a slightly smaller ratio of extrinsic:intrinsic
volume compared with CC3, as the intrinsic volume of the cage
is larger but the external packing is similar to that of CC3. In
contrast, D1 has significantly less extrinsic porosity than CC1,
CC3, and CC5, as shown in Figure 11b, as a result of the
molecular units packing in close proximity, which interconnects
cage volumes. Finally, the trend in pore volume and pore size
distributions for M1−M3 is clearly explained by the extrinsic
pore percentage. Cages with bulky external moieties, such as
M3, support large extrinsic voids, as depicted in Figure 11c.
This packing results in broad and undefined pore sizes, as
observed in the pore size distributions. In summary, the source
of porosity in these materials is vital to understand the trends in
porosity observed in this study: we find an increase in porosity

in these amorphous systems is primarily a result of increasing
the extrinsic porosity.
The potential advantages of amorphous networks are clearly

evident when their surface areas and densities are compared
with those of their crystalline counterparts. For example, SI

Figure 9. Average total pore volume for He probe radius against the
(a) intrinsic cage volume and (b) radius of gyration. CC1, CC3, and
CC5 (red), D1 (blue), and M1−M3 (green).

Figure 10. Pore size distributions for the amorphous networks
resulting from structures (a) CC1, CC3, and CC5, (b) D1, and (c)
M1−M3, along with average limiting pore diameter (vertical solid
line) and average largest pore diameter (vertical dotted line).
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Table SI-4 shows how amorphous packing is able to unlock
porosity that may not be possible to realize in crystalline
polymorphs.
In Silico Design of D1 Analogues. The analysis above has

outlined several general principles for designing the porosity of
amorphous cage molecules. We sought to use these
observations to optimize D1 analogues for increased surface
area in the amorphous state. The present study has found two
general strategies, applied to the molecular units, to increase the
porosity of amorphous cage systems: increasing the encapsu-
lated cage volume (CC3 and CC5) and introducing sterically
bulky groups to the external surface of the cage (M1−M3).
Accordingly, we have applied these principles to D1 in the
effort to produce an extremely porous structure. The
hypothetical structure D2 was realized by increasing the
volume of D1 by incorporation of phenyl rings to the dialkyne
struts. Furthermore, a cage with bulky external functionality,
D3, was constructed by adding mesityl groups to the vertices of
D1. The two D1 analogues, both shown in Figure 1, were
selected to be synthetically feasible.
The density, surface area, and pore volume of amorphous

cage networks for the D1−D3 series is displayed in Table 3. It

is clear that the larger volume cage D2 structure produces an
amorphous network with higher density and lower surface area
and pore volume than the original D1. In contrast,
functionalization by bulky mesityl groups in D3 results in a
less dense amorphous structure with increased surface area and
pore volume.
Examination of RDFs in Figure 12a reveals the underlying

reason for these observations. The increased cage size of D2
not only produces large internal volume but also generates
larger molecular windows and greater flexibility. A consequence

of this is a greater degree of interdigitation, as evidenced by the
peak in the RDF at shorter distances and higher density
compared with D1. In contrast, the RDF for amorphous
structures of D3 is displaced to larger distance and broadened.

Figure 11. (a) Averaged contribution to the pore structure from intrinsic and extrinsic porosity and an example for (b) D1 and (c) M3, with green
spheres denoting the intrinsic pore structure, blue regions showing the extrinsic pore structure, and orange regions illustrating the total.

Table 3. Average Densities, Total Surface Areas, and Pore
Volumes for Amorphous Structures D1−D3

cage density/g·cm−3
total surface area/

m2·g−1
total pore volume/

cm3·g−1

D1 0.791 ± 0.010 1211 ± 70 0.187 ± 0.012
D2 0.859 ± 0.011 804 ± 66 0.118 ± 0.011
D3 0.593 ± 0.024 1933 ± 70 0.554 ± 0.069

Figure 12. Average (a) RDFs and (b) pore size distributions for D1−
D3.

The Journal of Physical Chemistry C Article
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Absence of close packing cages at <8 Å and the broad
distribution suggests that the mesityl functionality disrupts the
close-packing motif observed for D1 and D2. Additionally,
calculation of the ratio of extrinisic:intrinsic porosity of the
amorphous networks supports this conclusion, as shown in SI
Table SI-5. Porosity for D1 and D2 structures is primarily a
consequence of the intrinsic volume of the molecular cages,
whereas D3 has 76% of its pore volume associated with regions
extrinsic to molecular units. Furthermore, the pore size
distribution (Figure 11b) for D3 demonstrates larger pore
sizes are present in the amorphous system and the lack of
defined pore sizes observed for D1 and D2.
We have successfully tested the amorphous networks of

hypothetical analogues of D1 for porosity and morphology. In
contrast to what was found for the CC1 analogues, CC3 and
CC5, we find that increasing the internal volume in D2 results
in lower porosity due to the shape of molecular units allowing
closer packing. However, by increasing the steric bulk external
to the cage, as observed for M1−M3, we find the structure D3
has increased pore volume and surface area, making this cage
molecule an ideal candidate for synthesis.

■ CONCLUSION
Herein we describe an efficient computational methodology for
generating representative amorphous cells composed of porous
organic cages. Importantly, we have improved significantly on
previously reported methods through the use of external
pressure during the compression stage and the use of GPU-
accelerated molecular dynamics. Moreover, we have examined
the porosity and morphology of the structures using Voronoi
network analysis and center-of-mass radial distribution
functions. We find good agreement between the simulated
surface area of our CC3 model and previously reported
adsorption experiments. It is clear that the models described in
this study give fundamental insight into these amorphous
materials, which is unobtainable by experimental methods
alone.
Our investigation has elucidated several important features of

the nature of porous organic cage amorphous networks. First,
on the subject of generation of representative amorphous
models, we have demonstrated a modest effect of system size
on the resulting density and porosity of the generated
amorphous structure. Specifically, the CC3 system demon-
strates a large variance in the density and porosity of systems
comprising less than 100 molecules per simulation cell. This
result directed our methodology to use simulation cells of 100
molecules to ensure an accurate and precise representation of
random packing of cage units. Second, we have gleaned general
principles that govern the morphology and porosity in the
amorphous state by applying our methodology to seven
reported cage structures encompassing several distinct
molecular geometries. Two key relationships are observed: a
large encapsulated internal volume of the cage molecule can
produce high-porosity amorphous structures (CC5), and bulky
external functionality can yield highly porous structures by
supporting greater pore volume extrinsic to the molecular units
(M3). However, cage geometry is crucial to defining the
resulting morphology. In particular, we find that the cage D1 is
able to interdigitate and consequently produces amorphous
networks with unexceptional pore volume despite the large
internal volume and cage size. Lastly, we have applied this
understanding to optimizing the surface area of hypothetical
analogues of D1. A novel analogue, D3, with bulky mesityl

groups attached external to the cage was found to produce an
amorphous structure with increased porosity as a consequence
of extrinsic pore volume.
This investigation has unequivocally demonstrated that

molecular simulations can give atomistic insight into
amorphous porous organic cages. This has allowed us to
carry out de novo design of amorphous solids for applications
in gas storage, which has previously only been applied for
crystalline porous solids.
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