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Abstract: Prefabricated buildings are the direction of the future development of the construction in-
dustry and have received widespread attention. The effective execution of prefabricated construction
project scheduling should consider resource constraints and the supply arrangement of prefabri-
cated components. However, the traditional construction resource-constrained project scheduling
implementation method cannot simultaneously consider the characteristics of the linkage between
component production and on-site assembly construction. It cannot also fully adapt to the schedul-
ing implementation method of the prefabricated construction projects. It is difficult to work out a
reasonable project schedule and resource allocation table. In order to determine the relevant schedule
parameters that can reflect the actual construction situation of the prefabricated building and meet the
scheduling requirements of the prefabricated project, this study proposes a prefabricated construction
project scheduling model that considers project resource constraints and prefabricated component
supply constraints. Additionally, it improves the design of traditional genetic algorithms (GAs).
Research results of the experimental calculation and engineering application show that the proposed
project scheduling optimization model and GA are effective and practical, which can help project
managers in effectively formulating prefabricated construction project scheduling plans, reasonably
allocating resources, reducing completion time, and improving project performance.

Keywords: prefabricated construction; project scheduling optimization; genetic algorithm; resource
constrained; prefabricated component supply

1. Introduction

In recent years, the construction industry has paid increasing attention to the use
of modular prefabricated parts. In China, prefabricated buildings have recently become
a popular form of construction [1–3]. The prefabricated building transfers part of the
traditional on-site construction work to the factory for completion [4]. The modular compo-
nents are completed in the factory manufacturing center, and then transported to the final
project location to form the building [5]. The prefabricated building splits the construction
process into two parts, namely, the off-site prefabricated component production process
and the on-site assembly construction process; thus, the on-site construction scheduling
arrangement of the prefabricated building project must consider the production and supply
of prefabricated components [6,7]. Related studies have found that project scheduling has
relatively high value in theoretical research and specific applications. It not only promotes
the development of engineering projects but also serves as an important reference for
engineering project decision-making, especially under resource-constrained conditions.
An effective scheduling plan is a necessary condition for successfully completing the entire
project [8,9]. The unreasonable project scheduling plan formulated due to the failure to fully
consider the characteristics of the prefabricated building will make it difficult for on-site
construction activities to be implemented as planned, resulting in a series of negative ripple
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consequences; hence, prefabricated construction projects cannot be completed on time and
the cost increases [10].

In the past few decades, Critical Path Method (CPM) and Program Evaluation and
Review Technique (PERT) are the main planning methods to solve project scheduling [11].
The two methods of CPM and PERT usually assume unlimited resources [12,13]. However,
resource supply is generally limited in an actual project implementation, and the project
schedule generated by CPM or PERT usually needs to be further optimized after consider-
ing resource constraints. Accordingly, scholars began to consider the resource-constrained
project scheduling problem (RCPSP). In the past 10 years, many researchers have devoted
themselves to solving RCPSP through various meta-heuristic methods. At present, re-
searchers mainly focus on enhancing the performance of meta-heuristic algorithms by
using the knowledge of genetic algorithms (GAs) [14]. However, the resource-constrained
project scheduling implementation method of traditional buildings cannot be completely
adapted to the realization of prefabricated construction project scheduling for the problem
of prefabricated construction project scheduling. The project scheduling method of conven-
tional buildings is only adequate for scheduling repetitive tasks in prefabricated building
schedules [15,16]. Assembly construction is constrained by a variety of limited renewable
resources, such as management personnel, lifting equipment (crane, flatbed truck) and
labor workers (crane driver, installer), etc. Although the project scheduling of prefabricated
buildings still belongs to the scope of the resource-constrained project scheduling problem,
it is significantly different from the traditional building that the construction site activities
of prefabricated buildings can only start after the required prefabricated components arrive
on time. Under normal circumstances, the production of prefabricated components is
scheduled according to the schedule of on-site construction. However, the business of man-
ufacturing companies is usually operated under the condition of multiproject execution.
Resource sharing and competition exist between projects, and the failure to timely supply
prefabricated components is often an important reason for the failure to complete prefabri-
cated construction projects [17]. Accordingly, it is difficult to directly apply the traditional
scheduling method to the scheduling research of prefabricated buildings [18]. Some studies
have tried to develop an effective assembly-type construction project scheduling method,
including mathematical modeling optimization and simulation modeling [19–22]. How-
ever, these previous studies show that the traditional project scheduling technology often
ignores the impact of untimely component supply on site construction, or model optimiza-
tion is usually carried out on the premise of timely and quantitative supply of components.
These studies cannot simultaneously consider the two essential construction processes of
prefabricated component production and field assembly construction. The project schedule
and resource allocation table are often inconsistent with the actual construction demand,
and the availability of the schedule is not very high. Although the solution of simulation
modeling can fully display the project scheduling process, the workload of simulation
modeling is often large, and the solution efficiency is relatively low.

This study has developed a prefabricated construction project scheduling optimization
model that is more intuitive and easy to solve to make up for the failure to fully consider
the impact of the supply of prefabricated components on the scheduling model and the
limitations of simulation modeling in the previous research [16,23]. The model considers
the priority and resource occupation constraints of project activities and transforms the
constraints of production and transportation of prefabricated components into supply time
constraints into the optimization model. The priority relationship between prefabricated
construction project activities is complex, and it is constrained by a variety of resources
and the supply of prefabricated components. Due to the core genetic operations of the
genetic algorithm (including selection, crossover and mutation) will not be greatly affected
by project changes. Therefore, this study introduces a GA that is easy to express project-
related constraints to solve the prefabricated construction project scheduling problem and
designs the genetic operation of GA correspondingly. The study verifies the effectiveness
of the algorithm proposed in this paper through experimental calculations on the Project
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Scheduling Problem Library (PSPLIB) data set, and then applies the developed model
and algorithm to actual prefabricated projects. This study has two important research
contributions compared with previous studies that failed to consider the prefabrication
characteristics of prefabricated buildings well or use simulation modeling [16,24]. First, this
work provides a prefabricated construction project scheduling optimization model which
can consider the supply conditions of prefabricated components. Moreover, this work
determines the relevant parameters of the prefabricated construction schedule, such as the
delivery time of prefabricated components, resource occupation, and supply restrictions. In
contrast with previous studies that ignore the influencing factors of precast components [25],
this study can better reflect the actual construction situation of prefabricated buildings and
meet the needs of project scheduling arrangements. To a certain extent, it fills the blank
that current prefabricated construction project scheduling research results are less or the
key factors of the model are not fully considered. Second, in view of the shortcomings
of the GA proposed in the past, this research improves the related genetic operation and
designs a GA with a stable solution quality, scalability, and high practicability to solve
the prefabricated construction project scheduling optimization model. The superiority
and practicability of the proposed model and algorithm are verified through experimental
calculation, algorithm comparison, and actual engineering case application.

The remaining sections of this study are arranged as follows: the Section 2 reviews
the related research; the Section 3 establishes the mathematical model of the prefabricated
construction project scheduling problem; the Section 4 introduces the designed GA in
detail; the Section 5 provides a series of calculation results by using PSPLIB test examples
to verify the effectiveness of the algorithm; the Section 6 applies the proposed model and
algorithm to the actual application. Finally, the Section 7 is the conclusion of this study.

2. Literature Review
2.1. Resource-Constrained Project Scheduling Problem

Project scheduling is a complex process involving multiple resources and activities that
need to be optimized. Resource constraints have a wide range of impacts and inevitable
obstacles during a project implementation because unreasonable resource allocation can
easily lead to certain problems such as construction delays and budget overruns [26].
Therefore, RCPSP is an important and challenging problem in theoretical and practical
application research [3,27]. RCPSP is defined as scheduling a set of activities linked by
priority relationships to minimize project duration while meeting priority and resource
constraints [28]. This issue is a typical combinatorial optimization problem and belongs to
the NP-hard problem [29,30].

In previous research, the resource-constrained project scheduling problem has re-
ceived great attention [31–33]. Dodin et al. [34] used mixed integer programming to
optimize the integration of project scheduling and material supply by taking the material
and project related costs of a single project as the objective functions. Zhang et al. [35]
proposed a new algorithm for the rush problem of repetitive construction projects. The
calculation examples show that the algorithm can easily identify various types of control
subprocesses and obtain the exact solution of the corresponding minimum total cost with a
small amount of calculation. Zoraghi et al. [36] studied the combination of a multimode
project scheduling problem and material ordering, and used multiobjective evolutionary
algorithms, including intensity Pareto evolution II, multiobjective particle swarm opti-
mization and multiobjective evolution based on decomposition, to solve the developed
three-objective problem. Tian et al. [37] proposed an improved critical chain technology
for solving resource-constrained multiproject scheduling by studying the resource flow
characteristics of single project, multiproject and activity. GAs are based on biological
evolution compared with the other algorithms. As a meta-heuristic search optimization
method to effectively solve RCPSP, GA has good convergence, and its search space is not
limited. When the calculation accuracy requirements are clear, GA calculation time is less.
Therefore, GA is more widely favored by research scholars. Zoraghi et al. [38] established a
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multimode material ordering resource constrained project scheduling model based on the
reward and punishment mechanism, and designed a hierarchical search hybrid GA to solve
the problem. The result of the model showed good performance. Goncharov et al. [39]
proposed a GA with two crossover operators to solve the problem based on the tech-
nical constraints and resource constraints of project activities for effectively shortening
the project duration. The GA considers the critical degree of resources and improves the
resource utilization rate on the premise of ensuring the completion quality.

With the development of resource-constrained project scheduling problem, many re-
search results have been obtained. The GA, which is widely used in the field of project
scheduling, has many excellent characteristics. The spatial solution search performance and
calculation ability of GA are excellent, and its robustness is high. It provides a new and
effective way to solve complex optimization problems [40,41]. However, the traditional GA
often has the defects of premature convergence and local optimum. In some previous studies,
the initial population is often random for the design of GA, regardless of the priority logic
relationship between project activities, resulting in a large number of infeasible solutions,
which greatly increases the calculation time of the algorithm. The unreasonable design
of genetic operation mode also reduces the efficiency of the algorithm to a certain extent.
Therefore, it is necessary to use GA to solve the project scheduling problem and explore
more efficient and reasonable genetic operation design to solve the actual engineering project
scheduling problem under resource constraints.

2.2. Prefabricated Building Scheduling Problem

In the study of prefabricated buildings, scholars found that a reasonable scheduling
plan has an important impact on the successful implementation of the entire prefabricated
building project in the construction process of prefabricated concrete residential construc-
tion [42]. The scheduling problem of prefabricated construction projects belongs to RCPSP.
Thus, the resource constraints must be considered. In contrast with the traditional resource-
constrained project scheduling problem, the target modeling and solution of the scheduling
problem need to consider the supply of prefabricated components [10,43]. Drawing on
the traditional resource-constrained construction project scheduling solution model, the
project scheduling research of prefabricated building mainly adopts algorithm optimiza-
tion. Taghaddos et al. [16] constructed a system to optimize the allocation of humans, space
resources and meet various constraints, and generated scheduling management charts
through model and algorithm simulation to guide project managers to carry out resource
scheduling practice of prefabricated buildings. However, this resource library is aimed at
previous research and has certain limitations for the complex real-world environment of
prefabricated buildings. Arashpour et al. [25] used integer and probability optimization
models to develop a method to minimize the cost of resources by using multiple skills in
off-site construction to cope with the change of demand and resource availability in off-site
assembly construction process. However, the study did not consider the supply constraints
of prefabricated components for the construction of prefabricated buildings. Lee et al. [24]
proposed three assembly-type construction project classification and scheduling strategies:
manufacturing-driven, field-driven, and comprehensive. On this basis, they established a
discrete event simulation conceptual model. However, some uncertainties are observed
in the simulation results, and further research is needed in using the model to guide engi-
neering practice. Wang and Lian [23] established a multiobjective and multimode resource
constrained project scheduling model with time/robustness considering various possible
situations in the process of assembly project construction. The adjusted nondominated
GA is designed to solve the model. However, the premise of the research model is that
the prefabricated components can arrive at the site one day in advance to avoid affecting
the assembly work, ignoring the fact that the prefabricated components may be delayed
in delivery.
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The above-mentioned research results on prefabricated construction project schedul-
ing are mostly borrowed from traditional resource-constrained project scheduling. Most
established scheduling models are based on the premise that the on-site construction
scheduling plan dominates the production scheduling plan of prefabricated components,
ignoring the occurrence of untimely supply and delayed delivery of prefabricated compo-
nents, which cannot truly reflect the linkage between on-site construction and component
production in the actual construction process of prefabricated construction projects. In
the actual implementation of a prefabricated construction project, the overall project pro-
cess and project resource demand and supply of prefabricated components must be fully
considered to formulate its scheduling plan [7]. Therefore, directly learning from the tra-
ditional resource-constrained project scheduling model and applying it to the scheduling
research of prefabricated buildings are unreasonable. In the previous research [16,24],
simulation modeling is also a common way to solve scheduling problems in addition
to using algorithm optimization. Through this method, the whole project construction
process model oriented to scheduling problems can be established. However, the cost of
simulation modeling is high, the modeling workload is large, and the scalability is poor.
The operability of using simulation models to guide engineering practice scheduling is
poor. The objective function, constraint conditions, and other elements of the scheduling
problem can be transformed into the form of digital expression, which has the character-
istics of intuitive description and easy solution, through mathematical modeling. In this
study, we will establish a mathematical optimization model of construction scheduling that
can reflect the complex constraints of a prefabricated construction project simultaneously
considering the characteristics of component production and field assembly construction
process. The improved GA is applied to solve the model to make a reasonable and effective
project scheduling plan.

2.3. Solution Algorithm

The construction scheduling of prefabricated concrete residential building projects needs
to consider resource constraints, which belongs to the resource-constrained project scheduling
problem. The solution to resource-constrained project scheduling mainly includes three types
of algorithms, namely exact algorithm, heuristic algorithm and meta-heuristic algorithm.

2.3.1. Exact Algorithm

Among the exact algorithms, PERT [44], CPM [45], linear and integer programming [46],
branch and bound [47] are the commonly used solutions. However, the exact algorithms
can only find the optimal solution for small-scale projects. When encountering a problem
with a large project scale, exact algorithms will lose their application significance due to the
long calculation time. PERT and CPM give the shortest possible critical path value ignoring
resource constraints, and it is difficult to optimize restricted resources and construction
time [18]. The assumption of unlimited resources in prefabricated construction scheduling will
lead to the failure to fully reflect the periodic working environment. In the past, some studies
using exact algorithms cannot effectively deal with the limited resources [48,49], and the
calculation scale is limited. Thus, it is difficult to apply to prefabricated construction projects.

2.3.2. Heuristic Algorithm

Compared with exact algorithms, heuristic algorithms are more flexible than accurate
algorithms in terms of balancing computational efficiency and quality. However, the disad-
vantage of heuristic algorithms is that the optimal solution cannot be directly obtained [50].
The main content of heuristic algorithms is the priority rule and the generation mechanism.
Among simple heuristic algorithms based on priority rules, the commonly recognized rules
mainly include resource scheduling methods, the latest completion time, the smallest time
difference, the shortest processing time, the latest start time, and the worst-case relaxation
time [51]. The generation mechanism mainly adopts the serial generation mechanism and
the parallel generation mechanism proposed by Kolisch [52].
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2.3.3. Meta-Heuristic Algorithm

Meta-heuristic algorithm is based on heuristic algorithm, uses sampling algorithm to
generate initial population, and optimizes based on the search mechanism of the evolution-
ary algorithm itself. It can quickly obtain the (approximate) optimal solution of the problem,
which can make up for the shortcomings of the exact algorithm and heuristic algorithm.
This type of algorithm is a research hotspot [53]. The meta-heuristic algorithms include
particle swarm optimization algorithm [54], tabu search algorithm [55], GA [56], and ant
colony algorithm [57]. Among the many complex meta-heuristic algorithms, GA has the
advantages of good convergence, short simulation calculation time, high calculation accu-
racy, and is not restricted by the search space. From the perspective of design ability and
application effect, GA is considered to be the best solution among many solutions [58,59].
Since the introduction of GA by John Holland [60] in 1975, GA has been widely used
to solve engineering planning problems [60], such as flow operation [61], construction
projects [62], and highway construction [63]. The proposal of GA provides an effective
solution for complex project scheduling optimization problems, and its good search and
computing capabilities are generally recognized by researchers. However, the traditional
GA is prone to premature convergence or fall into local optimization [58]. Therefore, the
following research will improve the design of the traditional GA to meet the needs of
model solving.

3. Problem Statement and Mathematical Formulation
3.1. Assumptions

In this study, we consider a prefabricated construction project with n activities, whose
activities are constrained by renewable resources and supply of prefabricated components to
minimize the project duration. The following hypotheses are introduced to facilitate the research:

(1) Assume that the first activity 1 at the beginning of the project and the last activity n at the
end of the project are dummy work, which does not consume any time and resources.

(2) The process activity adopts the end-to-start (F-S type) logic relationship to express
the sequence relationship between the activities. Assume that the time lag between
the processes is zero.

(3) Assume that each activity is executed in a non-preemptive manner, once each process
activity starts, it will be executed uninterrupted to the end.

(4) Assume that each activity has only one execution mode, and the time consumption and
resource requirements of each activity during the execution process remain unchanged.

(5) In order to save inventory costs and ensure the smooth progress of construction,
it is assumed that the maximum stacking volume of prefabricated components on
site each time shall not exceed the on-site inventory space, and the stock volume is
sufficient for the assembly construction of the next process.

3.2. Notations

The notations used in this study are shown in Table 1 to establish the mathematical
model of the prefabricated construction project scheduling problem.

3.3. Formulation of Mathematical Model

In this research, the prefabricated construction project scheduling problem will min-
imize the project completion time as the goal, while considering the main constraints
that affect the prefabricated construction project scheduling problem, including the pre-
decessor’s logical relationship constraint, the renewable resource limit and the impact of
prefabricated component supply. Representing the problem with some math models, the
established scheduling mathematical model is as follows:

Min Fn (1)

Si + di ≤ Sj i ∈ Precj (2)
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∑
j∈At

rjk ≤ Rt
k (3)

LTj ≤ Sj (4)

In the model established above, Formula (1) is the goal to be achieved by the problem,
which is to minimize the duration of the project, expressed in terms of the completion
time of the last dummy activity n. Formula (2) is the logical relationship before and
after the implementation of the activity, that is, the activity cannot start before the end
of its predecessor activities. Formula (3) represents that at the same time, the demand
of renewable resources (such as manpower, machinery, equipment, etc.) required by the
activities being implemented cannot exceed the maximum supply of resources. Formula (4)
converts the production and transportation constraints of prefabricated components in
prefabricated building construction into the supply time limit of prefabricated components,
that is, the maximum on-site delivery time of prefabricated components required for the
execution of the activity needs to be less than the start execution time of the activity.

Table 1. Notation description.

Notations Description

j Sequence number of the activity contained in the project, j = 1, 2, . . . , n
t Time number, t = 1, 2, . . . , T
k Renewable resource serial number, k = 1, 2, . . . , K

LTj On-site delivery time of prefabricated components required for activity j
Sj Start time of activity j
dj Duration of activity j
Fj Finish time of activity j, Fj = Sj + dj

Precj Predecessor set of activity j
rjk kth renewable resource required by activity j
Rt

k Renewable resource supply of the kth resource at time t
T Actual project duration
At Collection of activities being executed at time t

4. The Proposed Genetic Algorithm
4.1. Brief Introduction of Genetic Algorithm for Scheduling Problem of Prefabricated Building

Figure 1 shows the solution process of the proposed GA in this research problem.
In Figure 1, the first step is to transform the objective function of the model into a fit-
ness function and use it as a basis for judging the adaptability of the population. With
regard to the constraints of the predecessor relationship shown by the model, the Design
Structure Matrix (DSM) is introduced to generate the initial population that satisfies the
predecessor relationship required to execute the GA. In terms of the updatable resource
constraints, the execution time of the sequence activities corresponding to each initial
population individual will be arranged one by one according to the resource occupancy.
Next, the GA selection operation is performed to screen and retain the better individuals
according to the fitness calculation results of each initial population individual. To find
better individuals, crossover and mutation operations of GA are performed on the selected
parents to produce better offspring than the parents. The generated offspring also need to
undergo a new round of fitness evaluation and selection. The designed algorithm takes the
number of iterations as the criterion for loop termination. When the number of iterations
reaches the maximum, the algorithm stops iterating and outputs the optimal individual
of the group, that is, the optimal feasible solution under the current number of iterations.
However, the obtained optimal scheduling plan needs to be further adjusted according
to the supply of prefabricated components, and then the actual optimal scheduling plan
of the prefabricated construction project can be obtained. In this process, the algorithm
coding, fitness function, selection operator, crossover operator, and mutation operator
design are the keys to determine whether the algorithm can be effectively applied to solve
the prefabricated construction project scheduling problem.



Appl. Sci. 2021, 11, 5531 8 of 21

Appl. Sci. 2021, 11, x FOR PEER REVIEW 8 of 23 
 

4. The proposed Genetic Algorithm 

4.1. Brief Introduction of Genetic Algorithm for Scheduling Problem of Prefabricated Building 

Figure 1 shows the solution process of the proposed GA in this research problem. In 

Figure 1, the first step is to transform the objective function of the model into a fitness 

function and use it as a basis for judging the adaptability of the population. With regard 

to the constraints of the predecessor relationship shown by the model, the Design Struc-

ture Matrix (DSM) is introduced to generate the initial population that satisfies the prede-

cessor relationship required to execute the GA. In terms of the updatable resource con-

straints, the execution time of the sequence activities corresponding to each initial popu-

lation individual will be arranged one by one according to the resource occupancy. Next, 

the GA selection operation is performed to screen and retain the better individuals ac-

cording to the fitness calculation results of each initial population individual. To find bet-

ter individuals, crossover and mutation operations of GA are performed on the selected 

parents to produce better offspring than the parents. The generated offspring also need to 

undergo a new round of fitness evaluation and selection. The designed algorithm takes 

the number of iterations as the criterion for loop termination. When the number of itera-

tions reaches the maximum, the algorithm stops iterating and outputs the optimal indi-

vidual of the group, that is, the optimal feasible solution under the current number of 

iterations. However, the obtained optimal scheduling plan needs to be further adjusted 

according to the supply of prefabricated components, and then the actual optimal sched-

uling plan of the prefabricated construction project can be obtained. In this process, the 

algorithm coding, fitness function, selection operator, crossover operator, and mutation 

operator design are the keys to determine whether the algorithm can be effectively applied 

to solve the prefabricated construction project scheduling problem. 

Start

Mathematical 

model
Constraints

Updatable resource constraints

Design Structure 

Matrix

Scheduling

Objective function Fitness function
Fitness value 

calculation

Initial population

Gen=Maxgen?

No

SelectionCrossoverMutation
New 

generation

Solution

Supply constraints of 

prefabricated components

Pre-relationship 

constraint

Yes

Optimal solution

Random 

priority

End
 

Figure 1. Flow chart of GA for solving the scheduling problem of prefabricated construction  

projects. 

4.2. Genetic Algorithm Design for Scheduling Problem of Prefabricated Building 

4.2.1. Coding 

Coding is a bridge between the algorithm and the research problem. Encoding the 

solution of the problem into a chromosome is a prerequisite for the remaining steps of the 

GA. In the field of project scheduling, how to deal with the logical relationship of activities 

Figure 1. Flow chart of GA for solving the scheduling problem of prefabricated construction projects.

4.2. Genetic Algorithm Design for Scheduling Problem of Prefabricated Building
4.2.1. Coding

Coding is a bridge between the algorithm and the research problem. Encoding the
solution of the problem into a chromosome is a prerequisite for the remaining steps of the
GA. In the field of project scheduling, how to deal with the logical relationship of activities
and effectively generate codes that can deal with the constraints of the predecessors of the
activities are the key and difficult points [64]. At present, the common coding methods in
this field include task list, random key, task priority rule, shift vector and so on. This study
adopted a real-numbered representation of the task list based on priority. For example, a
chromosome p = (1, 2, 3, . . . , n) with n genes, and each gene of the chromosome represents
every activity of the project. This notion means that the project has a total of n activities,
among which activities 1 and n are dummy activities. The gene sequence of chromosome
p is the corresponding activity execution arrangement sequence. In order to facilitate the
algorithm coding and visual analysis of the project, the DSM is introduced as an expression
of the predecessor relationship between activities. DSM is a representation method that
reflects the logical relationship between activities in the form of a matrix. The project
Active On the Node network diagram can be expressed in computer operations through
DSM [65,66]. The scheduling generated in this way not only satisfies the predecessor
relationship constraints of the activity, but also guarantees the randomness of the performed
activities, thereby expanding the space for solution. For example, eight activities are present
in a project. According to the DSM shown in Figure 2, the predecessor activities of activities
2 and 3 are activity 1, the predecessor activities of activities 4 and 5 are activity 2, and so on.

The priority of an activity is set to be randomly generated to ensure the randomness of
the individual. Each activity is assigned a unique activity priority, and the priority values
are not repeated, as shown in Figure 3. In the aforementioned figure, the random priorities
corresponding to the eight activities are 35472186. Activity 6 will be prioritized for execu-
tion, followed by activity 5, to satisfy the predecessor’s relationship, and the remaining
activities can be arranged according to the priority given. Especially for new projects that
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lack historical and empirical data, random priority is more maneuverable. Combining DSM
and random priority can generate an activity list that satisfies the constraint relationship
between activities.
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4.2.2. Fitness Function

In GA, the expression of fitness function determines the direction of population evo-
lution, and the survival ability of an individual generally corresponds to its fitness value.
The mathematical model established in this research is to minimize the project completion
time under the limited renewable resources and the supply constraints of prefabricated
components. Therefore, it is necessary to convert the target value of the construction period
of the problem into a fitness value. The design of the fitness function in this study is shown
in Formula (5).

Fit(j) =
Fitmax − Fitj + w

Fitmax + Fitmin + w
(5)

where, Fit(j) is the fitness function of individual j, which can be used as a criterion to
evaluate the individual’s adaptability; Fitj is the target value of individual j, and the
value is the corresponding project completion time; Fitmax and Fitmin are the maximum
and minimum target values of individuals in the current population, respectively; w is a
positive real number in the interval (0,1). On the one hand, w can ensure that Equation (5)
will not be divided by zero. On the other hand, w can adjust the selection behavior from
fitness proportional selection to pure random selection. In the next section of this study,
the value of w is 0.5.

4.2.3. Selection Operator

The selection operation of GA generally has several methods such as proportional
selection, ranking selection, and elite selection [67]. Roulette is the most commonly used
method among the proportional selection strategies. The idea of the roulette method is
to determine the individual’s choice based on the proportion of each individual’s fitness
value in the population fitness value. The method requires multiple rounds of random
numbers between [0, 1]. The larger the individual’s fitness value is, the more likely it
will be retained under roulette selection. Due to the uncertainty brought by random
operation, the individual with the highest fitness only can be easily eliminated by roulette
selection method. The elite selection method can ensure that the best individuals that have
appeared to date will not be eliminated or destroyed during the algorithm evolution due to
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selection, crossover, and mutation operations. In order to select a better project scheduling
scheme, this study adopts the combination of roulette and elite selection methods for
the design of GA selection operator, as shown in Figure 4. The algorithm divides the
current population individuals (scheduling solution) into two parts. One part directly
copies the contemporary individuals with the highest fitness (current optimal scheduling
solution) to the next generation through elite selection. In the other part, some individuals
were selected by roulette selection method to produce new individuals through crossover
and mutation. The newly generated individuals and the copied individuals form a new
offspring population. The new generation will repeat the selection and iterate until it
reaches the stop standard. The combination of roulette and elite selection methods plays
an important role in enhancing the global convergence ability of traditional GA.
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4.2.4. Crossover Operator

In the field of project scheduling, the design of the GA crossover operator must not
only inherit the excellent characteristics of the parent population, but also ensure that the
newly generated algorithm solution (scheduling scheme) after the crossover is still feasible.
How to ensure that new individuals after the crossover still meet the constraints of the
predecessor relationship between activities is one of the difficulties in algorithm design.
In comparison with the other crossover operators, the Precedence Preservative Crossover
(PPX) does not destroy the predecessor constraint relationship between activities when
performing the crossover operation and ensures the validity of the corresponding solution
of the new offspring. Therefore, this study uses PPX to perform crossover operations. PPX
is composed of randomly generated 1 or 2 values, and the number of values is consistent
with the number of genes in the parent generation. Figure 5 illustrates the process of using
PPX to perform crossover operations. If the corresponding value in PPX is 1, then the gene
of the offspring selects the gene at the corresponding position of the parent 1; otherwise,
the gene at the corresponding position of the parent 2 is selected. In Figure 5, in the newly
generated offspring gene sequencing, the genes corresponding to parent 1 are selected at
positions 1, 4, and 7, and the genes of parent 2 are selected at other positions. Through the
cross-operation of GA, a new activity scheduling scheme can be generated.

4.2.5. Mutation Operator

Similar to the crossover operator, the design of the GA mutation operator also needs
to ensure that the newly generated algorithm solution after the mutation is still feasible.
The difference is that the biggest role of the mutation operator is to prevent the algorithm
from converging locally and to maintain the diversity of the population. The operation
diagram of the mutation operator designed in this study is shown in Figure 6. The mutation
individual (the new scheduling scheme) obtained by this way of operation satisfies the
predecessor relationship constraint. In Figure 6, the gene on chromosome 3 is randomly
selected. The feasible variation space of gene 3 can be obtained by searching for the activity
represented by the gene in DSM, the latest to complete predecessor activity 1 and the
earliest to start follow-up activity 4, which are the loci 2, 3, and 4 between activities 1 and
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4. Then, a new variant individual that satisfies the logical relationship constraint can be
obtained by randomly inserting gene 3 into locus 4.
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5. Computational Experiments
5.1. Tested Instances and Parameter Setting

In this section the single execution mode project scheduling problem data set in
the international general project scheduling standard problem library PSPLIB [68] was
used as a test example to verify the effectiveness of the proposed algorithm. The PSPLIB
question library is generated by the ProGen program under strict parameter control. The
single-execution model project scheduling problem data set consists of four data sets,
namely, J30, J60, J90, and J120, which contain 32, 62, 92, and 122 activities (including start
and end virtual activities), respectively. The four data sets have four types of renewable
resources. Each data set of J30, J60, and J90 has a total of 480 examples, which can be
divided into 48 groups according to the different parameter combinations. Every group
contains 10 problem examples. The J120 data set has a total of 600 examples, which can
be divided into 60 groups, and each group is also composed of 10 problem examples.
The optimal solution of J30 data set was obtained by exact algorithm. J60, J90, and J120
did not yet obtain the optimal solution, but PSPLIB provides the lower bound of the
solution and the best solution at present. These data can be obtained from the website
http://www.om-db.wi.tum.de/psplib/ accessed on 12 April 2021. The problem sets
of J30, J60, and J120 were selected for experimental calculation, and the experimental
results were compared with the other algorithms in recent years. The algorithm in this
section is implemented using Matlab2014a. The operating environment is a computer
with Windows10 system, 8 GB memory, 1.80 GHz CPU frequency, and Intel(R) Core(TM)
i5-8265U processor.

http://www.om-db.wi.tum.de/psplib/
http://www.om-db.wi.tum.de/psplib/
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For the convenience of comparison, the number of generated scheduling schemes was
set to 50,000, and the algorithm related parameters were set as shown in Table 2. Pop_size
represents the size of the population, Max_gen is the maximum number of iterations of the
algorithm, Pc represents the crossover probability, and Pm represents the mutation probability.

Table 2. Algorithm parameter setting.

Parameters Pop_Size Max_gen Pc Pm

J30 100 500 0.8 0.01
J60 100 500 0.8 0.01

J120 50 1000 0.8 0.005

5.2. Experimental Results
5.2.1. Evaluation Method

This study adopts the most widely used evaluation method for the three types of test
sets J30, J60, and J120, to determine the deviation of the designed algorithm solution from
the (approximate) optimal solution of a given test problem. This method was proposed by
Kolisch [69], as shown in Equations (6) and (7). According to the evaluation standard, the
average deviation between the optimal solution obtained by the algorithm and the exact
solution of the problem set (given the lower bound solution) or the length of the critical
path is taken as the standard to measure the performance of the algorithm. The lower the
average deviation rate, the better the performance of the algorithm.

Ave_DeV_lb =
∑n

i=1
Makespani − lbi

lbi

n
(6)

Ave_DeV_mpm =
∑n

i=1
Makespani − mpmi

mpmi

n
(7)

where, Makespani means the objective value of an optimal solution of example i in the
test problem set by algorithm; lbi means the known lower bound solution of example
i; mpmi means the solution of example i obtained by CPM; n represents the number of
examples contained in the test problem set; Ave_DeV_lb and Ave_DeV_mpm represent the
average deviation rate between the optimal solution obtained by the algorithm and the
lower bound solution or the critical path solution, respectively.

5.2.2. Results

Three subproblem sets of J30, J60 and J120 were selected for numerical experiments,
48 examples were randomly selected from the J30 and J60 question sets, and 60 examples
were randomly selected from the J120 question set for algorithm testing. Table 3 shows the
calculation results of the J30, J60 and J120 test cases using the GA proposed in this research.

Table 3. Optimization results of PSPLIB instance.

J30 (%) J60 (%) J120 (%)

Avg_DeV_lb Avg_DeV_lb Avg_DeV_mpm Avg_DeV_lb Avg_DeV_mpm
0.00 2.23 9.32 9.61 30.16

The performance of other excellent algorithms in the J30, J60 and J120 data sets in
recent years is compared to illustrate the effectiveness of the algorithm. In previous studies,
the effectiveness of the algorithm was mostly measured by calculating the deviation rate
between the optimal solution and the solution of the CPM. The comparison of the average
deviation of the algorithm is shown in Table 4, except for J30 which is measured by the
Avg_DeV_lb standard, J60 and J120 are measured by the Avg_DeV_mpm standard. The
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symbol “_” in the table indicates that the corresponding index results were not available in
the original text.

Table 4. Comparison of the average deviation between the proposed algorithm and the other algorithms.

Algorithms J30 (%) J60 (%) J120 (%)

GA [This work] 0.00 9.32 30.16
MA(2020) [70] 0.00 10.55 31.12

SS-FBI(2018) [71] 0.00 10.58 31.16
COA(2017) [72] 0.00 10.58 31.22

Heuristic(2017) [73] 0.03 10.91 32.52
GA-part(2017) [74] 0.01 10.71 31.81

ACO-CRO(2017) [75] _ 11.40 26.51
H-RPSO(2016) [76] 0.01 10.11 30.25
ReVNS(2016) [77] 0.00 10.88 32.21
MAOA(2015) [78] 0.01 10.64 31.02
MJPSO(2014) [79] 0.02 10.85 32.40

PSO-HH(2014) [80] 0.01 10.68 31.23
GA-MBX(2013) [81] 0.00 10.65 31.30

HGA(2013) [82] 0.01 10.63 30.66
Art.Imm.Alg(2011) [83] 0.00 10.55 31.48

JPSO(2011) [84] 0.04 11.00 32.89
ACOSS(2010) [85] 0.01 10.98 30.56
DBGA(2007) [86] 0.02 10.68 30.69

Table 4 illustrates that the average deviation rate increases as the scale of the problem
increases, which indicates that the difficulty of solving the problem gradually increases
with the scale increase. The average deviation rate of the algorithm proposed in this study
in the J30, J60 and J120 problem sets are 0.00%, 9.32% and 30.16%, and the rankings are,
respectively, the first, the first and the second in the compared algorithms. The J30 problem
set has been accurately solved. In the previous research, many scholars’ algorithms have
been able to achieve a test accuracy of 0.00%. The performance of the algorithm proposed
in this study on the J30 test case shows that the algorithm is effective and has certain
advantages in solution stability and accuracy. The performance of the J60 test case further
shows that the proposed algorithm still has high solution accuracy and stability in solving
medium-scale resource-constrained project scheduling problems. The results on the J120
test case show that the proposed algorithm is still effective and relatively stable when
solving large-scale solutions. Figure 7 shows the average computing time performance of
the algorithm on the J30, J60, and J120 problem sets. It can be seen from Figure 7 that the
calculation time of the proposed algorithm of the research increases approximately linearly
with the increase in project activities. The algorithm in this study is more efficient in terms
of time compared with the other algorithms that have exponentially increasing computing
time [80,87,88]. Therefore, the algorithm has more advantages in solving large-scale project
scheduling problems.

The analysis of the above results indicated that the proposed algorithm shows a good
computing performance in small and medium-scale problem sets or large-scale problem
set tests. The algorithm has more stable and efficient advantages in solution quality and
calculation time. The main reason is that in the design of GA, DSM and random priority are
used to generate the initial population for ensuring that the initial individuals (the activity
sequence of project scheduling) satisfy the constraints of predecessor logical relationship.
In the genetic evolution operation of the algorithm, the design of the crossover operator and
the mutation operator in this study ensures that the newly generated offspring conforms
to the constraints of a predecessor logical relationship. In contrast with the method of
randomly generating a certain number of population in some literature, then selecting
better individuals to enter the initial population, and even screening out the infeasible
solution after genetic operation, the method adopted in this study reduces the generation of
infeasible individuals to a large extent, reduces the search space and improves the efficiency
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of operation. In addition, in the design of the selection operation, the proposed algorithm
applies an elite strategy based on the roulette method, which ensures that the optimal
individual is not eliminated, and enhances the global convergence ability of the algorithm.
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6. Case Study
6.1. Project Description

For verifying the practicability of the proposed algorithm in solving practical engi-
neering problems, this section applies the designed GA to the project scheduling problem
of actual engineering cases. The selected case is adapted from the study of Wang and Lian,
and it is used to analyze the trade-off between the duration and the robustness of a multi-
mode prefabricated construction project [23]. The project is a new prefabricated industrial
plant in Shaanxi Province, China. The prefabricated structure of the whole production
building is divided into three areas, and each area is divided into two construction sections.
According to the research objective of this study, the case is designed as a single mode
project with a total of 25 activities, taking one area of the project as the analysis object. The
project is constrained by three renewable resources, namely, manager R1, available lifting
equipment (crane and flatbed truck) R2, and labor (crane driver, installation personnel,
drilling personnel, and grouting personnel) R3. The maximum daily supply of renewable
resources R1, R2, and R3 are 8, 36, and 18, respectively. Activities 1 and 25 are dummy
activities that do not consume any time and resources. Table 5 provides for the specific
information of the project.

6.2. Simulation Results

In this section, the project scheduling mathematical model established in Section 3
and the GA proposed in Section 4 are used to optimize the duration of the case. The
relevant parameters of the algorithm are set as follows: population size = 40, maximum
number of iterations = 100, crossover rate = 0.9, mutation rate = 0.03, and w = 0.5. Under
normal circumstances, the prefabricated components required for project construction will
be timely delivered to the site before the start of the activity to ensure the smooth progress
of on-site assembly and construction. Generally, on-site construction arrangements are the
leading factor, which governs the production and transportation arrangements of factory
prefabricated components [89]. Wang and Lian’s research was based on the analysis on
the assumption that the prefabricated components arrived on time [23]. However, delays
in the delivery of prefabricated components are not rare in the construction process of
prefabricated construction projects, which is also an important reason for the deviation of
the project schedule [90]. Therefore, the case study in this section will be analyzed from the
two situations of on-time supply and delayed supply of prefabricated components.
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Table 5. Project activity information.

Activity Activity Number Predecessor Duration/Day R1 R2 R3

Starting 1 - 0 0 0 0
Construction preparation 2 1 1 6 0 0

Plant bolt of A 3 2 1 2 0 6
Column lifting of A 4 3 3 2 24 6

Mounting bracing of A 5 4 1 3 0 4
Grouting of A 6 4 1 2 0 4

Single beam lifting of A 7 5, 6 2 2 24 6
Beam protection of A 8 7 1 2 0 4

Lattice beam lifting of A 9 8 2 3 24 8
Sleeve, bolt connecting of A 10 9 2 3 0 8

Gluing and grouting of A 11 10 1 3 0 6
Plywood hoisting of A 12 11 2 2 24 8
Concrete pouring of A 13 12 1 4 0 4

Plant bolt of B 14 2 1 2 0 6
Column lifting of B 15 14 3 2 24 6

Mounting bracing of B 16 15 1 3 0 4
Grouting of B 17 15 1 2 0 4

Single beam lifting of B 18 16, 17 2 2 24 6
Beam protection of B 19 18 1 2 0 4

Lattice beam lifting of B 20 8, 19 2 3 24 8
Sleeve and bolt connecting of B 21 20 2 3 0 8

Gluing and grouting of B 22 21 1 3 0 6
Plywood hoisting of B 23 11, 22 2 2 24 8
Concrete pouring of B 24 23 1 4 0 4

Ending 25 13, 24 0 0 0 0

In the case that the prefabricated components can supply on-site construction re-
quirements on time, the optimal activity sequence of the project is obtained by using the
algorithm as [1 2 14 3 4 15 17 6 5 16 7 18 8 9 19 10 11 12 13 20 21 22 23 24 25]. The Gantt
chart and resource consumption distribution chart of project scheduling are shown in
Figures 8 and 9, respectively. Figure 8 shows that under the condition of punctual supply of
prefabricated components, subject to the constraints of three limited renewable resources,
the maximum completion time of the project is 22 days. During the project construction,
the resource allocation is well-distributed under this scheduling arrangement (Figure 9).
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nents. manager R1, available lifting equipment (crane and flatbed truck) R2, and labor (crane driver,
installation personnel, drilling personnel, and grouting personnel) R3.

On the other hand, considering the situation that prefabricated components cannot
supply on-site construction requirements on time, the optimal sequence of activities is
still [1 2 14 3 4 15 17 6 5 16 7 18 8 9 19 10 11 12 13 20 21 22 23 24 25]. We assume that the
prefabricated components required for the construction of activity 9 are delayed by 2 days.
Originally planned to start on the 12th day, activity 9 needs to be adjusted to start on the
14th day at the earliest. The delay of activity 9 will have a certain effect on the schedule
of the subsequent activities, and the unexecuted activities need to be readjusted. The
updated project scheduling Gantt chart and resource consumption distribution diagram
are shown in Figures 10 and 11. Figure 10 demonstrates that in the event that the delivery
of the prefabricated components required in activity 9 is delayed by 2 days, the maximum
completion time of the project is delayed by 24 days. Activities 10, 11, 12, 13, 20, 21, 22,
23, and 24 all delayed the start time compared with the schedule in Figure 8. Especially
for activity 20, even if all its predecessors have been executed on the 13th day, due to
the constraints of renewable resources, activity 20 has to wait until the 16th day to start
work. It is worth noting that due to the rescheduling of the delayed delivery of the
prefabricated components, according to Figure 11, the resource consumption of 0 occurred
on the 14th day. The project manager needs to pay attention to this situation. It is necessary
to focus on the losses caused by the delayed delivery of prefabricated components and
make timely adjustments. In addition, according to the resource consumption distribution
maps in Figures 9 and 11, project managers can predict the peak point of project resource
usage and take the corresponding preventive measures to avoid project delays caused by
resource allocation.
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manager R1, available lifting equipment (crane and flatbed truck) R2, and labor (crane driver,
installation personnel, drilling personnel, and grouting personnel) R3.

7. Conclusions

A prefabricated building has the advantages of rapid construction, clean and en-
vironmental protection, which is the main way to realize the development of building
industrialization in the future. Unreasonable project scheduling plans will make it difficult
to implement on-site assembly activities as planned. This is likely to lead to failure of prefab-
ricated construction projects and affect project performance. At present, project managers
usually only make time schedules based on their experience, which has a great subjectivity.
In addition, since the prefabricated components of the prefabricated construction project
need to be manufactured in the factory, for a reasonable prefabricated construction schedul-
ing plan, the supply of prefabricated components needs to be considered in particular while



Appl. Sci. 2021, 11, 5531 18 of 21

considering general constraints such as activity priority and renewable resources. However,
traditional scheduling methods are difficult to directly apply to the scheduling research
of prefabricated buildings. Accordingly, this research proposes an optimization model
for prefabricated construction project scheduling based on the characteristics of assembly
construction. In view of the shortcomings of traditional GAs, a corresponding genetic
operation improvement design is carried out. The designed GA used PSPLIB data sets J30,
J60 and J120 for experimental calculation, and their average deviations are 0.00%, 9.32%
and 30.16%, respectively. Compared with some algorithms in recent years, the proposed
algorithm has advantages in accuracy and stability. Furthermore, the proposed model
and algorithm were applied to practical engineering cases. The application results also
show that the proposed project scheduling model and algorithm are practical and effective.
The research results will help project managers formulate reasonable prefabricated-type
project scheduling arrangements and implement effective decision-making arrangements,
including schedule arrangements and resource allocation under resource constraint and
the supply constraint of prefabricated components. Compared with previous studies,
this study provides a prefabricated building project scheduling optimization model that
can consider the supply conditions of prefabricated components, which can better reflect
the actual construction situation of prefabricated buildings and meet the needs of project
scheduling arrangements. In the future research, the proposed single-mode resource
constrained prefabricated construction project scheduling optimization model and the de-
signed GA may be extended to other interesting project scheduling problems in the field of
prefabricated construction engineering. Such as stochastic activity duration and multimode
resource constrained prefabricated construction project scheduling problem. Furthermore,
we consider multiple conflicting objectives of the project, including minimizing completion
time and cost. In practical application optimization, it is worth studying and interesting to
extend the proposed model and algorithm to analyze these real cases.
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