W) Check for updates

Polar Stratospheric Clouds: Satellite Observationsrocesses, and Role in Ozone
Depletion

. Tritscher!, M. C. Pitts?, L. R. Poolé, S. P. Alexandet, F. Cairo®, M. P. Chipperfield®, J.-
U. Groof3!, M. Hopfner’, A. Lambert® B. P. Luc@, S. Molleker!®, A. Orr1%, R. Salawitch?,
M. Snel$, R. Spang, W. Woiwodé€/, and T. Petef

Forschungszentrum Jiilich, Institut fur Energie tichaforschung, Stratosphére, IEK-7,
Julich, Germany.

2NASA Langley Research Center, Hampton, VirginiaAJS
3Science Systems and Applications, Inc., Hamptorgikia, USA.
4Australian Antarctic Division, Kingston, TAS, Ausatia.

SIstituto di Scienze dell’Atmosfera e del Clima, Renitaly.
8School of Earth and Environment, University of LeedK.

’Institute of Meteorology and Climate Research, aithe Institute of Technology, Karlsruhe,
Germany.

8Jet Propulsion Laboratory, California InstituteTafchnology, Pasadena, CA, USA.
®ETH Zurich, Institute for Atmospheric and Climatei&ce, Zurich, Switzerland.
Max Planck Institute for Chemistry, Mainz, Germany.

HBritish Antarctic Survey, NERC, Cambridge, UK.

2University of Maryland, College Park, MD, USA.

Corresponding authors: Michael Pittsi¢hael.c.pitts@nasa.gov)
Ines Tritscheri fritscher@fz-juelich.de

ey Points:

* We provide a new vortex-wide climatology of poltnagospheric cloud occurrence and
composition based on 2tentury satellite data.

» We review advances in understanding cloud formatioarole of dynamical processes,
and heterogeneous chlorine activation.

* We highlight improvements in techniques for pararieing polar stratospheric clouds
and their effects in global models.

This article has been accepted for publication and undergone full peer review but has not been through
the copyediting, typesetting, pagination and proofreading process, which may lead to differences between
this version and the Version of Record. Please cite this article as doi: 10.1029/2020RG000702.

This article is protected by copyright. All rights reserved.


https://doi.org/10.1029/2020RG000702
https://doi.org/10.1029/2020RG000702
http://crossmark.crossref.org/dialog/?doi=10.1029%2F2020RG000702&domain=pdf&date_stamp=2021-04-04

Abstract

Polar stratospheric clouds (PSCs) play importalesrin stratospheric ozone depletion during
winter and spring at high latitudes (e.g., the Actia ozone hole). PSC particles provide sites for
heterogeneous reactions that convert stable cleloggservoir species to radicals that destroy
ozone catalytically. PSCs also prolong ozone depldiy delaying chlorine deactivation through
the removal of gas-phase Hhl@nd HO by sedimentation of large NAT (nitric acid trilrgte)

and ice particles. Contemporary observations bygfiaeeborne instruments MIPAS (Michelson
Interferometer for Passive Atmospheric Sounding)SMMicrowave Limb Sounder), and
CALIOP (Cloud-Aerosol Lidar with Orthogonal Polaaition) have provided an unprecedented
polar vortex-wide climatological view of PSC ocance and composition in both hemispheres.
These data have spurred advances in our undensgpoidP SC formation and related dynamical
processes, especially the firm evidence of widespheterogeneous nucleation of both NAT
and ice PSC particles, perhaps on nuclei of mateariigin. Heterogeneous chlorine activation
appears to be well understood. Reaction coeffisientin liquid droplets have been measured
accurately, and while uncertainties remain for tieas on solid NAT and ice particles, they are
considered relatively unimportant since under ncosditions chlorine activation occurs on/in
liquid droplets. There have been notable advantései ability of chemical transport and
chemistry-climate models to reproduce PSC temspatial distributions and composition
observed from space. Continued spaceborne PSCvalises will facilitate further

improvements in the representation of PSC processgiebal models and enable more accurate
projections of the evolution of polar ozone anddlabal ozone layer as climate changes.

Plain Language Summary

Polar stratospheric clouds (PSCs) occur duringeviand early spring in the polar stratosphere,
when temperatures are low enough to enable cloudafiion despite the extremely dry
conditions. Ground-based PSC sightings date bathettate 18 century, but they were little
more than a scientific curiosity until the discoyef the Antarctic ozone hole in 1985. Soon
thereafter, it was shown that PSCs play a cruoialin converting stable halogen (mainly
chlorine) species of anthropogenic origin into te@cgases that rapidly destroy ozone.
Considerable progress was made over the next teadés in quantifying these processes
through laboratory studies, field campaigns, amdtéd spaceborne observations. We are now
reaping the benefits of new PSC observations dneeehtire polar regions from three
complementary Zlcentury spaceborne instruments. This paper reviegse instruments and
highlights new findings on PSC occurrence and caitipn. These datasets have also triggered
advances in understanding how PSCs form and thesimde of atmospheric dynamics, as well
as improvements in how detailed cloud processeampeximated in global models. This will
ultimately lead to better predictions of how quickhe stratospheric ozone layer will recover
from human influence as global climate changebénfaiture.
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1 Historical Overview

There has been a continuing stream of discovebestaolar stratospheric clouds
(PSCs) from the first sightings in the laté"k®ntury to contemporary satellite measurements
during the 2% century! While PSCs had been a colorful, fascinating arssidy mysterious
phenomenon for the public, and an interesting dradlenging research topic for scientists, they
remained a meteorological curiosity, occurring raty and not thought to be harmful in any
way. The interest in PSCs changed dramatically #&feesurprising discovery of the Antarctic
ozone hole in the 1980s, when it was hypothesizatithe clouds might provide the link
between anthropogenic chlorine and polar ozone wtdgin.

At the time of the discovery of the ozone hole @&svknown that anthropogenic chlorine-
containing compounds—the chlorofluorocarbons (CFa®d been emitted in large amounts
into the atmosphere, leading to an almost six-ioddease in stratospheric chlorine loading by
1985 compared to pre-industrial times (WMO, 2018}the troposphere, CFCs are very stable
and long-lived. It was known that they are destdolyg photolysis in the stratosphere, and that
the released chlorine could deplete ozone throaghphase reactions (Molina and Rowland,
1974). However, this ozone depletion would occumprily under sunlit conditions at low
latitudes and would mainly affect the upper strpb@se (30-50 km), not the lower stratosphere,
where the bulk of the ozone resides. Thus, theadv@epletion was expected to be 5-10%. If this
were correct, how could reactions involving chlerlme responsible for the ozone hole, under
conditions with little insolation, destroying a raaportion of the Antarctic ozone layer?

The hypothesis of PSCs’ role in polar ozone destrnavas twofold: first, that PSCs
would host heterogeneous chemical reactions on plaeiicle surfaces to activate chlorine, i.e.
transforming it from relatively inert forms into @ze-destroying forms; second, that PSC
particles would act as scavengers of reactive gginpwhich can then no longer serve to
deactivate the chlorine. Because PSCs occur aidds comprising the bulk of the ozone layer,
the activated chlorine can destroy a significanbant of ozone. Polar vortex-wide observations
by the contemporary spaceborne instruments MIPABH&Ison Interferometer for Passive
Atmospheric Sounding), MLS (Microwave Limb Soundand CALIOP (Cloud-Aerosol Lidar
with Orthogonal Polarization), a central part astreview paper, have brought about a
comprehensive and clearer understanding of PS@bkpat temporal distributions, their
conditions of existence, and the processes thradmth they impact polar ozone.

1.1 Pre-satellite Era

In the years 1883-1886, the readerdlaturehad the pleasure of following a vivid
controversy between those who had observed anappanew type of cloud and “non-
observers” or non-believers (Dieterichs, 1950). WHaad happened? Clouds of peculiar shapes
in brilliant colors had been observed all over Engl: “cirrocumulus fleeces became lighted up
with a pink and then with a deep red colour... Ayygeculiar greenish and white opalescent haze
... and shone as if with a light of its own..." (Reks1883). What the readers Maturedid not
know was that a Norwegian meteorologist had alreahypared the clouds with the colors of
mother-of-pearl (Reusch, 1882). About a decade, ltite terms “mother-of-pearl clouds” or
“nacreous clouds” were suggested as scientificggiohn, 1895). The acronym “PSCs” was

I There are many important and detailed steps idigwvery and understanding of PSCs that areevigwed here
in their entirety. Supplement 1 provides a chrogial list of more than fifty of the more importas¢velopments,
and some citations missing here might be mentioméuis supplement.
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introduced only with the advent of satellite measuents (McCormick et al., 1981; 1982).
Indeed, the existence of the stratosphere itsedfive known until 1902, and only thereatfter it
became clear that the clouds we now call PSCaatesistratosphere. In a series of papers, the
Norwegian mathematician and astrophysicist Cantrség determined their altitude, particle
size, and temperature (Stgrmer, 1929; 1932a,b;)188%re 1 shows: (a) a photograph of PSCs
by Starmer from January 1929; (b) his method ofmheining their altitude; and (c) a modern
photograph of PSCs over Finland in February 20Efoi® the advent of photography, there
were only sketches and paintings, possibly sudiasch’s “The Scream” (Figure 1d; Fikke et
al., 2017; Prata et al., 2018). The clouds seemeeain motionless at high altitude despite
strong FOhn winds on the ground (Stgrmer, 1948j)chwivas explained soon thereafter by
Dieterichs (1950) in terms of the formation angpiag of the clouds by lee waves downstream
of the Scandinavian mountain range. He interpraeteding clouds as break-off lee wave clouds
drifting with the overall air flow, while small miains could simply be related to changes in the
guasi-stationary wave system, ideas that were goall quantitatively more than 50 years later
by high-resolution meteorological models (Dhaniyetlal., 2002; Fueglistaler et al., 2002a).

A global stratospheric aerosol layer was discovared®60 when Christian Junge
launched balloons from Sioux Falls (South Dakot8AYand Hyderabad (India) and found
submicron particles in a layer between the tropspaund about 35 km altitude. These looked
like liquid droplets composed of sulfuric acid amdter, formed by the chemical transformation
of sulfur-containing gases. This led to the notwbrA World-wide Stratospheric Aerosol Layer”
(Junge et al., 19614, b).

A report on PSC sightings (Stanford and Davis, 1%8ted 156 observations during the
century from 1870 to 1972. Thus, observational evgd was growing, but there were a number
of open questions by the dawn of the satellite®ea Toon and Farlow, 1981): Do these clouds
consist purely of water ice? Do they interact with stratospheric #Qs-H20 particles in the
Junge aerosol layer? Does ice nucleate in thesxiptig droplets, and if so, how? Is there
enough water vapor and are temperatures low en@ughin the crests of lee waves, to trigger
formation of the clouds?

1.2 Early Satellite Measurements

For PSCs, the satellite era begins with SAM Il d&tspheric Aerosol Measurement Il), a
single channel (1im wavelength) solar occultation photometer onbélaedNimbus 7 satellite
that collected data from October 1978 to DecemB8B1SAM Il measured vertical profiles of
aerosol and cloud extinction at latitudes rangnognf about 64° at the solstices to about 80° at
the equinoxes in both hemispheres, making it ittgadPSC observations. The initial SAM I
results from 1978/79 were intriguing, showing wititaee PSCs to be strongly associated with
low temperature and much more prevalent in the ititathan in the Arctic, increasing the
Antarctic stratospheric optical depth in a distimanner for a period of about three months
(McCormick et al., 1981). As the data record leegtd, it revealed a high level of annual
regularity in Antarctic PSC activity, with sharpcneases in stratospheric optical depth beginning
each June and ending in September (McCormick,e1@93). Similar to a heartbeat, the maxima
were followed by peculiar minima in October, possi cleansing of the air due to scavenging
of aerosol by sedimenting large PSC patrticles. Atoéic showed a similar annual cycle, though
with much less pronounced wintertime maxima inagtdepth and no end-of-winter minima,
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with high interannual variability and more obviquerturbations due to volcanic eruptions, such
as that of EI Chichon in 1982.

SAM Il was a game changer in terms of PSCs, transfg our observational database
from sporadic, weather-dependent glimpses made tinersurface into a multi-year climatology.
The instrument showed excellent sensitivity, withi¢al extinction enhancements under PSC
conditions of 1-2 orders of magnitude above baalgdo While this was great progress, little
attention was paid to the fact that this extinciimrease was actually relatively small compared
to that expected from ice clouds, and that thenetitin increase seemed to persist up to several
degrees above the frost poiii.§). Were the observed extinctions actually conststeth pure
ice PSCs that were confined to small cold regi@astered across the satellite field-of-view? Or
were the faint events hinting that there were breeale, optically thinner PSCs whose
composition (see Table 1) was something other iteth These questions were asked and
answered only after the discovery of the ozone (ibd®n et al., 1986).

Table 1: PSC Composition

In this review, “PSC composition” is used as an gt term to classify PSC chemical
components, waters of crystallization, particlegghatates, and states of external and interpal
mixing.

(1) Chemical species PSC chemical species include stratospheric sulagid aerosols
(SSA, BSOs-H20) or supercooled ternary solution (STSSKEu-HNO3-H20) droplets,
nitric acid trihydrate (NAT, HN®' 3H.0), other hydrates of HN{»r H.SQs, H-0 ice,
or mixed ensembles of any of these. There are taweth respect to chemical
speciation in the context of remote sensing. MIRg:cts the IR spectral signature |of
small (radius < 2 um) NAT particles, but most otfemote observations do not
provide direct chemical information. However, basedur theoretical and laboratony-
based understanding of stratospheric species, R&@ical speciation can be inferred
from lidar backscatter data; e.g. onlyQHice can explain large backscatter
magnitudes, and only SSA or STS droplets can explan-depolarized backscsatter
signals. This is the basis for the PSC compositlasses used throughout this paper.

(i) Waters of crystallization —Laboratory experiments have shown crystalline HNO
hydrates, in particular NAT and nitric acid dihytlrdNAD, HNG:* 2H20), to be
possible constituents of solid phase PSC patrtidles.stratospheric stability regions
NAT and NAD overlap, and both have been shown tstéx different (so-calledr
andp) forms and sulfuric acid tetrahydrate (SAT23@* 4H>0) to be possible
constituents of solid phase PSC particles. Howewdy, NAT has been detected by
balloonborne mass spectrometry, and ghNAT has been identified by satellite-
borne IR spectrometry (MIPAS). Crystalline hydradé$-SQs might also exist in the
stratosphere, but laboratory experiments have shbeinformation to be kinetically
suppressed. Therefore, in this paper, while NAD athér hydrates cannot be
completely excluded under stratospheric condititimsiy existence is not likely, and
we use “NAT” as an umbrella term for HN©ontaining hydrates.

f

(@)

(i)  Phase state The phase state of PSC particles can be inferosd frolarization-
sensitive lidar measurements due to the fact thiatspherical crystals depolarize the
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backscattered light, whereas spherical dropletsgpve the initial linear polarization of
the laser light.

(iv)  External mixtures — PSCs are typically externally mixed, i.e. are migtuof particles
with different chemical speciation, such as ligBi8A or STS droplets, NAT, and/or
H20 ice. For example, when NAT nucleates in an engewitdiquid droplets, some
droplets are converted to NAT crystals, while NAGed not nucleate in other droplets
in the ensemble. The resulting external mixturgaios particles of different chemica
speciation (NAT and SSA or STS) and different pretage (solid crystals and liquid
droplets). Correspondingly, this example is terméNAT mixture” in this paper.

(v) Internal mixtures — When NAT nucleates in an STS droplet, it is noacke priori
what will happen with the $Qs in the solution. Most likely, the 43Oy is repelled
from the growing NAT crystal, i.e. sulfate ionsystan the surface of the NAT patrticle
either as a thin liquid ¥0s-H20 coating, or form solution islands, or nucleate an
H>SQOy hydrate crystal. In any case, the resulting NATipke is internally mixed with
a minor BSQsi-H>O component. Similarly, nucleation of ice in an S¥8plet leads to
an ice particle internally mixed with a minor comgat containing HN@and BSQy
in liquid or hydrate form. While solid PSC partislare internally mixed, the minor
components are so small that they are chemicatyadiatively negligible, i.e. NAT-
(H2SOs-H20) is simply called “NAT”.

v

1.3 The years after discovery of the ozone hole

In 1985, Joe Farman and colleagues (Farman @i9&5) reported a discovery that
caused disbelief among experts and anxiety in tbader public: strong ozone losses over
Antarctica, recurring each September, a phoneomktentermed the “ozone hole.” Farman et
al. explained that the ozone loss was caused Iyapugenic chlorine, which was first emitted
as CFCs, then was transformed in the atmospheraative chlorine that destroyed ozone above
Antarctica. Later it became clear that their bg&imt, namely anthropogenic chlorine as cause
of this phenomenon, was correct, even though teenadal mechanism they suggested was not.
The correct mechanism was related, at least in fwahteterogeneous chemical reactions on the
surfaces of PSC particles. In a publication onlg gear after Farman’s discovery, Susan
Solomon and coworkers showed that homogeneougplgese) chemistry could not explain the
observed ozone loss. They argued that PSCs arng@eueature of the extremely cold
conditions in the polar lower stratosphere, presaynaroviding a reaction site for
heterogeneous chemical reactions. Solomon et@86{1specifically suggested the
heterogeneous reaction between HCI and Cl@akdivated the chlorine, which would then
destroy ozone. At the time, this was a bold hypgithes it demanded two relatively inert
chlorine reservoir gases, HCI and CION@ react with each other, catalyzed by the ictasaes
in PSCs. In the end, this hypothesis would be fodigfirmed.

Heterogeneous chemistry had to this point beereotasgl, or rather was perceived as a
nuisance in work on chemical kinetics, as resatdhibmogeneous gas phase reactions could be
compromised by heterogeneous reactions on reaetits. Whe suggestion by Solomon et al.
(1986) released a wave of investigations into loggemeous chemistry spanning the period from
then until 2000. In a number of laboratories, @ction kinetics of CIONg) HOCI, and NOs
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were measured on solid stratospheric materiatg,dim HO ice, then also on NAT and other
hydrates of HN@and BSO; with and without HCI-doping (e.g., Hanson and Rhgnkara,
1991; Abbatt and Molina, 1992a,b). Later, measurgmen HSQ:-H-O and HSQ-HNOs-H>0O
solutions were added (e.g., Zhang et al., 1994yt al., 1995; Ravishankara and Hanson,
1996).

In addition to direct heterogeneous chlorine atiivg there are also PSC microphysical
processes that promote polar chlorine activatiahcaone loss. Based on thermodynamic
considerations, Toon et al. (1986) argued that klINg@rates, among them NAT, existed at
temperatures aboviece and would lead to optically thinner PSCs (by corsileg only some parts
per billion of stratospheric HNversus some parts per million of stratosphes® h the case
of ice). This could explain why PSCs observed bywSIAseemed too optically thin and
occurred at too high temperatures to be ice. Furthis would lead to significant denoxification
(conversion of NQto HNGs) or even denitrification (removal of HNGrom the stratosphere by
gravitational settling of hydrate particles), whiebuld disable the deactivation of chlorine by
NOx. Using chemical box modeling, Crutzen and Arndlél86) showed that this would indeed
enhance chlorine activation. All these processeterbgeneous chlorine activation on PSC
surfaces, denoxification, and denitrification, adlvas dehydration by sedimenting ice particles,
were later shown to affect polar ozone depletiee Section 5).

While the long limb-viewing path of SAM Il could hprovide conclusive evidence for
two classes of PSC particles, Arctic airborne lisk@asurements revealed the signature of small
solid particles above&ice, likely NAT, called “Type-1 PSCs”, and larger pelés, likely HO ice,
called “Type-2 PSCs” (Poole et al., 1988; Poole BioCormick, 1988). Subsequent mass
spectrometric laboratory measurements of NAT vapessures (HN&and HO) proved that
under stratospheric conditions NAT could indeedeat temperatures up to 7 K abdve
(Hanson and Mauersberger, 1988). The verificatiddAT in PSCs in the atmosphere would
occur some twelve years later with balloon-bornasrspectrometry (Voigt et al., 2000). A
combined analysis by Toon et al. (1990) of lidackszatter ratios and depolarization ratios
revealed that there are actually three PSC typgse-P for ice, Type-1a for non-spherical NAT
particles (depolarizing), and a third “Type-1b”, ialinwas of unknown composition at that time,
but basically consisted of spherical or almost sphk(non-depolarizing) particles with radii
~0.5um. In situ airborne measurements of size distridmgiand particle growth in Arctic PSCs
as function of temperature aboVe: (Dye et al., 1992) coupled with thermodynamic niiode
of electrolytic HNQ-H>SQs-H-0 solutions (Carslaw et al., 1994) provided evideiinat the
“Type-1b” particles were liquid STS droplets. Themtification of Type-1b as liquid STS
droplets was supported by laboratory experimentsvsiy that stratospheric binary and ternary
solutions remained liquid to temperatures aboutlelOwTice, where they crystallized after ice
nucleated homogeneously (Koop et al., 1995).Thesiflaation of PSCs in three pure categories
as Type-1a, Type-1b and Type-2, though still welbkn, has become outdated and is no longer
recommended, since these “types” are known to b&,NA'S, and ice.

1.4 The golden era of satellite PSC observations

While SAM II provided an unprecedented PSC climagglfor the Arctic and the
Antarctic, its measurements on any particular dayewestricted to the latitude at which the
solar occultation occurred (i.e., they did not sgrenpolar vortex) and they did not help to
distinguish PSC composition. The SAM Il climatologgs later extended and improved using
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data from the solar occultation instruments Polzor®@ and Aerosol Measurement (POAM) Il
and Il and Stratospheric Aerosol and Gas Experin(®AGE) Il (Fromm et al., 1997, 1999,
2003). Related papers by Strawa et al. (2002) adeRet al. (2003) showed that using two-
wavelength solar occultation extinction data gadeitgonal, but again spatially limited
information on PSC composition. Valuable informatan PSC composition and PSC-related
processes, e.g. denitrification and dehydratiors &so provided by analyses of data from the
Improved Stratospheric and Mesospheric SounderMISY Cryogenic Limb Array Etalon
Spectrometer (CLAES), and a first-generation ML8aard the NASA Upper Atmospheric
Research Satellite (e.g., Taylor et al., 1994, Mastsal. 1997; Santee et al., 1995).

We are now reaping the benefits of a “golden agédmg-term, polar-vortex wide PSC
observations by three spaceborne instruments thaide fundamentally different, but
synergistic information on PSCs. MIPAS, which opedaonboard the European Space Agency
Envisat satellite from July 2002 to April 2012, leated IR spectra in a limb-viewing mode,
from which PSCs can be detected and their compasttientified NAT spectroscopically
(Hopfner, 2004; Spang et al., 2005). A second-gareT MLS, which has been operating since
2004 onboard the NASA Aura satellite, detects specbpically the presence of many gaseous
species in its field of view, including the PSCquesor gases HNSand HO (Lambert et al.,
2012). CALIOP, which has been operating since 2fil§oard the joint NASA-CNES
environmental satellite CALIPSO (Cloud-Aerosol Lidad Infrared Pathfinder Satellite
Observations), measures backscatter from atmogphemsols and clouds, including PSCs
(Pitts et al., 2007). CALIOP provides very high tsalaand vertical resolution profiles of PSCs as
well as indirect information on PSC compositionthg presence or absence of changes in the
initial polarization state of the laser beam. R@@ checks and comparisons against data from
MIPAS and MLS have enabled the verification ande@crimplementation of the CALIOP PSC
composition classification scheme, and the comlmnaif data from the three sources have
fundamentally improved our quantitative knowled@§®8C spatial and temporal distributions
and composition.

Section 2 of this paper deals extensively with ltsftom MIPAS, MLS and CALIOP
and the resulting better understanding of PSCildigtons and composition. Section 3 details
our understanding of nucleation pathways of sof€CPparticles, where significant progress has
been made in the wake of results from the spaceliostruments, in particular concerning
heterogeneous nucleation processes. Section 4uethe dynamical forcing of PSCs on
different spatial scales, highlighting how smaliecdynamical motions help overcome solid
PSC formation barriers and strongly influence tlze and number density of the resultant PSC
particles. Section 5 reviews our present undergtgnaf heterogeneous chemistry,
denitrification, and dehydration by PSCs and te#&ct on ozone, highlighting the differences
between the Arctic and Antarctic polar vorticesidflly, Section 6 describes how PSCs are
implemented in present-day chemical transport nsodetl chemistry-climate models,
distinguishing between resolved processes veraise thor which parameterizations are needed.

2 PSC Spatial and Temporal Distributions and Compasion

This section will describe the spaceborne CALIORRAS, and MLS measurements in
terms of PSC-related products and compare thear¢hieal sensitivities to STS and NAT PSC
particles. We will discuss how differences in splatesolution affect intercomparisons of the
data and show that the datasets are consistesinis tof PSC composition for scenes that are
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spatially homogeneous. We will then summarize figdion PSC spatial and temporal
distributions and composition based on the highiajp@solution CALIOP data record from
2006-2018. We will also explore multi-decadal tremd PSC occurrence by comparing CALIOP
data to several long-term polar ground-based lid&a records and the SAM Il solar occultation
PSC record from 1978-1989.

2.1 Contemporary PSC Datasets
2.1.1 Spaceborne Measurements

2.1.1.1 CALIOP

CALIOP is a near-nadir viewing two-wavelength padation-sensitive lidar (532 and
1064 nm), with the 532-nm signal separated intbagonally polarized components (parallel
and perpendicular to the polarization plane ofttaasmitted laser pulse). CALIPSO flew in a
705-km altitude, 98° inclination orbit as part bEtNASA A-train satellite constellation
(Stephens et al., 2002), along with the Aqua, AGlapdSat, and Orbiting Carbon Observatory-
2 (OCO-2) satellites, until September 2018, wherL[PAO and CloudSat were maneuvered to
fly in formation in a lower 688-km altitude, 98°climation orbit. CALIOP has been collecting
data nearly continuously from 82° S to 82° N lat@walong 14-15 orbits per day from mid-June
2006 to the present (Winker et al., 2009). CALICECRstudies (Pitts et al., 2007; 2009; 2011;
2013; 2018) are based on night-time-only measure&yadrb32-nm parallels)) and
perpendicularf.) backscatter coefficients assembled on a unifagh &patial resolution grid
(5-km along-track 180-m vertical) over altitudes from 8.4-30 km. RS{e detected as
statistical outliers above the existing backgrostrdtospheric aerosol in eith&r or in Rsz,
which is the ratio of measured totgl ¢ f1) backscatter to molecular backscatter at 532 nm.
Successive horizontal averaging (5, 15, 45, andkb®bensures that strongly scattering PSCs
are found at the finest possible resolution, wailabling the detection of more tenuous PSCs
through additional averaging. Because of low sigoaloise ratio (SNR) at typical stratospheric
signal levels, the 1064-nm data have not been gsadtitatively in PSC studies to date except
to confirm the presence of wave-ice PSCs (Pit&d.e2011).

Based on a comparison of CALIOP observationRsef andf. with optical calculations
of these quantities for temperature-dependent woiiHerium mixtures of liquid droplets and
NAT or ice spheroids, CALIOP PSCs are separatedthree major composition classes: STS;
liquid-NAT mixtures (“NAT mixtures”), and liquid-ie mixtures (“ice”). An aspect (diameter-to-
length) ratios = 0.9 is assumed for the NAT and ice spheroidsesitngel et al. (2013) found
that it produced the best agreement between modeldbserved CALIOP particulate
depolarization ratios. Measurements with enharfieegbut no detectable enhancemengirare
classified as STS (Pitts et al., 2009), represgrdither pure STS or mixtures of STS and low
number densities of NAT or ice particles with ursbéables.. Measurements with detectable
enhancements jfi. contain non-spherical (solid) particles and aessified as NAT mixtures or
ice. If T > Tsts(STS equilibrium temperaturgTice + 4 K; Carslaw et al., 1995), the NAT
mixtures are SSA and NAT, whereaJ ik Tsts the NAT mixtures are STS and NAT. Enhanced
NAT mixtures is a sub-class of NAT mixtures witksz > 2 andf. > 2x10° kmisr?,
representing those with higher number densitid$AT particles, and corresponding roughly to
mixtures with NAT particle radiugiar) < 3 um and NAT volume density (VD) > 1.0 fom?
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(Pitts et al., 2018). Wave ice is a sub-class ®fwith Rs32 > 50, representing very high number
density ice clouds typical of mountain-wave-indug&sLCs.

As an example, Figure 2a shows the distributio@AELIOP Antarctic PSC
measurements between 10-18 July 2008 iBthes. Rs3» coordinate system, with PSC
composition class/sub-class boundaries. Figurén@ivs optical calculations presented in the
same reference frame assuming 50 hPa atmosphessype, 5 ppmv 4D, and 3 ppbv HNg&)
with instrument noise, which is predominantly shoise, simulated using the approach of
Tritscher et al. (2019).

The CALIOP v2 PSC algorithm (Pitts et al., 201&aaincorporates a retrieval of 532-nm
particulate backscatter coefficient which is useddstimate cloud microphysical quantities,
namely surface area density (SAD) and VD. Thesebeatompared with measurements from
other sensors and used in global models (cf. SeéjoThe high spatial resolution of the
CALIOP v2 PSC product is illustrated in Figure 3iigh presents curtains from one CALIPSO
orbit crossing the Antarctic on 17 July 2008 ofRed, (b) 51, (c) PSC presence and inferred
composition, illustrating the spatial inhomogeneitst is often observed, and (d) estimated
SAD.

2.1.1.2 MIPAS

MIPAS is a limb-scanning Michelson interferometesittoperated onboard the Envisat
satellite from July 2002 to April 2012, measurinfrared spectra in the 4-1&n wavelength
range (Fischer et al., 2008). Envisat flew in a syimchronous (98.4° inclination) orbit, which
coupled with additional poleward tilt of the pringavllPAS mirror, allowed measurement
coverage almost all the way to both poles (typyctdI87° S and 89° N). MIPAS measured with
very high spectral resolution (0.025 éyfrom 2002-2004, after which the resolution was
reduced to 0.0625 chdue to technical problems with the interferometére MIPAS field of
view (FOV) has a vertical full-width half-maximunf ©3 km and a cross-track extent of ~30
km, and the MIPAS limb path in the tangent heiglyer is approximately 400 km.

Infrared spectra measured in the lower stratospdgiag polar winters are strongly
influenced by the presence of PSC particles. SpadgRemedios (2003) developed a two color-
ratio (2-CR) approach to determine PSC composftimm spectra measured by CRISTA
(Cryogenic Infrared Spectrometers and TelescopethéAtmosphere), which was later refined
and applied to MIPAS spectra by Spang et al. (20DBough comparison with simulated
spectra based on laboratory measurem@rAtAT, i.e. the stable phase of NAT (Koehler et al.,
1992), STS, and ice were positively identified itPMS spectra (Hopfner et al., 2006a). The
MIPAS cloud index (CI), defined as the ratio of thean spectral intensities in the 788.2—
796.2 cm* and 832.0-834.4 cthspectral intervals, is sensitive to PSC opticakitess and
extinction. Further, the MIPAS NAT index (NI), deéd as the ratio of the mean spectral
intensities in the 819-821 cfrand 788.2—796.2 cthspectral intervals, is sensitive to emissions
from NAT particles smaller than about 2:81 in radius. Recently, Spang et al. (2016)
generalized this approach by including five brigtss temperature differences (BTD) in addition
to Cl and NI. This new approach is based on amskte database of more than 600,000
modelled spectra (Spang et al., 2012) for homogetayers having a single PSC composition
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(STS, NAT, or ice), with variable microphysical (YBiedian particle radius) and macrophysical
(horizontal and vertical extent) properties.

The sampling volume of MIPAS (~ 3 km vertical x 3@ kross track x 400 km along the
instrument line of sight) is significantly largdyain that of CALIOP, and it is unlikely that a
single PSC composition would fill this entire volanThe appearance of the peak around 820
cmt in MIPAS spectra (Figure 4a) is attributed to dBAT particles (< 2-3um radius) and
provides confidence that these particles are ptasd¢he sampling volume, but offers no
guantitative information on how much of the measweet volume is filled by NAT. The MIPAS
operational PSC composition classification algonithises a simple Bayesian probabilistic
scheme based on a combination of multiple 2D pntibatdensity functions of cloud index,

NAT index, and brightness temperature differenceattribute a probabilityp;, (j=1,2,3) that
each of the three PSC particle compositions (STA,,Mr ice) contributes to a measured cloud
spectrum. If any; > 50%, that particular PSC composition is presupredominant in the
spectrum. More specifically, the major PSC compaisst are mapped into five MIPAS PSC
categories: (1) ices Pice > 50%; (2) NAT= Pnat > 50%, indicating the presence of small NAT
particles; (3) STSmix Psts> 50%, indicating the presence of either pure 8TSTS with
embedded larger NAT particles (> 2t81 radius) that cannot be distinguished using thieeati
MIPAS algorithm; (4) NAT_STS, where boBuar andPsts are between 40-50%; and (5)
“unknown” if P < 40% for all three compositions. The MIPAS classikeould be interpreted as
the most likely PSC particle composition(s) preseittin the sampling volume but does not
exclude the presence of other compositions. Talpi®Zdes a summary comparison of the
CALIOP and MIPAS measurement approaches and cotigosiass definitions.

Figure 4 (a-d) presents examples of MIPAS measunesieom four different limb scans
to illustrate the unique spectral fingerprints proed by the various PSC compositions. Panel (a)
shows spectra measured over the Antarctic on 72D@8, with the characteristic spectral
signature of NAT highlighted by the red arrow n8a0 cm. Panel (b) shows spectra measured
over the Arctic on 11 December 2011, with the miedistep-like feature near 820 ¢rmstead
of the sharper peak seen in Panel (a). Based analygsis of airborne observations, Woiwode et
al. (2016) proposed that this modified NAT featigran indicator of the presence of highly
asphericap-NAT particles (see also Section 3.2.1). Recemtlyimple detection method
sensitive to this modified step-like feature andsidering also the distinct scattering pattern
towards higher wave numbers was successfully apfdievortex-wide detection of large
asphericap-NAT in the Arctic winter 2011/12 (Woiwode et &019). However, this modified
NAT feature (hence the presence of large aspheviddl particles) is not considered in the
current MIPAS PSC composition algorithm. A thircaexple of MIPAS limb spectra in Panel (c)
from 16 January 2010 illustrates the charactersgi@ctral shape (gradient from 830 to 940'tm
produced by ice PSCs. As highlighted by the blueves, the minimum in the absorption
spectrum around 960 chereates a significant reduction in brightness terafure compared to
the 830 crit atmospheric window region (e.g. Spang et al., 2(R&nel (d) shows STS spectra
from 17 July 2008 that are characterized by aix&Bt constant baseline compared to the typical
ice spectra in panel (c) and no distinct spectalures. Trace gas emissions are still clearly
visible in the STS spectra, indicating the reldismall optical thickness of the clouds. The
different spectral behavior in the IR for differdf®C compositions and the sensitivity of the
spectra to particle size makes the MIPAS measuresestremely valuable, in particular in
conjunction with the high spatial resolution CALI@Rasurements. MIPAS measurements
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provide the spectroscopic underpinning for the B8@position inferred from the CALIOP
data.

Table 2. CALIOP and MIPAS PSC composition class definitions

CALIOP PSC Composition Classes
Measurement Technique:Nadir-viewing, polarization-sensitive lidar (532-rirackscatter)

Measurement Volume:180 m x 100 m x 5 km

"

Classification Approach: Inferred bycomparison of measurgti andRss, with theoretical optical calculatior

Pure STS or external mixtures of STS and low nurdleesities of NAT or ice

STS particles with undetectabja

External mixtures of low number densities of NATtdes with SSA or STS

NAT Mixtures droplets

Sub-class of NAT mixtures witRss> 2 andf. > 2x10° knvlsr! representing
those with higher number densities of NAT particlElsese observations
correspond roughly to those NAT mixtures witaw< 3 um and NAT VD > 1.0
pmeenys

Enhanced NAT Mixtures

Ice External mixture of ice particles and STS droplets

Sub-class of ice witRs32>50 representing very high number density ice cdoud

Wave Ice typical of mountain-wave-induced PSCs

MIPAS PSC Composition Classes
Measurement Technique:Limb-scanning, Michelson interferometer (infraredigsion spectra)
Measurement Volume:3 km x 30 km x 400 km

Classification Approach: Bayesian probabilistic scheme attributes a proligpi?;, for each of three PSC
compositions (STS, NAT, or ice) to each measureddkpectrum

STSmix Psts> 50%: pure STS or mixtures of STS with large Ngarticles (> 2-3um
radius) that are not detectable spectrally
NAT Pnat > 50%: Small NAT particles (< 248m radius) present
Both Pnar andPstsbetween 40-50%: Small NAT particles (< 243 radius) and
NAT_STS
- STS present
Ice Pice > 50%: ice particles present
Unknown P < 40% for all compositions

Figure 4g shows altitude profiles of PSC particl@ With a vertical resolution of around
3 km retrieved from the MIPAS observations (Hopfeeal., 2018). Profiles of
minimum/maximum and mean PSC VD are available &mheMIPAS limb-scan. The limiting
profiles confine the values of VD to within thestenated systematic error, which is about +40%
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in case of STS or NAT PSCs. In the presence dPBEs, i.e. typically VD > 5-10 phen?, the
retrieved values represent only lower limits of VIPAS VD retrievals have been compared to
global model simulations by Khosrawi et al. (20I®)e example of a VD retrieval in Figure 4g
refers to the limb scan in Panel (a) indicatedHgylilack triangle. Panels (e) and (f) show the
MIPAS PSC composition categories and derived VD 2&akm altitude for the same day as the
spectra in Panel (a) exhibiting the characterid#d spectral feature. The location of the
corresponding profile with its classification resuk highlighted by a triangle and confirms
NAT as a result of the Bayesian classifier. In #ddi Panel (e) shows the CALIPSO orbit track
(light blue curve) corresponding to the CALIOP dstt@wn in Figure 3, revealing the good
correspondence for the large homogeneous iceifidlte CALIOP curtain, as well as NAT
mixtures, enhanced NAT, and STS PSCs in other setgnoé the orbit.

2.1.1.3 Aura MLS

MLS, which is aboard the Aura spacecraft launcimedlily 2004, measures thermal
emission at millimeter and sub-millimeter waveldrggtrom the Earth’s limb (Waters et al.,
2006). Measurements occur along the forward dwaadf the Aura spacecraft flight track, with
a vertical scan from the surface to 90 km every 24 Each orbit consists of 240 scans spaced at
1.5° (165 km) along track, with a total of almoSO8 profiles per day and latitudinal coverage
from 82° S to 82° N. The Level-1 limb radiance meaments are inverted using 2-D optimal
estimation (Livesey et al., 2006) to produce pesfibf atmospheric temperature and
composition. Of particular relevance for PSC sta@diee MLS measurements of the primary
condensable vapors HN@nd HO. The validation of a previous version of the MHZD and
HNOz3 data products and error estimations are discuassgetail by Read et al. (2007), Lambert
et al. (2007), and Santee et al. (2007). The cuxersion (v4) of MLS data (Livesey et al.,
2017) has single-profile precisions (systematiceutagnties) of 4—-15% (4—7 %) for-B and 0.6
ppbv (1-2 ppbv) for HN@ The vertical resolution of MLS 4 (HNGs) is 3.1-3.5 (3.5-5.5)
km, and the horizontal resolution of MLS® (HNGs) is 180-290 (400-550) km. The MLS
FOV spans 3 km in the cross-track direction.

Along its line of sight, PSCs have no direct ragi@aeffect on MLS measurements of
gas-phase constituents. However, Lambert et aLARghowed that spatially and temporally
correlated MLS HN®@measurements can be used to infer the presermt®@d through a
decrease in gas-phase HiN€wused by its sequestration into STS particlésy/atenitrification
via large NAT particles. In the Antarctic case shaw Figure 5, the significant depletions of 4-7
ppbv in HNQ on 24-25 May 2008 at 46 hPa (Panel a) are cladeege for HNQ condensation
onto STS or NAT particles. The observation is ageanted by enhancements of about 2 ppbv in
HNOs at 68 hPa (Panel b), i.e. at 2 km lower altitudgs has been interpreted as renitrification
caused by the evaporation of solid NAT particlethay sediment from a colder into a warmer
region, leaving behind a denitrified layer withigrsficant HNG; reduction of several ppbv
(Panel a).

There is a strong synergy for PSC studies betwele® &d CALIOP, since the Aura and
CALIOP spacecraft flew in formation as part of #feernoon “A-Train” satellite constellation
until September 2018. The initial A-Train configtiom of CALIPSO and Aura (April 2006 to
April 2008) resulted in an across-track orbit offse~200 km, with the MLS tangent point
leading the CALIOP nadir view by about 7.5 min. frdpril 2008 to September 2018, Aura
and CALIPSO were operated to maintain positionirttpiw tightly constrained control boxes,
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such that the MLS tangent point and the CALIOP npdint on the ground were synchronized
to within 10—20 km spatially and about 30 s tempprdhis synergy is illustrated in Figure 6,
where panel (a) shows the same CALIOP PSC orhitéhinn from Figure 3, and panels (c, d)
show the Aura MLS kD and HNQ along the same orbit track. The MLS water vapda dan

be used to calculafBce, which along with ambient temperature interpoldtedh MERRA-2
reanalysis, allowverra-2- Tice to be mapped onto the CALIOP scene (b). The CALRIE
composition curtain shows large contiguous areaseoAnd NAT mixtures, but with embedded
pixels of other compositions causing a degree @falispeckle. The ice scenes from CALIOP
(6a) compare quite favorably with the structur&@rra->-Tice (6b). The MERRA-2
temperatures fall to as much as 4 K beltwyover a spatial scale of a few thousand kilometers,
but on the sub-1000 km scale, the MERRA-2 tempegdtalds are quite smooth (not shown).
Consequently, the structure in thgerra-2- Tice field shown in Figure 6b results from small-
scale changes in MLS2B (and hencdice). Small scale perturbations, perhaps as induced by
gravity waves, are not resolved in the MERRA-2 edgses. Large regions of HN@epletion

are seen where abundances have been reduced vallo»g by sequestration and denitrification
by PSCs compared to pre-existing background valtieser 12 ppbv. Dehydration of the lower
stratosphere caused by large-scal® ldequestration and sedimentation of large icegbest
produces regions withJd@ values up to 2-3 ppmv lower than the 5 ppmv beakgd level.

2.1.2 Ground-Based Lidar Measurements

Ground-based lidars have been used to probe P$@wfe than 30 years (lwasaka,
1985; 1986), and they have spawned many compreteeasalyses on PSC characteristics (e.g.,
Adriani et al., 1995; Biele et al., 2001; Maturdgli al., 2005). Most ground-based sites utilize
elastic backscatter lidars at a wavelength of 582which are the most effective instruments for
discriminating among different PSC compositionsh#et and Tesche, 2014; Di Liberto et al.,
2014). Weather permitting, measurements typicatyuo once or twice daily, and the data are
averaged from 5-60 minutes to increase the SNRe,hez focus on three ground-based lidar
stations with extensive records of PSC observatiaos to and during the CALIOP data
collection period: McMurdo Station, Antarctica (83°S, 166.67°E), with data from 1990-2010;
Dumont d’Urville, Antarctica (66.67° S, 140.00° R)ith data from 1989-2008; and Ny-
Alesund, Spitsbergen (78.92°N, 11.93°E), with deden 1995-2017. This allows us to assess
the consistency between CALIOP and ground-basddragsduring overlapping measurement
periods and also enables the investigation of ra@ltiadal trends by comparing the
contemporary CALIOP record with those ground-basedrds stretching back to the 1980s and
1990s.

2.2 Factors Affecting Spaceborne PSC Data Interemisgn

2.2.1 STS and NAT Particle Detection Sensitivities

Lidar backscatter (CALIOP), infrared emission/seatty (MIPAS), and microwave
emission (MLS) are fundamentally different physiwahniques for probing air parcels
containing PSCs. In this section, we will examine theoretical sensitivity of each technique to
the presence of STS and NAT PSC patrticles. Figyb®offom panel) shows the equilibrium
condensed HNg&fraction in STS (Carlsaw et al., 1995) as a fuorcof temperature relative to
the frost point T-Tice) and relative to the NAT equilibrium temperatufeTyar; Hansen and
Mauersberger, 1988) for 0.1 ppby3FDs, 5 ppmv HO, and 12 ppbv total HN{at a pressure of
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46 hPa. Figure 7 (top panel) shows $¥& (purple curve) and STS VD (red curve) as a
function of condensed HNfraction in STS for these same conditions. The Q¥ threshold

for detecting STS in a single 180-m vertical x X8®-horizontal measurement pixelRsz2> =

1.25, which is equivalent to 7% condensed Hi@ction in STS. The MIPAS threshold for
detecting the presence of particles within its lipath is VD = 0.2-0.3 pfem, which is
equivalent to 4.7-7.9% condensed HNBy comparison, the detection limit (measurement
uncertainty) of MLS gas-phase HN(.6 ppbv) is equivalent to 5% condensed HiIft@ction in
STS within its limb path. Therefore, both MIPAS avitlS can sense the presence of STS within
their limb paths somewhat better than CALIOP caedeSTS on a pixel-by-pixel basis. It
should be noted that under non-volcanic condititims STS detection limit for ground-based
lidars can be as low &3=1.1 because of a higher SNR in comparison to CAL{&¢htert et

al., 2012), suggesting that ground-based lidars Ineayore sensitive to the presence of STS than
any of the contemporary spaceborne instruments.

Figure 8 compares the detection sensitivity of GAR| MIPAS, and MLS for a variety
of STS/NAT mixtures corresponding to a range of NAlmber densities and NAT effective
radii (ratio of VD to SAD) at a temperature 5 K &bdice, for an ambient pressure of 46 hPa,
0.1 ppbv HSQy, 5 ppmv HO, and 12 ppbv total HNOThe NAT particles are modeled as
spheroids wittke = 0.9 using T-matrix calculations assuming a pelaer NAT size distribution;
otherwise, the STS/NAT mixtures are modeled astis Bt al. (2009) and Lambert et al. (2012).
The green solid line represents the uptake in NAMi@des of 0.6 ppbv HN&based on the MLS
detection threshold within the MLS limb path. Thesded red lines represent condensed EINO
in NAT particles equivalent to VD = 0.2 (lower linand 0.3 (upper line) udeme, based on the
MIPAS limits for detecting the presence of partsckthin its limb path. The dashed curves
represent the CALIOP PSC detection thresholds sangle 180-m vertical x 135-km horizontal
measurement pixel in terms Bfz2= 1.25 (purple) ang. = 2.5x10° km!sr! (blue). The area
below any single curve or line represents NAT nundemsity/effective radius combinations that
are below the detection limit for that particulaeasurement technique, and the gray shaded area
is below the detection limits of all three satellihstruments. The figure shows that for CALIOP,
p1is more sensitive thaRss2 to the presence of NAT particles over almost thige range of
NAT number densities and effective radii, whiclwisy . is used instead of Rs32 for detection
of CALIOP NAT mixture (and ice) PSCs. The figurealindicates that both MIPAS and MLS
are more sensitive than CALIOP to the presencargkl (radik 4-5 um), low number densitys(

5-8 x 10* cn®) NAT particles (“NAT rocks”), whereas CALIOP. appears to be more sensitive
than MIPAS or MLS to synoptic-scale NAT mixturedaanhanced NAT mixtures. Note that
while MIPAS is sensitive to the presence of NATk®@ terms of equivalent VD within its

limb FOV, such large NAT particles cannot be digtiished spectrally using the NI. It should
also be noted that ground-based lidars may be isuperthe satellite instruments in terms of
sensitivity to NAT mixtures because of their higls®&R. Thus ground-based lidars are suited for
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detailed process-oriented studies (e.g. Biele.eP@01) but cannot provide the large-scale
coverage that spaceborne instruments offer.

The sensitivity differences between CALIOP, MLSdaMIPAS are reflected in the fact
that the onset of the Antarctic PSC season is af&dected slightly later by CALIOP (~ 1-7
days) than by MLS (Lambert et al., 2016) and MIRS&Pang et al., 2016; 2018).

2.2.2 Differences in Spatial/Temporal Sampling

The downward-viewing CALIOP and the limb-viewing RAS and MLS provide vastly
different perspectives of PSC scenes. In this@ectie discuss the differences in spatial
sampling of PSCs by these instruments and how tifeeences impact quantitative
comparisons of the datasets.

A distinct advantage of CALIOP is its very high spbresolution with PSC products
assembled on a 5-km along-trac& 80-m vertical grid along each of the 14-15 orpis day.
However, CALIOP PSCs are not always detected &btk scale; more tenuous PSCs are
detected at the 15-km, 45-km, or 135-km scaleautfirsuccessive averaging. The MIPAS and
MLS limb-viewing instruments have much larger measent volumes: ~3 km vertical~30
km across track ~400 km horizontal for MIPAS; and 3.1-3.5 (3.5-%#8) verticalx 3 km
cross-track 180—-290 (400-550) km horizontal for MLS® (HNGs), both comprising
hundreds of CALIOP measurement samples. The CAId&R curtains (e.g., Figure 3) typically
show that there is considerable inhomogeneity atmgrbit in both PSC coverage (cloudy vs.
clear pixels) and inferred PSC composition. Thélewing instruments are insensitive to this
inhomogeneity, and as a result, MIPAS PSC prodaretsMLS gas species abundances are
averages over their respective limb measuremennves.

There tends to be excellent agreement in PSC catopdsetween CALIOP and MIPAS
for CALIOP scenes in which a single PSC compositsopredominant, such as the Antarctic
PSC curtain from 24 August 2011 shown in Figur&tge black curves in the figure trace
notional MIPAS limb-viewing paths horizontally assothe scene at 2-km tangent altitude
intervals, assuming the MIPAS FOV to be alignedhwiite CALIPSO orbit. Note that the other
dimensions of the MIPAS sampling volume are ~ 3 rthe vertical and 30 km across-track
(into the plane of the figure). The MIPAS compasitprofile indicated by the symbols in the
figure is the closest match in space and timerfisr CALIOP curtain, occurring within 56 km
spatially and within 1.6 hours in time. In this 8plly homogeneous example, CALIOP shows
that ice is the predominant composition of the P8ich is borne out by the MIPAS retrieval
indicating ice at altitudes from 18-23 km.

The agreement between CALIOP and MIPAS is lessfaatory for spatially
inhomogeneous scenes such as the CALIOP AntarSti étbital curtain from 29 June 2011
shown in Figure 10. This figure again shows notidné°AS limb-viewing paths across the
scene at 2-km tangent altitude intervals, assutmiedMIPAS FOV to be aligned with the
CALIPSO orbit. The MIPAS composition profile shownFigure 10 is the closest spatial and
temporal match for this CALIOP curtain, occurringhin 64 km spatially and nearly perfectly
matched in time. The MIPAS retrieval indicatesR®Cs at limb path tangent point altitudes
from about 16-21 km and a NAT PSC at 23 km, whe€@&ksIOP shows mostly STS and NAT
mixtures along the MIPAS limb paths. Although isesparse in the CALIOP scene, the MIPAS
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retrieval suggests that the ice has a disprop@temfluence on the spectrum measured over the
limb path.

2.2.3 Intercomparisons of PSC Datasets

2.2.3.1 CALIOP vs MIPAS

The seasonal evolution of PSC areal coverage fraid@P and MIPAS were compared
for select years in Spang et al. (2018) and Treset al. (2019). Figure 11 shows the seasonal
evolution of PSC areas over the Antarctic in 2099laserved by CALIOP (left column) and
MIPAS (right column). Shown are total PSC arealezage (top row), as well as areas for three
corresponding CALIOP/MIPAS composition classes. @lethe seasonal evolution of the PSC
areal coverages is qualitatively similar. HoweWdH?AS exhibits larger maximum values in
total areal coverage than CALIOP (Figure 11, topabs), likely due to (1) MIPAS's larger
sampling volume, which does not account for parbydy conditions frequently observed by
CALIOP as discussed earlier in Section 2.2.2, @2dM(IPAS’s higher sensitivity to the presence
of large & 4-5um), low number densitys(5-8 x 10* cn®) NAT particles. In addition, MIPAS
cloud detection sensitivity is biased towards tloeid top which causes difficulty in retrieving
accurate cloud bottom information. To partially qunsate for this effect, the MIPAS cloud
presence and composition statistics shown hereresaunominal cloud thickness of up to 4 km
below cloud top for cloud-affected spectra; howettds simplification still appears to
underestimate cloud presence at lower altitudegumuch of the season.

For a more quantitative assessment of the consigtaztween CALIOP and MIPAS in
terms of overall PSC coverage, a correlation amalyas performed on daily CALIOP and
MIPAS PSC spatial volumes (PSC areas integratedaiireides from 16-30 km) for the 2006-
2011 period when both instruments were making nreasents. The MIPAS volumes are based
on the VD dataset (Hopfner et al., 2018) rathen tine Bayesian composition classification
results of Spang et al. (2016). The VD retrievatenaccurately identifies cloud top, but still
suffers from a lack of definition of cloud bottowr foptically thick PSCs. This may produce
artefacts that lead to overestimation of PSC thesknWe found that MIPAS PSC volumes were
on average larger than the CALIOP PSC volumes tipifa of 1.38 in the Antarctic and 1.63 in
the Arctic. Factors contributing to the differendedween the instruments include uncertainty in
MIPAS cloud bottom as well as underestimation o€ER®verage by CALIOP due to its
conservative PSC detection thresholds. Howevemre important factor is that the differences
are due to overestimation of PSC coverage by MIBiA8e there is no accounting for cloud
patchiness within its large limb-viewing samplingjume, whereas CALIOP determines
cloudiness on a pixel-by-pixel basis. One woulditbenclude from the results that PSCs are
typically patchier in the Arctic (larger scalingctar) than in the Antarctic, which appears to be
true from examination of the orbital scenes, big tieeds to be confirmed by more detailed
studies of the CALIOP data in the future. Figureshaws the combined CALIOP and scaled
MIPAS time series of daily PSC spatial volume fog years 2002-2018, capturing the regular
“heartbeat” of Antarctic seasonal PSC occurrene@épa) and the much more irregular
“heartbeat” of Arctic PSC seasonal occurrence (panéhis is the first climatological record of
measurement-based PSC spatial volume spanningat$ fge both polar regions, which can be
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used for chemistry-climate model validation and iayements for a better prediction of future
polar ozone loss in a changing climate.

A valuable aspect of intercomparing CALIOP and M8RSC observations is that the
spectral identification of PSC composition by MIPA®vides crucial underpinning of the PSC
composition that is inferred indirectly from the CI®P optical measurements. Generally
favorable comparisons between MIPAS and earliergida 1) CALIOP PSC composition
results were found by Hopfner et al. (2009) ushmgy2-CR method (Section 2.1.1.2) and more
recently by Spang et al. (2016) using a new Bayedssifier approach. Most recently, Hopfner
et al. (2018) found that for coincident PSC scartassified as predominantly (> 50%) STS by
CALIOP, there was good agreement between the matgstand vertical profile shapes of
CALIOP and MIPAS particle VD. Here, we extend tkesults of Hopfner et al. (2009) by
comparing the CALIOP v2 and MIPAS Bayesian PSC amsitjpn classifications for the 2006-
2011 overlap period using more stringent coincigesrderia (< 1 hour in time and < 100 km in
radial distance from the MIPAS tangent point) amdHer restricting the comparison to
homogeneous CALIOP scenes, defined by the criteaamore than 50% of the CALIOP
individual 5-km measurement samples within the MBPROV are PSCs and more than 75% of
those samples are classified as a single CALIOPposition. Due to the stringent coincidence
criteria, no suitable homogeneous scenes were ffaurndave ice or enhanced NAT mixtures. In
other words, these PSC sub-classes typically ametemaller spatial scales than encompassed
by the MIPAS measurement volume. The results ferAhtarctic are shown in Figure 13a and
can be summarized as follows (note that labels baea excluded for matches < 1%):

* For CALIOP scenes that are predominantly ice, tieeexcellent (> 99%) agreement
with MIPAS ice.

» For CALIOP scenes that are predominantly STS, aboU of the MIPAS classifications
are either STSmix (39%) or NAT_STS (38%). MIPASssifies about 14% of the
CALIOP STS scenes as ice, likely because ice cahéodominant composition in a
spectral sense within the MIPAS FOV even though 8d&ipies most of the FOV from
a spatial point of view.

* For CALIOP scenes that are predominantly NAT migtyrithere is good (73%)
correspondence with MIPAS NAT.

e The MIPAS NAT_STS class is a better match to the.[O® STS class than to the
CALIOP NAT mixture class. A possible conclusiorthst the MIPAS NAT_STS class
has only a limited additional information contentpared to the STSmix class.

Since PSCs occur much less frequently over thaitan over the Antarctic (Pitts et
al., 2018; Spang et al., 2018), there are manyrfewieable MIPAS-CALIOP coincidences in
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the Arctic, yielding comparison results with a redd statistical significance. Nevertheless, we
can summarize the results for the Arctic (Figurb)1&s follows:

* For CALIOP scenes that are predominantly ice, tieeee100% match with MIPAS ice.
However, note that there are only 3 Arctic ice R@€es that met the stringent
requirements for both coincidence and scene honagigen

» For CALIOP scenes that are predominantly STS, aBb% of the MIPAS classifications
are either STSmix (56%) or NAT_STS (29%).

* For CALIOP scenes that are predominantly NAT mietjronly 18% are classified as
NAT by MIPAS, with the remaining 82% classified@8§Smix. This is a striking contrast
to the Antarctic, where agreement of MIPAS NAT w@ALIOP NAT mixture scenes
was 73%. One possible explanation is that, on geethie size of NAT particles may be
larger in the Arctic than in the Antarctic and, shiess likely to fall into the MIPAS NAT
class, which is limited to NAT particles with ragii2-3um. Another contributing factor
may be that the generally more tenuous and spagiatchy PSCs in the Arctic are more
difficult to detect by MIPAS limb sounder with itagrge field-of-view. We have no
conclusive evidence that either of these is theany cause, so the discrepancy remains
unresolved.

2.2.3.2 CALIOP vs. Aura MLS

The near-simultaneous and collocated measuremegés phase HNgand HO by
Aura MLS have provided additional validation of tR8C composition inferred from CALIOP
data and valuable new insight into PSC formatiash gnowth kinetics. The basic approach was
introduced by Lambert et al. (2012) and involvesparing the observed temperature-dependent
uptake of HNQ by CALIOP-detected PSCs of different compositiaiihh modeled uptake of
HNO:s for equilibrium STS and NAT. The technique wasned by Pitts et al. (2013), who
restricted the CALIOP-MLS comparisons to homogeiseseenes: those with > 75% PSC
coverage over the effective MLS measurement volumté, 2/3 of those PSCs identified as a
single CALIOP PSC composition. Analysis of CALIORJAMLS observations from 2006-2018
(see Figure 14) show that both STS and ice PSQsearrethermodynamic equilibrium with the
gas phase, as expected from theoretical considesatiambert and Santee (2018) used these
PSC thermodynamic equilibrium temperatures as iedeéent absolute references to evaluate the
overall accuracy and precision of polar lower stspheric temperatures reported in several
contemporary reanalysis datasets. Figure 14 alsossthat the temperature dependence of NAT
mixture PSCs is bimodal in nature, with one modar figar and a second mode néafs
Examining temperature histories along back trajgesdrom CALIOP observation points for the
2009-10 Arctic winter, Pitts et al. (2013) showhis tbimodality is likely a consequence of
different exposure times of air parcels to tempeest belowlnat. The mode near the STS
equilibrium temperature represents air parcels valatively brief exposure to temperatures
below Tnat, in which the uptake of HNfs dominated by the much more numerous STS
droplets at the lower temperatures (Biele et &01). The NAT mixture mode near NAT
equilibrium corresponds to parcels exposed to teatpees belowlnat for extended periods of
time, allowing a larger fraction of the gas-pha$¢C®d to condense onto the thermodynamically
favored NAT particles and bringing the mixture @os NAT equilibrium. The bimodality seen
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in the NAT mixture histograms for the entire CALI@Rta set is likely related to parcel
temperature histories, but this cannot be confirmggdout further analyses.

2.2.3.3 CALIOP vs. Ground-Based Lidar

Even though both CALIOP and ground-based lidarsleygimilar measurement
approaches, comparison of PSC observations betiieanis not straightforward, as there are
important operational differences between the #major limitation of ground-based lidars is
that the quality and quantity of the data is stipmgpacted by the presence of tropospheric
clouds, which render measurements in the stratos@imve these clouds impossible when the
optical depths are sufficient to fully attenuate lidar’s signal. This may induce a bias in PSC
statistics, since the formation of PSCs is oftespested with tropospheric meteorology, in
particular deep tropospheric cloud systems (Warad. €2008; Adhikari et al., 2010; Achtert et
al., 2012). Spatial inhomogeneity is another conébng factor in comparing CALIOP and
ground-based lidar PSC data. Each CALIOP 5-km P&&snrement sample is a “snapshot” of
the atmosphere taken in less than 1 s, whereagdbead-based lidar PSC products are generally
based on 5-to-60 minute average profiles obtaimeg or twice daily.

An unambiguous point-to-point comparison of coieeitiground-based lidar and
CALIOP PSC observations is practically impossibigt, statistical comparison of a large number
of observations can overcome some of these issukkas been pursued by several groups. One
such example is the comparison by Cordoba-Jabatexio (2013) of volume depolarization
ratio — an indicator of PSC particle shape — messby the ground-based lidar at Belgrano Il
(77.87°S, 34.62°W) with CALIOP data for three Amtés winters (2009-2011). They found a
relatively good agreement, with a weak dependendbé® distance between the CALIOP
measurement footprint and the ground-based lidais Juggests relatively homogeneous PSC
scenes, likely because the Belgrano Il stationviel inside the Antarctic polar vortex.

Snels et al. (2019) performed a statistical congpariof PSCs classified by composition
derived from ground-based lidar data at McMurddi&ta Antarctica and from nearby
CALIPSO overpasses. Figure 15 compares PSC ocoaraard inferred composition from
CALIOP (top panel) and the McMurdo ground-basedrigbottom panel) as a function of day
and altitude during the 2006 Antarctic winter. Tder largely good agreement between the
datasets in the general features of the PSC seasm@nms of the occurrence of each
composition class and its altitude dependence dguhie season. One can observe in both panels
the predominance of NAT mixtures and the appearaha (blue) in the second half of July.
However, there are many differences in detail wettpard to the daily observations, confirming
that the quality of point-to-point comparisons A&IQOP and the ground-based station is limited
owing to the high geographic variability of PSCscédmpromise must be reached between using
a statistically small sample of near-perfect madohersus using a larger, statistically more
significant sample including greater match distartiee analysis of Snels et al. (2019) accepted
encounters coincident with CALIPSO overpass tinmeba match distances100 km, over
which PSCs can differ considerably even in the Atia (see Figure 10). A similar comparison
has been performed more recently on a larger dathgeasi-coincident PSC observations at
Concordia (Dome C, Antarctica) by ground-basedr latad CALIOP (Snels et al., 2021). In this
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region with no significant orographic featuresgkacontiguous PSCs were observed, and very
good agreement was obtained at match distand€® km.

On the other hand, the statistical comparison afynwincident observations shows an
acceptable agreement, considering the differerd¢rehion geometries and other possible biases.
Such a statistical comparison was presented by &itil. (2018) a8D (month vs. altitude)
histograms of CALIOP v2 PSC sighting frequency ndaMurdo for 2006-2010 and 2006-2017
and near Ny-Alesund for 2006-2017, noting the qatie similarity to analogous histograms of
ground-based data published by Di Liberto et &1@) and Massoli et al. (2006). We reexamine
the 2006-2010 period of overlapping CALIOP and Meltuobservations by assuming a PSC
waspresent in the McMurdo ground-based data wRgp> 1.25 in at least three consecutive
150-m bins in the vertical profile between 12-26. kar comparison, the CALIOP v2 PSC data
was confined to measurements lying with £ 1° lagt@and +3.5° longitude of McMurdo. Both
data sets were accumulated in 1 monthkm vertical bins between June and September, and
average sighting frequencies (number of days wa@#divided by the total number of
observation days) over the 5-year period were tatied for each bin. Figure 16 shows the
resulting histograms for the ground-based liddt)(End CALIOP (right). A bin-by-bin
correlation analysis between the two histogramsvstePearson correlation coefficient of
~0.93, and the ground-based sighting frequenciesrdye~7% lower than the CALIOP sighting
frequencies on average. The conclusion is thagithend-based and CALIOP PSC frequency
datasets for McMurdo are consistent, with relagivalnor quantitative difference due to
different sampling geometries.

2.3 PSC Characteristics: Seasonal, Geographicabyabmposition

The high spatial resolution CALIOP measurementdeuyninned by the MIPAS spectral
information on composition and MLS HN@nd HO measurements, have provided a wealth of
new information on the detailed spatial patternB®€ occurrence and composition on vortex-
wide scales. In this section, we describe the sedsvolution and interannual variability of
Antarctic and Arctic PSC spatial coverage and show PSC composition varies seasonally in a
climatological sense. We present climatological mB&C occurrence polar maps and relate
zonal mean distributions of PSC occurrence toidigions of temperature and to the PSC
precursor gases HN@nd HO. Finally, we investigate the possibility of temalatrends in PSC
occurrence by comparing CALIOP data with groundelddglar and historical (1978-1989)

SAM Il solar occultation data.

2.3.1 Overall Seasonal Evolution

The vortex-wide, seasonal evolution of PSC occuedas depicted by the total areal
coverage of PSCs over the polar region as a fumdfi@ltitude and time (Pitts et al., 2018;
Spang et al., 2018). Temperatures cold enoughS&@ f@rmation/existence are typically
confined to the polar vortex, which in the Antaeds large, relatively axisymmetric, and
generally similar from year to year. Hence, it@ surprising that the seasonal evolution of PSC
coverage in the Antarctic has relatively littledrannual variability. The climatological mean of
Antarctic PSC areal coverage observed by CALIOR§2B018) is depicted in Figure 17a. The
onset of the Antarctic PSC season generally ogoursd-May with the specific date dependent
on the details of the evolving Antarctic polar wxsuch as its coldness and shape, which can
vary significantly from year to year. The spatiatent of Antarctic PSCs typically peaks in July

This article is protected by copyright. All rights reserved.



and August when the vortex is largest and coldedttlen diminishes markedly in September
and approaches zero as temperatures warm in natet@ctober. PSCs extend in altitude from
near the tropopause up to > 25 km, but the altinfdeaximum areal coverage systematically
decreases from above 20 km early in the seasoeaiol®d km by September, in conjunction with
a downward shift in the axis of coldest temperaa® the vortex warms from above.

In contrast, in the Northern Hemisphere the maregiurlar underlying surface topography
leads to stronger upward-propagating planetary veatigity, which typically leads to a weaker
and more distorted Arctic polar vortex than its @&mtic counterpart. As a result, temperatures in
the Arctic polar vortex are generally higher tharthe Antarctic and highly variable from year-
to-year. Sudden stratospheric warmings can sevdigiypt or even completely break down the
vortex in mid-winter, resulting in a lack of PSQdlgese times due to the warm stratospheric
temperatures. The climatological mean seasonauBweolof Arctic PSC areal coverage as
observed by CALIOP is vastly different from the meentarctic picture, see Figure 17b. Pitts et
al. (2018) showed that the climatological Arcticand®SC coverage is unlike any single year in
the 13-year CALIOP Arctic data record; hence thatological mean is not a very useful
representation of the seasonal behavior of ArcHC®in a model. Rather, orographic/upper
tropospheric forcing and the dynamic variabilitytieé Arctic vortex can produce significant
deviations from the climatological mean PSC coverdgpicted in Figure 17b.

Pitts et al. (2018) quantified the interannual &bility in PSC coverage by examining the
range of daily values of PSC spatial volume (darlya coverage integrated over altitude) over
the 2006-2017 period. Figure 18a shows the updatedseries of the 13-year (2006-2018)
mean, standard deviation, and range of daily vatfiésitarctic PSC spatial volume, with
maximum and minimum values color-coded accordiniipéoyear in which they occurred. At the
peak of the season in July, the relative standaviition in PSC spatial volume is about +25%,
a value similar to the interannual variability imrimum PSC area observed by MIPAS between
2002 and 2011 (Spang et al., 2018). The year-towa@ability in Arctic PSC coverage is
shown in Figure 18b, which depicts the time sevfethe CALIOP 12-year mean daily PSC
spatial volumes over the Arctic along with the sand deviations, maxima, and minima. The
relative year-to-year variability in the PSC splati@lume in the Arctic is much larger than in the
Antarctic, with the relative standard deviationseading 100% for most days. The vast
difference in PSC spatial coverage between the $mares is also evident in Figure 18, with
mid-winter Antarctic spatial volumes 6-8 times kar@n average.

2.3.2 PSC Coverage by Composition Class

The high spatial resolution CALIOP data recordis® groviding the first detailed
depiction of the seasonal evolution of PSCs by amsitjpn (Pitts et al., 2018). Figure 19 shows
the 2006-2018 climatological mean relative Antar&E5C spatial coverage (composition-
specific area normalized by total area) observe@AKIOP for (a) STS; (b) NAT mixtures,
including enhanced NAT mixtures; and (c) ice, imthg wave ice. Figure 19d shows the 13-
year mean contour plot @f— Tnat, whereT is the ambient temperature from MERRA-2
reanalyses, antinat (Hanson and Mauersberger, 1988) is calculatedyusima MLS gas-phase
HNOs and RO partial pressures in cloud-free regions. To avoahighly variable onset period
in constructing a representative climatology, thalgsis is restricted to days and altitudes where
PSCs were observed in at least 6 of the 13 Antasetasons covered by CALIOP, as demarcated
by the thick black contour line on each of the cq@anels in Figure 19. For STS and NAT
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mixtures, PSC onset occurred in at least 6 yeaegtiynd 20 May, but as mentioned in Section
2.2.1, MLS and MIPAS detected PSCs earlier in speaes(by up to one week).

Lambert et al. (2016) showed that the compositesigined to early season Antarctic
PSCs observed by CALIOP depends on the coolingatatey an air parcel trajectory, which is
determined by both the shape of the vortex andivelposition of the cold pool. In slow cooling
situations, much of the available HAI(S sequestered into NAT particles that form at
temperatures betwed@inatr andTsts and the growth of STS droplets at lower tempeestis
limited. These PSCs are an external mixture of &68d\low number density, large NAT
particles that are classified as CALIOP NAT mixsiiethey are detectable through enhanced
L. Depending on the NAT particle number density sizé, such PSCs may fall below the
CALIOP g1 detection threshold and would not be detectablEAlIOP, but are detectable by
MLS through the uptake of HN{In situations with rapid cooling, little HNs condensed
onto the NAT particles before the temperature dtmgdew Tsts, when STS droplets start to
grow rapidly via HN@ and RO condensation. Such PSCs would likely be claskhie
CALIOP as STS, even though the clouds actuallyaianbw number density (undetectable)
NAT particles. A similar dependence of assigned CM.PSC composition on vortex shape
and cooling rate was found during the 2009-201Giéreinter (Pitts et al., 2011, Pitts et al.,
2013).

The onset of ice PSCs (Figure 19c¢) typically ocarmind mid-June when temperatures
fall below Tice. The areal extent of ice PSCs is largest in JatyAugust primarily at altitudes
below 20 km, but ice is rarely the predominant cosifion over vortex-wide scales. However,
analyses of MIPAS data by Spang et al. (2018) atdithat ice may at times be the predominant
composition between 82° S and the South Pole. STi®imost prevalent composition above 20
km until mid-June and then again at lower altitutieSeptember and October. The early-season
predominance of STS above 20 km corresponds teetiien of largest temperature departures
below Tnat, which is consistent with an enhanced liquid pétgrowth regime. The
predominance of STS late in the season at altithdlsv 20 km may be an indication that
efficient NAT nuclei have been removed through seaitation of PSC particles during the
winter. Above ~17 km during July through mid-Sepibem NAT mixtures are the predominant
composition which may be an indication of a conitiguresupply of nuclei in descending air
masses (see Section 3). NAT mixtures is also bthiEapredominant composition below 17 km
in May and early June which corresponds to a regfdemperatures near or just beldwar,
where STS particle growth is thermodynamically irsgible.

Antarctic PSC composition is summarized by Figuia, 2vhich shows the mean season-
long vertical profile of relative PSC spatial cowge (composition-specific area normalized by
total PSC area). NAT mixtures is the majority sealemg PSC composition above 18 km, which
is consistent with Figure 19b. The relative maximaeason-long STS fraction near 25 km and
15 km reflect the early season and late seasommaaixi STS coverage shown in Figure 19a.
The season-long ice maximum near 12 km may be peatlny upper tropospheric cirrus.

Because of extremely high interannual variabilibe only meaningful climatological
picture of Arctic PSC composition is the analogmesan season-long vertical profile of relative
PSC spatial coverage shown in Figure 20b. STS &l mNixtures are the prevalent Arctic PSC
compositions as expected. The two occur in roughlyal proportions above 24 km, while NAT
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mixtures is the predominant composition below 24 Rmin the Antarctic, upper tropospheric
cirrus produces the season-long ice maximum ne&ni the Arctic.

2.3.3 Geographical and Zonal Mean Distribution

Overall PSC occurrence is not typically zonally syetric, but instead exhibits distinct
longitudinal patterns. Figure 21 (top row) showsnthdy mean polar maps of overall Antarctic
PSC frequency observed by CALIOP&t 500 K (~20 km altitude) for 2006-2018. For contex
the mean location of the edge of the vortex (sbliatk line) and the boundaries of the regions
with meanT < Tnart (solid red line) and < Tice (solid white line) are overlaid on the CALIOP
maps. PSC occurrence is roughly bounded by th@nar contour and increases poleward with
the highest occurrence frequencies (> 60%) genydoadated within the region af < Tice. The
contours of PSC occurrence frequency and the amdtigre not zonally symmetric, but instead
are pushed slightly off the pole towards the Graehwleridian (GM). This zonal asymmetry is
especially pronounced in July-September with th&imam PSC occurrence frequency at 0°-
90° W longitude near the base f the Antarctic RPaula. As discussed later in Section 4.2, the
enhancement in PSC occurrerice at longitudes nedrttarctic Peninsula is due to frequent
mountain wave activity in this region and the lasgale upper tropospheric forcing events,
which are more frequent at these longitudes. Alloximum in PSC occurrence near the
Antarctic Peninsula was also observed by MIPAS (§pt al., 2018).

The high resolution of CALIOP data captures thadied spatial patterns in PSC
occurrence by composition. Figure 21 shows theatliogical mean geographical distributions
of each composition class, illustrating the prefdroccurrence patterns of STS (second row),
NAT mixtures (third row), and ice PSCs (bottom rawy= 500 K. STS PSCs are widespread
during June at this level, but more limited aftemdgawith occurrence frequencies generally less
than 10% in the interior of the vortex during Jéygust and less than 5% during September.
NAT mixtures, on the other hand, are relatively @ggread over much of the vortex, especially
during July and August when occurrence frequerexesed 35%. The ring of higher NAT
mixture occurrence in July over East Antarcticanaein 70°-75° S is consistent with the NAT
belt described in detail in the case study of $ecdii.2. Ice PSC occurrence is aligned reasonably
well with the region of meah < Tice Over the interior of the vortex generally polewafd0° S,
with a distinct maximum in July and August near lase of the Antarctic Peninsula arising
from the frequent mountain wave and upper-tropospliercing events in this region.

Despite the high interannual variability in ovel@BC areal coverage in the Arctic, the
geographical pattern of overall PSC occurrenceetisequite regular climatologically, as
illustrated in monthly mean PSC occurrence frequaenaps for December-February shown in
Figure 22 for CALIOP (2006-2018 average). Arctid®Sare primarily confined to longitudes
from about 60° W to 120° E, a region that corregjsaio the climatologically favored location of
the Arctic vortex (e.g. Zhang et al., 2016), whislnfluenced by enhanced zonal wavenumber 1
activity, pushing the vortex off the North Pole tnds Eurasia. A similar spatial pattern was
noted in MIPAS PSC occurrence in the Arctic (Spangl., 2018). Due to the extreme
interannual variability in Arctic PSC compositidang-term average composition-specific maps
are not meaningful and are not presented here.

The interplay between temperature and condensalpler (HNQ and HO) supplies in
PSC occurrence is illustrated well in Antarctic riidyp mean (May through September) cross-
sections displayed using the quasi-Lagrangian edgmt latitude (EglLat) vs. potential
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temperatured) coordinate system. Figure 23 shows the crossessobf CALIOP 2006-2018
monthly average Antarctic PSC occurrence frequecioyd-free MLS HNG@ and HO,
MERRA-2T, andT — Tnar in respective rows. Note the sharp gradients in ki@ HO
between the interior and “collar” regions of thetea that are clearly captured in the Eqat/
cross-sections. The interior of the vortex at Egt.af75° andd= 400-500 K is still largely
unperturbed in May but becomes severely denitrified dehydrated by July. Although
temperatures are low near the vortex center inauodlyAugust, there are relative minima in PSC
occurrence nea# = 450 K, correspondintp the region of depleted HN@nd HO. The highest
PSC frequencies appear above and bét@se relative minima near the vortex center, dsase
closer to the vortex edge, matching reasonably wigl the location of minima in the
distribution of T — TnaT.

2.3.5 Investigation of Multi-Decadal Trends

In this section, we will investigate the possililitf multi-decadal trends in PSC
occurrence by presenting comparisons of appropyiatdsampled CALIOP PSC data with the
SAM Il solar occultation PSC occurrence record fro®78-1989 (Poole and Pitts, 1994) and
with ground-based lidar PSC observational recaetdting back to the late 1980s and early
1990s.

2.3.5.1 Comparison of CALIOP and SAM |l PSC Dataétds

Pitts et al. (2018) compared 2006-2017 CALIOP Pig@timg frequencies with SAM I
solar occultation PSC sighting frequencies from8t82 and 1987-89 (Poole and Pitts, 1994),
where the years 1983-86 were excluded to avoidndking influence of the 1982 El Chichén
volcanic eruption. CALIOP 532-nifparticulatedata were subsampled to the nominal SAM Il solar
occultation latitudinal sampling pattern, averagedr 230 km along track 1 km vertical bins
to mimic the occultation measurement volume, amveded to equivalent fim particulate
extinction @particulatd Values using model relationships from Gobbi e{E95). Furthermore,
SAM Il points were excluded that fell below theesftfive CALIOP detection threshold, and
CALIOP data were excluded that were above the #&fleenaximum optical depth limit of
SAM ll. Figure 24 shows the time series of multi-ye2dd6-2017) mean CALIOP-SO (where
SO denotes sub-sampling at SAM Il solar occulta@itudes) and SAM Il PSC column
occurrence frequencies (occurrence frequency im2alyers summed between 14 and 30 km
altitude) in 10-day bins for the Antarctic (a) afuattic (b), along with 1 uncertainties in the
sample means (which are a measure of natural @gadn the Antarctic, the magnitude and
variability of the CALIOP and SAM Il PSC column agcence frequencies are similar,
suggesting there have not been any significantggsaince the SAM Il era.

The CALIOP and SAM Il Arctic records are very siarifor the month of February.
However, CALIOP mean occurrence frequencies foudanand December are significantly
higher at the Ir and 2e confidence level, respectively, than those obsebyeSAM I,
suggesting there has been a positive trend in thecAsince the 1978-1989 period. This Arctic
early winter change requires an explanation, pedithe treatment of both datasets described
above establishes a useful comparison. PSC occararanges may have a number of reasons,
such as changes in ambient temperatures, in poFayas abundances, or more subtle
meteorological changes, e.g. vortex symmetry (gtreaf a wave-1 pattern suppressing the
nucleation of large NAT patrticles). Of these fasidemperature changes have the strongest
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impact on PSCs. In Figure 24c, we compare the velfraction of temperatures beldwar for

the two periods, based on ERA-Interim reanalysia daa layer from 380 K to 900 K on 10-day
intervals at time-dependent latitudes between 6ah&N83° N determined from the nominal
SAM Il sampling pattern. There is an increase ia tjuantity at the I confidence level during
December from the SAM Il period to the CALIOP pekibut no discernable increase during
January. We hypothesize that early winter tempegathhanges are indeed responsible for the
more statistically significant derived change incBmber PSC occurrence over the 30-year time
span. While it is well known that rising greenhogss (GHG) concentrations lead to
stratospheric cooling (WMO, 2018), the polar regiane generally thought not to undergo this
cooling trend, because the acceleration of the Brdobson circulation—also related to
climate change—counteracts the GHG-induced cookliagvever, Langematz et al. (2014)
found in a Chemistry-Climate Model (CCM) study thiathng GHG concentrations lead to a
cooling of the Arctic lower stratosphere in earlyter, whereas their model did not show any
significant temperature changes in late winterpoing). Further work will be required to confirm
whether these arguments provide a reliable basggptain the observed PSC changes.

2.3.5.2. Comparison of CALIOP and Ground-Based iLiRlecords

Ground-based lidars provide quasi-continuous stpdteric measurements at single
locations, and time series stretching back more thv@ decades are available from the
McMurdo and Dumont d’Urville Antarctic stations atige Ny-Alesund station in the Arctic,
enabling the investigation of multi-decadal tremd®SC occurrence. For example, David et al.
(2010) reported a positive but not statisticalyngiicant (+3.2 = 5.4%/decade) trend in Antarctic
winter-long PSC occurrence frequency at Dumont dlldr from 1989-2008. In this section, we
present season-long (June-September for the Artaldetcember-February for the Arctic)
CALIOP PSC occurrence statistics over the 2006-2r#d for measurements obtained within
+ 1° latitude and * 3.5° longitude of the McMurddy-Alesund, and Dumont d’Urville stations.
We compare these to newly compiled PSC occurrdatistscs from the McMurdo (June-
September, 1989-2010) and Ny-Alesund (Decemberdaepr 1990-2017) ground-based lidars
and published record from Dumont d’Urville (Davidat., 2010) to examine for potential multi-
decadal trends. The PSC occurrence frequency $ieiefined as the number of days during the
season that a PSC was detected at any altitude @2 km for McMurdo, tropopause + 1 km to
28 km for Dumont d’Urville, 14 to 25 km for Ny-Alaad) divided by the total number of
measurement days for each.

Figure 25a shows the 1990-2018 time series for Mdduwhere the error bars ares2-
uncertainties of the sample means (representingaheal variability). Season-long PSC
sighting frequencies at McMurdo have generally eshigetween 0.6-0.9, with no discernable
multi-decadal trend. Figure 25b shows the 1989-20m8 series for Dumont d’Urville, where
sighting frequencies have generally ranged betWek0.6. Such lower overall sighting
frequencies are expected since Dumont d’Urvillecated near the edge of the Antarctic vortex.
The CALIOP data subsampled at Dumont d’Urville seow indication of the small positive
trend reported by David et al. (2010). Figure 2&8aves the 1995-2018 time series for Ny-
Alesund, where sighting frequencies have generafiged between 0.1-0.5, with more
variability from year to year than seen at eithfethe two Antarctic stations, as expected. There
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is very good agreement between the ground-base@antDP records at Ny-Alesund during
the 2008-2017 overlap period, and there has beelsoernable multi-decadal trend.

Table 3: Summary of Section 2

* Spaceborne data record of vortex-wide PSC coveaageomposition for both
hemispheres is available from 2002 to present.

* CALIOP and scaled MIPAS PSC coverages are consisealing may be indicative
of PSC patchiness, with Arctic being patchier ttienAntarctic.

e Combined analysis of CALIOP and MLS show that Sh8 @e PSCs occur near
thermodynamic equilibrium; NAT mixture PSCs showmbdality, one mode near
TnaT for long exposure time to temperatures belawr, one neailsts for short
exposure times and kinetically limited HNOptake on NAT.

e CALIOP, MIPAS, and MLS show consistency in PSC cosifion for homogeneous
cloud scenes.

» Antarctic PSC coverage is similar from year-to-yéart each year in the Arctic is
unique.

e Unprecedented vortex-wide climatological views 8fdPoccurrence and composition
reveal variation in composition with season, attéuand spatial position; tying in wit
changes in HN@and HO caused by denitrification and dehydration.

« In the Antarctic, PSC occurrence is very similamsen the SAM Il (1978-89) and
CALIOP (2006-2017) eras; in contrast, there haslzesignificant increase in Arctic
PSC occurrence in December and January, possibgsponse to early winter cooling
related to climate change.

=5

3 Formation Pathways and Particle Characteristics

As discussed in Sections 1 and 2, PSCs are predathjrexternal mixtures of different
particle compositions whose main constituents ae(HO) and nitric acid (HN®@), which
have formed on or evolved from stratospheric sidfacid aerosol (SSA) droplets. Based on the
PSC spatial and temporal distributions and partiol@position described in Section 2, the
fundamental understanding of PSC formation pathvisagsadvanced considerably during the
last two decades. The process of condensationatigraf liquid STS droplets is well understood
and discussed here only briefly. The processeshighasolid PSC particles - primarily NAT and
ice - form were noted to be the least well undexdto recent reviews of PSC science (Lowe and
MacKenzie, 2008; Peter and Grool3, 2012). Basedlmordtory experiments, there is no doubt
that ice can nucleate homogeneously in STS drof{etsp et al., 2000), whereas the
homogeneous nucleation of NAT is kinetically suggeal (Koop et al., 1995). Homogeneous
nucleation of ice in cirrus clouds and PSCs has lseafirmed by field observations (e.g. Figure
3 in Koop et al., 2000). However, in recent yeatisence has been growing for the existence of
a heterogeneous nucleation pathway of solid PStjesron preexisting foreign nuclei. This is
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based on satellite (Pitts et al., 2011) and in-aliservations (Weigel et al, 2014, Ebert et al.,
2016), modeling work (Hoyle et al., 2013; Engehkt 2013) and additional laboratory studies
(James et al., 2018). We will present a comprekenscture of PSC formation pathways
emerging from the new studies, sorted by partiolamositions as illustrated in Figure 26.

3.1 Growth of STS Droplets (Figure 26, Pathway 1)

The stratospheric background aerosol, which cteisSSA droplets, is globally
distributed (Junge et al., 1961b). Under volcahyogliiescent conditions, the SSA typically has
a lognormal size distribution with a mode radiususrd 0.07 um. Upon cooling, the SSA
droplets start to grow by uptake of additional+las a consequence of the decreasing water
vapor pressure of theo.HOu-H20 solutions (Carslaw et al., 1997). A rapid chaimggarticle
composition takes place at arouhg + 4 K, when the droplets have become sufficiedilyte
so that small amounts of HN@an condense into the acidic liquid. Arouh& + 3 K, the
weight percentage of HNn the droplets exceeds that of3@ (Carslaw et al., 1994; Figure
27b). This temperature is call@grs, below which particle volume increases signifityant

STS droplet mode radii increase to around 0.3 pter afl the HNQ has partitioned from
the gas phase to the condensed phase. Figurei&rates airborne measurements and
thermodynamic electrolyte model calculations of S84 STS PSCs. Carslaw et al. (1994)
demonstrated that airborne measurements by Dyle(@982) can be modeled when the
thermodynamics of the ternary solutions are prgp@ken into account. This determines the
uptake of HNQ, leading to the observed growth of the STS drepldten temperature
decreases. Uptake ob@ alone cannot explain the measurements sincelgavblumes of
H>SQy/H>0 solution droplets would remain too small (dotied, panel (a)). Also, the volume
of solid NAT particles does not agree with the otatons since nucleation of NAT patrticles
without a kinetic barrier would produce a sharpatrg particle growth immediately belolwar
(dashed line, panel (a)).

Sulfuric acid tetrahydrate (SAT) particles are tfermodynamically stable form of
H>SQuw/H2-0 mixtures over a wide range of stratospheric doomts (Middlebrook et al., 1993;
Koop and Carslaw, 1996). However, laboratory expents have reported that solutions of
H.SOy at 195 K require tempering for days to achievestatjization as a hydrate (Hilsmann and
Biltz, 1934; Luo et al., 1994; and references timgrdirect observational evidence to date that
SAT particles exist in the atmosphere is lackinguestionable. Correspondingly, the weak but
systematic increase in particle volumé& at Tnat in Figure 27a has been interpreted a® H
uptake by liquid SSA in the absence of SAT. Thetexice of SAT has been inferred indirectly
based on lidar observations (e.g., Beyerle e2@01) of non-spherical particles at ambient
temperatures 2 K abovié&ar. However, temperatures in this study were obtafread daily
radio soundings, and nominal volume mixing ratiesevassumed for3® (5 ppmv) and HN©@

(10 ppbv), simplifications that weaken this con@uas Zhu et al. (2015) point out that SAT
deliquesces when temperature decreases and NATsatyoration increases, and that nucleation
of NAT on SAT requires supercooling by up to 8 Kshewn by laboratory measurements (Iraci
et al., 1995) and calculations (MacKenzie et &93). Therefore, even if SAT particles existed
in the atmosphere, they might be irrelevant for P&@ation and therefore are not discussed
further here. We will return to the nucleation ma&aism when discussing the presence of
refractory heterogeneous nuclei in the STS pasticieSection 3.3.
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3.2 Characteristics of NAT Particles

Mixtures of liquid droplets and NAT particles aleetdominant PSC composition class
observed at most altitudes in both the Antarctid Arctic (see Section 2.3.2). Hanson and
Mauersberger (1988) showed that under typicalagpdteric conditions NAT is the stable
hydrate of nitric acid and that it can exist at pematures up to 7 K abov&e. In January 2000,
the first direct observations of NAT particles arabd a balloon gondola above Kiruna, Sweden,
were made. A molar ratio of 3:1 between water atrecracid was measured, confirming the
existence of solid crystalline NAT at temperatusbsveTice (Voigt et al., 2000).

There is continuing discussion about the existeficeetastable hydrates such as NAD.
Laboratory studies indicate the possible existerideAD under polar stratospheric conditions
(Worsnop et al., 1993; Mohler et al., 2006; Stettal., 2006; Grothe et al., 2008). Furthermore,
spectroscopically different configurations of NAfdaNAD have been identified, namely
NAT and the more stab[g@NAT, as well asx--NAD andp-NAD (e.g. Tizek et al., 2002, 2004).
However, unlike NAT, no evidence has been found\AD in the stratosphere (Hopfner et al.,
2006a). For this reason, we focus on NAT particéeen though nitric acid hydrates other than
NAT cannot be excluded under certain conditions.

Since the reviews by Lowe and MacKenzie (2008)Reier and Grool3 (2012), there
have been new research on NAT particle shapes. &idbgreviously NAT particles have been
described as medium-sized (raelil pm) solid, slightly aspherical particles, Mokelet al.
(2014) and Woiwode et al. (2014; 2016; 2019) supthed NAT particles may be highly
aspherical. The following section summarizes figdimade from in situ and remote sensing
particle measurements in the last decade.

3.2.1 Evidence for Highly AsphericedNAT Particles

The RECONCILE (von Hobe et al., 2013) and ESSem@@affnann et al., 2015) field
campaigns in the Arctic winters 2009/10 and 201122@cluded flights of the Russian high-
altitude aircraft M55 Geophysica (Stefanutti et #099). The in situ measurements by Optical
Particle Counters (OPCs) and a totalyNtbe sum of all reactive nitrogen oxides) instraine
onboard the Geophysica extended previous spalilaited observations of large HNO
containing particles with diameters exceeding 20((modman et al., 1997; Fahey et al., 2001,
Brooks et al., 2003) to synoptic scales (Mollekeale 2014). Apparent particle diameters of up
to 30 um and large amounts of condensed EliN@rred from these observations cannot be
explained with established NAT particle growth so@ws and available condensable HN&s
sedimentation speeds of such particles would na tiem enough time to grow and the
condensed HN@would exceed the amount present in the correspgridyers of the
stratosphere . Collocated infrared limb observatioythe airborne MIPAS-STR (Michelson
Interferometer for Passive Atmospheric SoundingdR&ospheric aircraft) from the Geophysica
confirmed the presence of tAeNAT phase (e.g. Tizek et al., 2004) and suggegilii
aspherical NAT particle shapes (Woiwode et al.,6201

FSSP (Forward Scattering Spectrometer Probe) arfel (Clbud Droplet Probe)
measurements make use of the forward scatteritagef light by the particles (Molleker et al.,
2014). While uncertainty in particle shape andaetive index limit the accuracy of particle
sizing, the detected particle number densitiegjaite precise. Unlike with other measurements
in tropospheric cirrus clouds, artifacts affectpagticle number densities such as shattering were
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not found in the PSC data. Examples of volume exjent size distributions (in diameter)
measured in NAT-containing PSCs are shown in Fig8eeb (black lines). In situ
measurements of NOnvolved a forward-facing inlet with a capability detecting low particle
number densities down to @ (Molleker et al., 2014). Surprisingly, the forwad®y signal
(sensitive to the sum of gas phase and condensé&h)HNring RECONCILE was saturated in
many cases due to very high levels of ambienj ti®@ing most prominent encounters of NAT-
containing PSCs. A corresponding volume equivaterd distribution measured during
RECONCILE is shown in Figure 28a (red line). Thsetbgram in Figure 28c summarizes
particle number densities representative of NAT snead by the OPCs. Notably, there is a sharp
upper limit of NAT particle number density occurcerat 16 cni®, with most of the population
in the range between £@o 10% cm®. A large NAT particle mode, roughly encompassing
particles with diameters greater than 12.5 um, shawnber densities largely betweent1A0

3 cmi®. A new feature of the latter distribution is thail” to higher number densities of up to
about 0.5 x 18 cnt. The corresponding gas phase equivalent kldl@eeds by about one order
of magnitude the value of 1.5 ppbv inferred by Fadieal. (2001) from Arctic winter 1999/2000
measurements and found in simulations (Grool3 ,2@14). This raises the question as to
whether enough condensable HN®available to generate such large particleeémumber
densities measured. Large (presumably) NAT pastiofesimilar sizes but lower number
densities are reported in various publications (Byal., 1992, Goodman et al., 1997, Fahey et
al., 2001, Brooks et al., 2003).

The issue of large particle sizes and condensal@sfmounts was further explored in
conjunction with MIPAS-STR infrared limb observatgduring ESSenCe (Figure 29a). These
remote measurements exhibit a spectral signatormdr820 crit and an overall spectral pattern
compatible with large highly aspheriggNAT particles (Woiwode et al. 2016). The
measurements were performed inside the lower regfianPSC neafnat. The collocated in situ
particle observations (Molleker et al., 2014) wesed to constrain the size distribution (Figure
29b). Mie calculations of spherical3-NAT, NAD, STS and ice particles according to Hagfn
et al. (2006a) could not satisfactorily reprodune dbserved spectral signature (for sphefieal
NAT particles see red and blue spectra in Figued.28 contrast, T-Matrix calculations using
the approach of Bi et al. (2013) assuming randamibnted highly aspheric8INAT particles
(aspect ratios 0.1 or 10 for elongated or disk-figberoids, respectively) reproduced the
MIPAS-STR observations to a large degree (greeatspa in Figure 29a). Assumptions on
particle shapes were motivated by a study by Gretfa. (2006), who observed highly
asphericaB-NAT in laboratory experiments. The signature & 8@1* is similar to the “peak-
like” signature of smalB-NAT particles with high volume densities reportedSpang and
Remedios (2003) and Hopfner et al. (2006a), buivsheored-shifted “step-like” shape along
with an overall flat spectral baseline towards kigivave numbers. Best agreement was found
after scaling the size distribution constrainedh®yin situ measurements to ~20% smaller sizes
(Figure 29b, blue line). In particular, assuminggnormal size distribution with a median
radius €) of 4.8 um (radius of volume-equivalent spherepae width ¢) of 1.35, and a
number densityr() of 1.5 x 1 cnt® for the main mode enabled the most accurate naylefi
the observed spectral signature.

We can only speculate on the mechanisms leaditigettormation of these highly
aspherical, large NAT particles, differing sign#ittly from previous observations and model
simulations assuming spherical or weakly asphe(asgect ratios around 0.9) NAT patrticles.
Particle growth is likely to start at a nearly spb& geometry immediately after nucleation,
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which takes place in a spherical droplet. Howetrer crystalline particles may acquire higher
asphericities when growing to large sizes in miklypersaturated vapors, making the particle
growth more preferable in locations surroundeddsg ldepleted vapor mixing ratios, i.e. close to
the tips and far from the center of the crystale Tdrger particle sizes suggested by the optical in
situ observations (Figure 28) might be explainedbynstrument broadening effect when
randomly oriented aspherical particles enter teerl@eam in combination with a slight
overestimation of the particle sizes. The simutaiof the MIPAS-STR spectra may still include
significant uncertainties, and issues remain incttraparison with the NQOobservations.
Therefore, the growth habits and precise shapEsgé NAT particles remain critical

parameters for reconciling airborne in situ andoensensing observations. Furthermore, a
variability of particle shapes and habits mighiplbesent in NAT PSCs due to different
nucleation and growth histories. A growth of NATéas on ice particles was proposed by
Biermann et al. (1998), and hollow NAT shells witlv HNOs content might remain after short
growth times and evaporation of the ice core padi¢see Goodman et al., 1997). The size
distribution associated with the measurementsguriei 29 corresponds to a still very high
amount of ~9 ppbv of gas phase equivalent BN@hich can only be explained by particles
falling slowly and collecting high amounts of HNO

Recently, the baseline of the spectrum (i.e. whatetgas signatures are neglected, see
Woiwode et al., 2019, Figure 1) from 817.5 to 961 twas utilized to define a simple detection
method sensitive to highly aspheri@aNAT populations with volume-equivalent median radi
of 3-7um. Underlying size distributions are compatiblehait situ observations of large HNO
containing particles reported in the literaturenfp@are Molleker et al., 2014, references therein)
and available HN@ Vortex-wide application of the method to MIPASsebvations in the Arctic
2011/12 PSC season resulted in positive deteciioregyions close tdnat and abovdice, and
were consistent with collocated gas-phase HS&uestration seen by MLS. Thereby, the
combination of MIPAS and MLS observations showedxpectedly fast population growth and
gas-phase HN&consumption along with long persistence of obsgpapulations.

3.2.2 Nucleation of NAT Particles

For the nucleation of NAT, several pathways havenldiscussed to date. They are
described in detail by Peter and Grool3 (2012).nbst relevant aspects of these possible
nucleation mechanisms are summarized in the foligwiections.

3.2.2.1 Kinetic Suppression of Homogeneous NAT Haiwbn

Homogeneous nucleation of NAT particles from ST&othts was first postulated by
Molina et al. (1993), but Koop et al. (1995) disged this idea by showing that bulk samples of
ternary solutions can be supercooled to tempehe®wTice under stratospheric conditions
without freezing. A high nucleation barrier rendemnogeneous freezing of NAT out of liquid
aerosol droplets impossible. Alternative proposadse made about homogeneous nucleation of
glassy aerosols (Tabazadeh et al., 1995) or imteifaduced homogeneous nucleation
(Tabazadeh et al., 2002), where NAT nucleation Bapgpseudo-heterogeneously” at the air-
solution interface of the droplet. However, bothchenisms have been shown to be inefficient in
the stratosphere. Koop et al. (1997a) showed lleagxistence of an amorphous state is unlikely
under stratospheric conditions and that crystaigrat stratospheric temperatures is fast
enough to lead to rapid crystallization of a droplece NAT nucleated. Knopf (2006) evaluated
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the surface-induced nucleation of NAT or NAD in HNEntaining particles and showed it to
be insufficient to explain stratospheric observatiol he nucleation of NAT has not been
observed in laboratory experiments and the nudeatf NAD in cloud chamber experiments
obtained particle number densities of 6 3t (Mohler et al., 2006), which are at least two
orders of magnitude lower than low number densityfNnixtures inferred from CALIOP and
MIPAS. This means that NAT needs to either nucleaterogeneously on ice, which has been
shown to be efficient, e.g. downstream of mounteéwe ice clouds, or requires another
independent NAT nucleus. In Figure 26, homogen®Ai§ nucleation would correspond to
pathway 2 without requiring a heterogeneous nucldogvever, SSA, upon which all PSC
particles form, has a significant refractory comgain(Curtius et al., 2005; Weigel et al., 2014).
Given the evidence against homogeneous NAT nuolgatie prefer to think of pathway 2 as
being triggered by suitable heterogeneous nucliierpresent review (see Section 3.2.2.3).

3.2.2.2 Heterogeneous NAT Nucleation on PreexidtieFigure 26, Pathway 6)

There is indisputable evidence for heterogeneoakeation of NAT particles on
preexisting ice particles. As mentioned previouklgop et al. (1997a) showed that crystal
growth at stratospheric temperatures is fast entatgad to rapid crystallization of an STS
droplet after NAT nucleation. Deposition nucleat@rNAT on bare ice surfaces was suggested
to be the most likely nucleation mechanism (Biermanal., 1998). In an attempt to model this
mechanism, Luo et al. (2003) suggested that exti¢Aile supersaturations in mountain wave
ice PSCs promote NAT nucleation and developed anpeterization for deposition nucleation of
NAT on ice. This is supported by observations ofINASCs downstream of mountain wave ice
clouds (e.g. Carslaw et al., 1998a,b; Wirth etl#199). Spaceborne measurements by MIPAS,
MLS, and CALIOP led to the discovery of an Antacatircumpolar belt of NAT PSCs triggered
by localized cooling events with ice clouds in mtaim waves (Hopfner et al., 2006b; Lambert
et al., 2012; Section 4.2). While these NAT PSGshigh number densities up to 0.1-1tm
(Voigt et al., 2003), the origin of PSCs with muolver particle number densities remained
unclear for a long time. Fueglistaler et al. (2002aeveloped the idea of a “mother cloud” as
source for low number density NAT particles, whiohy grow to large sizes, sometimes called
“NAT rocks”. The largest NAT particles with numbe@ensities of about 10cni2 fall out of the
NAT mother cloud into undepleted, supersaturatedrad may grow to radii of around 10 um
some kilometers below the mother cloud. This meigmamcan partly explain some lidar
measurements (Biele et al., 2001; Pitts et al.720009) as well as denitrification, which is
caused predominantly by NAT particles in small nemtbensities (Waibel et al., 1999). Yet, ice-
induced NAT nucleation cannot fully explain detitation, because ice nucleation requires
temperatures to be typically 7-10 K beld@war, which occur only rarely in the Arctic (Carslaw
et al., 1999). The contribution of stratosphericum@in waves to the formation of large NAT
particles and subsequent denitrification of theti&rpolar vortex has been investigated by Mann
et al. (2005) using the 3-D DLAPSE (Denitrificatiby Lagrangian Particle Sedimentation)
model. They concluded that NAT particles that heegimented from the mother cloud bases
can occupy more than 60% of the NAT supersatunagdn. Therefore, they represent an
efficient pathway to irreversible denitrificatiorgvealing that “denitrification due to this
mechanism could potentially be responsible for ashmas 80% of that observed” (Mann et al.,
2005). Nevertheless, more and more subsequentvaltiesrs indicated the need for an additional
heterogeneous nucleation mechanism for NAT pasticiehe absence of any ice.
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3.2.2.3 Heterogeneous NAT Nucleation on Foreignl&Eigure 26, Pathway 2)

It is well-known that tropospheric cirrus cloudsidarm after homogeneous nucleation
of ice, but heterogeneous freezing is also a walepted pathway (e.g. Rogers and Yau, 1989;
Pruppacher and Klett, 1997). The possibility thatré is a similar pathway for PSC formation
has been discussed recently, although the straosjharguably much cleaner and has fewer
heterogeneous nuclei than the troposphere. Vasiuases provided evidence that heterogeneous
nucleation of NAT on ice particles generated inoag of mountain-wave activity might not be
the sole mechanism for some of the observed NATSR8@. Pagan et al., 2004; Voigt et al.,
2005). Drdla et al. (2002) discussed different Niédezing processes and concluded that
reproduction of key characteristics of the obseW&8Cs in the Arctic winter 1999/2000 requires
a freezing process that occurs abdye Further evidence for an ice-free NAT nucleation
pathway came from measurements during the EUPLEXiAcampaign in 2003, showing small
NAT particles in air masses originating from a waagion withT > Tnat +10 K only 36 hours
before the measurement, subsequently cooling sathes 3 K belownat and 4 K abovice.
For this case, Voigt et al. (2005) derived an ailume-averaged NAT nucleation rate and
speculated that the heterogeneous NAT nucleatightrhiave occurred on meteoritic material.
The suitability of meteoritic material as a possibAT nucleus had been documented earlier in
the laboratory work of Bogdan et al. (1999, 2063cently, Ward et al. (2014) presented the
first NAT nucleation rate measured in situ by paetisensors on a balloon-borne gondola
floating in an air parcel at temperatures belowr, but always aboveice.

The availability of global satellite observatiom®yded compelling evidence that ice-
free heterogeneous NAT nucleation is regular artespread. First, CALIOP observations
showed that the early season of the Arctic win@922010 was characterized by patchy,
tenuous PSCs composed of primarily low number éghgquid/NAT mixtures. Ice PSCs were
not detected by CALIOP during this period anywharthe vortex, MLS showed no sign of
dehydration, and temperatures (obtained from hegglolution analyses) remained well above
Tice. Consequently, Pitts et al. (2011) concluded tivabbserved early season NAT mixture
PSCs must have formed through a wide-spread nonsickeation mechanism. Subsequently,
Hoyle et al. (2013) took CALIOP observations andedeped a detailed microphysical
parameterization for NAT nucleation based on latmoyaresults on Arizona Test Dust (Marcolli
et al., 2007). Grool3 et al. (2014) used this stturalependent parameterization for NAT
nucleation to replace the former, constant NAT eatbn rate (Grool3 et al., 2005) within the
Chemical Lagrangian Model of the Stratosphere (C&aNLambert et al. (2016) analyzed MLS
and CALIOP data from 2006 through 2015 and confariat the initiation of NAT nucleation
and the subsequent development of large NAT pastichpable of sedimentation and
denitrification in the early winter do not eman&tam an ice-seeding process. Very recently,
Tritscher et al. (2019) demonstrated that the nasampeterization in CLaMS accurately
reproduces PSC observations in the beginning andwuérall denitrification at the end of the
2009/2010 Arctic winter and the 2011 Antarctic wintMajor properties of the heterogeneous
NAT nuclei are discussed in the following subseattio

3.3 The Possible Origin of Heterogeneous NAT Nuclei

Meteoritic particles have been proposed to senieeaand/or NAT nuclei (Bogdan et al.,
1999, 2003), and the availability of meteoritic arél in the stratosphere and its quality to
trigger cloud formation are the subject of presesearch. There is considerable uncertainty in
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not only the composition, but also number densdies sizes of interplanetary dust particles
(Plane, 2012). With an average extraterrestrialsnrafiux of 20 to 100 tons per day (Cziczo et
al., 2001), which compares with 160 tons per dagufiur influx from the troposphere (or 650
tons per day of agueous sulfuric acid) during veically quiescent times (Thomason and Peter,
2006), meteoritic material constitutes 3 to 15 petdy weight of the stratospheric aerosol. It is
spread globally and funneled into the polar wisteatosphere of both hemispheres by the
Brewer-Dobson circulation (Engel et al., 2013). &#dn situ instrumentation can distinguish
various types of aerosol particles in the stratespland determine their relative abundance. In
the background lower stratosphere, a large fracfdSA droplets contains inclusions of
meteoritic and/or organic material (Murphy et 2D14; Schneider et al., 2021). The solid
inclusions could have important implications foe @bility of particles to act as freezing nuclei
for PSCs. During several airborne campaigns, Weagel. (2014) conducted in situ
measurements of SSA. They measured with a condengetrticle counter (CPC) at altitudes up
to 20 km on board the aircraft M-55 Geophysica fidimuna, Sweden, in January through
March 2010 (RECONCILE), as well as in December 23SenCe). Particle concentrations as
well as the fraction of non-volatile particles weneasured, as shown in Figure 30. Up to eight
out of eleven particles crwere found to contain thermo-stable (at 250 °Gjdeals with
diameters in the range 10 nm — 1 um. These resatifirm earlier Arctic measurements by
Curtius et al. (2005), who measured similar vetfrafiles in January through March 2003
(EUPLEX). Further, Curtius et al. (2005) also foumdigher fraction of nonvolatile compounds
inside (67%) the vortex than outside (24%). Thaseifgs support a funneling effect of the
winter vortex with air masses subsiding insidewiaer vortex from the upper stratosphere and
mesosphere, thus enabling transport of refractariygbes into the lower polar stratosphere.
Similar non-volatile particle fractions were foubhgd Campbell and Deshler (2014) in balloon-
borne stratospheric condensation nuclei measuranrettie Antarctic polar vortex in late

winter.

During RECONCILE, samples of aerosol particles wiidimeters larger than about
10 nm were collected with a dual-stage cascadedtigmasystem (Ebert et al., 2016). Fe-rich
particles, Ca-rich particles, silicates, silicatelmn mixed particles and mixed metal particles
were identified. They originate most likely fronffdrent sources, such as meteoric material and
space debris and to a lesser extent terrestriatssEbert et al., 2016, Bogdan et al., 1999).
During PSC events, the number of large (> 500 rfractory particles decreases. The most
likely explanation for this behavior is that langdractory particles are good nuclei for larger
(aerodynamic diameter > 1 um) PSC patrticles. Saigjetr PSC particles suffer high
transmission losses in the forward sampling (aftdrarne) inlet and inlet tubing; hence their
refractory inclusions do not reach the impactorssudtes. Ebert et al. (2016) reported 90%
transmission and sampling for aerodynamic particeneters < 1 um, but 30-40% for 4 um
particles and only 5% for 6 um particles. Largeaetory particles have been observed in
impactor samples collected under similar stratogplwenditions in PSC-free regions. Schitze
et al. (2017) continued the analyses of the chdmaraposition, size and morphology of the
refractory particles by scanning electron microgcapd energy-dispersive X-ray microanalysis
for more particle samples collected in the poleatssphere during SOLVE. They concluded that
“recondensed organic matter and extraterrestridighes, potentially originating from ablation
and fragmentation, were found as possible sourcgeaefractory carbonaceous particles
studied.”
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Besides these field measurements, laboratory stindiee been performed on the NAT
nucleation efficacy of meteoritic particles. Biemmeet al. (1996) used micrometeorites collected
in Antarctica and immersed them in supercooledagrbulk solutions to determine
heterogeneous NAT freezing rates. They concludadniicrometeorites would be unsuitable for
explaining observed NAT PSCs. However, their intgas to explain NAT number densities of
10 cm?® as they occur only in the densest “enhanced NAXturé” PSCs, resulting in an upper
limit for the nucleation rate corresponding to amaspheric freezing time of 20 months. Bogdan
et al. (1999, 2003) used a different approach nathometer-scale aerosol samples, concluding
that meteoritic smoke silica particles can indewtlice heterogeneous freezing of HHNNO
hydrates at temperatures abdwe. Voigt et al. (2005), also pointing to the studigsBogdan et
al. (1999, 2003), argued that the long freezingsirderived by Biermann et al. (1999) would be
much shorter if NAT particle number densitiegAr) were much lower. Famiyar = 104 — 103
cmi3, an exposure to sufficiently low temperaturesestlthan a day would suffice. This is still
regarded as upper limit, since Biermann et al. §)@®uld not exclude artifacts caused by
heterogeneous nucleation on the test tube wallsedkrgely on these arguments, meteoritic
material emerged as a suitable trigger for the &ion of low number density NAT or synoptic-
scale ice clouds in the stratosphere. This wastlyceonfirmed by James et al. (2018), who
showed that proxies for both meteoritic materigfspke particles (amorphous silica analogues:
fumed silica and fused quartz) and meteoritic fragta (ground meteorite analogues), have a
capacity to nucleate HNfDydrates. In combination with estimates from a gloheteorite
model, they estimated the amount of material inptblar stratosphere and showed that meteoric
material might explain NAT observations in earlpsen PSCs, with NAT nucleation starting at
even higher temperatures than estimated by Hoydé €2013). In contrast to the resulting
synoptic scale PSCs, the origin of enhanced NATumes and wave ice PSCs is attributed to
strong temperature fluctuations, for example relabechomogeneous nucleation in small-scale
orographic wave events.

3.4 Formation of Stratospheric Ice Particles

Water vapor is the most abundant condensable spiecibe stratosphere. Thus, ice
crystals, which must form at temperatures a fewakegbelowlice, generally produce a large
backscatter ratio and a significant depolarizatioldar measurements and are therefore easy to
detect and distinguish from other types of PSCsvél@r, simulations of ice particle formation
remain challenging, because water equilibratesimitie STS solution droplets and in the gas
phase on timescales of seconds (Meilinger et @85}, meaning that small temperature
fluctuations, which are not typically resolved arde-scale model simulations, may suffice to
initiate ice particle nucleation. Ice particle nuanllensities are very much dependent on the
instantaneous cooling rate of the air parcel innlmenent the ice cloud forms (Toon et al.,
1989b; Hoyle et al., 2005). Synoptic-scale ice P&{Els number densities of fto 10% cm®
(Dye et al., 1992) can exhibit large particle sizeontrast, the entire background aerosol of
~10 cm?® can freeze in mountain wave events characterigddgh cooling rates and, in this
case, ice particle radii remain smaller than al2oum (Fueglistaler et al., 2003). For this reason,
the underlying wind and temperature fields inclgdsmall-scale temperature fluctuations or
appropriate parameterizations thereof are of gneabrtance for the modeling of ice PSCs. The
dynamical forcing of PSCs is discussed in detaBaation 4. In this subsection, we summarize
the most likely routes of ice formation.
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3.4.1 Homogeneous Ice Nucleation (Figure 26, Pajtdya

Homogeneous nucleation of ice particles from agaewmlutions is a well understood
pathway to form ice clouds, in the troposphere al &s in the stratosphere. A theoretical
description of homogeneous ice nucleation in agsisolutions of atmospheric relevance was
developed by Koop et al. (2000) based on labordteszing experiments. Koop and colleagues
also developed a useful formulation for the icel@ation rate coefficient as function of HO
activity and pressure. They showed that a supergof about 3-4 K belowWice is required to
trigger homogeneous ice nucleation, T.gmnuc ~ Tice — 4 K (Koop et al., 1998; Carslaw et al.,
1998b). In this formulation, the rate of ice nutiea is proportional to the volume of
supercooled water. The formulation of Koop et 2000) is used in the majority of present
models.

Mountain-wave-induced PSCs are predominantly fortnedomogeneous ice
nucleation. In the Arctic, 54% of water ice PSGs aitributed to orographic gravity waves
(Alexander et al., 2013) and their colorful appeagais indicative of nearly monodisperse
distributions of micrometer-sized ice particlesutéag from rapid cooling events (Peter and
Groof3, 2012).

3.4.2 Heterogeneous Ice Nucleation on PreexistiAgl Rarticles (Figure 26, Pathway 3)

Around 1990, when explanations for the ozone haeevstill in their infancy, the
importance of PSCs had been recognized. A simgla@ model was developed: first SSA
droplets would form solid hydrates (e.g. SAT), ns&T would form via deposition nucleation
on the HSQO, hydrates, and finally ice would nucleate on NATihwthe processes sorted
according to their thermodynamic equilibrium tengteres (Koop et al., 1997b; Peter, 1997;
Lowe and MacKenzie, 2008). Not much attention heelnbpaid to this potential sequence after
homogeneous ice nucleation had been postulatedetwobservations of widespread
synoptic-scale ice clouds in the Arctic (Pittslet2011; Voigt et al., 2018) suggested that ice
nucleation does occur at supersaturations lessthiaamequired for homogeneous ice nucleation,
i.e. at temperatures aboVeomnuc ~ Tice — 4 K. Heterogeneous ice nucleation on preexifNiAG
and/or SAT particles is a reasonable pathway, wsinchuld not be ignored. Laboratory work by
Fortin et al. (2003) suggested that a supercodalfriy1-1.3 K belowTice would suffice to
nucleate ice heterogeneously on SAT surfaces. Henvas mentioned earlier, it is unclear if
SAT itself ever forms, given its failure to nucleaven in laboratory experiments using 1:4
solutions of HSQw:H20 in contact with solid surfaces. Furthermore, ev@does form, it
deliquesces upon approachifige. Although depolarized backscatter signals in lidar
measurements abo\f@at have been ascribed to SAT, such signals are wedkard to
interpret. Therefore, the nucleation of ice on SaThighly uncertain (e.g., Lowe and
MacKenzie, 2008; Peter and Grool3, 2012). Thisfferdint for the nucleation of ice on NAT
particles. Barone et al. (1997) showed by meaisItR reflection-absorption spectroscopy that
ice nucleation on NAT or NAD particles at 185 K ooed only after KO vapor pressures
exceeded a saturation ratio of 1.5, which woul@dtlg marginally above the homogeneous ice
nucleation threshold. Khosrawi et al. (2011), Erggadl. (2014) and Voigt et al. (2018) revisited
the topic recently with the intent of explaininglti observations. Based on reciprocity
arguments, they applied NAT-on-ice nucleation rédase-on-NAT nucleation rates and
suggested ice nucleation on preexisting NAT paatiels a possible explanation of recent
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observations. However, more careful analyses dmatdaory work are required to quantify this
pathway in more detail.

3.4.3 Heterogeneous Ice Nucleation on Foreign Ni{ielgure 26, Pathway 4)

Synoptic-scale temperatures in the Arctic stratesplnarely fall toTHomnue Yet, in
January 2010 and in January 2016, ice PSCs wessw@ubkin the Arctic on large spatial scales
without temperatures being cold enough to explegformation homogeneously (Engel et al.,
2013; Voigt et al., 2018). Therefore, heterogenaocaigormation mechanisms, which take effect
at higher temperatures, have been invoked as daratjpn. Bogdan et al. (2003) showed that
fumed silica, possibly representative of meteostitoke particles, is suitable for inducing
heterogeneous freezing of ice under stratospheniditons. Finally, as already mentioned
before, heterogeneous ice nucleation is a wellfgiedeformation pathway for ice clouds in the
troposphere, suggesting that a similar pathwayt®zgiso in the stratosphere.

Table 4: Summary of Section 3

* There is compelling evidence for widespread hetmegus nucleation of NAT above
Tice based on spaceborne lidar observations, confireémter studies already pointing
in this direction.

* Heterogeneous nucleation of NAT on foreign nudeslow, leading to low number
densities of very large NAT patrticles. These p@ticediment readily and are
observed vortex-wide, thus producing efficient di&ircation.

« There is some evidence that the heterogeneousi miglet be of meteoritic origin,
though other refractory materials or organics halse been identified.

* Ice-induced NAT nucleation is well-characterizedt tequires very low temperatures
which in the Arctic are typically only reached irountain waves.

* Ice-induced NAT nucleation typically leads to denk®ids of small NAT particles,
which move through the vortex and may release iddal larger, denitrifying
particles.

e As is the case with NAT, there is evidence thatH& s may form heterogeneously pn
foreign nuclei.

» Airborne and spaceborne spectroscopic measurenmeintate that NAT particles may
be highly aspherical, which can possibly explairetefore unreconcilable in situ
measurements of the largest NAT patrticles.

4 Dynamical Forcing of PSCs

The cooling of the polar winter stratosphere mayitan widespread PSC occurrence
once synoptic-scale temperatures decrease toettpaited for their formation. PSCs may form at
temperatures below their existence thresholds akpgmpon the nucleation mechanism and can
exist briefly at temperatures above their existahoesholds when evaporating or sublimating.
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Local-scale dynamical processes can also resah increase in PSC formation and occurrence
by enabling small-scale temperatures to fall bedlogir formation threshold values even when
the synoptic-scale temperatures remain too high.ABCs formed by these small-scale
dynamical processes may then be advected far dmanstof their formation regions.

4.1 Role of Synoptic Scale Dynamics

Conditions occur every year in the Antarctic stsateeric winter vortex that are suitable
for PSCs, with a relatively small observed rangeakimum PSC volume, ma¥{sd ~ 90 —
150 x 16 km3 for the years 2002-2018 (see Figure 12a). By eshtand as highlighted in
Section 2, in the Arctic no winter is alike and P&Currence varies significantly, i.e. mex§d
=5 — 80x 1P km? (see Figure 12b). Reasons for the differencetiminess between the two
polar regions are:

(1) The Arctic stratospheric winter vortex generallplsoto minimum temperatures well above
those found in the Antarctic. This is caused by ispheric differences in land-sea contrast
leading to stronger planetary wave activity in tleethern hemisphere (Holton and Hakim,
2013). This enhances the Brewer-Dobson circulatiadhe northern hemisphere and thus the
dynamical compression and heating of air aboveéAtistic. The resulting temperatures in the
Arctic are typically higher than in the Antarctig bround 10 K, and often above PSC
formation thresholds as a result.

(2) The Arctic stratospheric polar vortex is typicdlygs concentric than the Antarctic, with
wind and temperature fields in the Antarctic noidgnabncentric around the pole - often
referred to as “vortex-temperature concentricityd\rence et al., 2015). Polar vortex-
temperature concentricity is a controlling factoArctic denitrification, as the less
concentric the vortex the shorter the lifetime é&MNparticles, the smaller their size and the
lower their denitrification potential (Mann et @002). Synoptic-scale blocking events in the
troposphere can induce a strong wave-1 in the Auditex, with some of these waves
having amplitudes as high as 35 K to which air plsrare exposed while circling the Arctic
region (e.g. Peter et al., 1994), suppressing curicegy and NAT persistence.

(3) The Arctic stratospheric winter vortex is more grdhan its Antarctic counterpart to local-
scale temperature perturbations (with horizontalescfrom tens to hundreds of kilometers,
e.g. by mountain waves), which give rise to loedizemperature fluctuations that may help
overcome nucleation barriers (Section 4.2).

Figure 31 illustrates Arctic PSC volumes measure@ALIOP and MIPAS, reflecting
the high seasonal and inter-annual temperaturahilty in conjunction with the low
concentricity of the Arctic vortex. The patternnmeasured PSC volumes in panel (a) closely
matches that of the volumes derived from synomiadestemperatures obtained from ERA-
Interim reanalysis in panel (b). ERIAterim reanalysis has a horizontal resolution 253
(triangular truncation at 255), corresponding &patial resolution of approximately 80 km, i.e.
resolving synoptic scale dynamics but not mountaames or other small-scale temperature
perturbations. The PSC volumes derived from ERA&+int by assumind < Tnar are highly
correlated with the satellite PSC measurementspadth the derived volumes are about 50% too
large. The red horizontal bars in Figure 31b alsmasthe vortex-wide and season-long time-
integrated volum&/esc (in units kn¥ x d) where temperatures are bel®war, a measure of the
potential for ozone depletion related to heterogasehemical processing on PSCs (adapted
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from WMO, 2018; following Rex et al., 2002). Howeyeomparison of the measurégsc with
both the black line and red bars in Figure 31 ersjzlea that usin@ < Tnat @s a constant
threshold for chlorine activation in chemical madglcannot be recommended.

On the other hand, PSC volumes in Figure 31b deffiran T < Tnat — 3.5 K (blue
shaded regions) provide an almost perfect matdm thhé measurements in Figure 31a. While
NAT clouds can exist at temperatures close to enelightly higher thafinar (until the
particles fully sublimate), the reduction in termgttere threshold by 3.5 K can be interpreted as a
proxy for including the effects of any neglectectcrascale and dynamical processes. Examples
include STS and ice PSCs occurring at lower teatpegs {sts= Tnat — 3-4 K andTice = TnaT
— 7-8 K) and local-scale dynamical processes, agsamresolved cooling induced by mountain
waves and non-orographic wave activity. These &naltale processes are discussed in the
subsequent sections.

4.2 Role of Mesoscale Dynamics

It has been recognized for some time now that Ra@de formed in the cool phases of
upward-propagating mountain waves, which have bate wavelengths on the order of tens to
hundreds of kilometers, caused by stratified aiwffmassing over mountains (Cariolle et al.,
1989; Carslaw et al., 1998b), even when synoptitesiemperatures are above the PSC
formation thresholds. Mountain waves generally quéysist for a few days at most until the
tropospheric weather system that forces the wavm&eson (Reichardt et al., 2004). The
mountain waves themselves are localized eitherebwy mountain range or in wave trains on
the lee side of the range. If the background wimleases with height and is unidirectional,
wave refraction results in long vertical wavelersgitn the stratosphere that can generate large
vertical displacements, resulting in localized adi&c cooling of up to ~15 K (e.g. Dérnbrack et
al., 1999; 2002). Due to the strong wintertimetsspheric winds, a large amount of air can flow
through these small-scale PSCs induced by moumtaire-cooling, even though they remain
stationary above the mountain range, resultindfioient activation of chlorine (Carslaw et al.,
1998a).

As mentioned in Section 3, water ice PSCs formetiencold phases of temperature
fluctuations induced by these mountain waves cad #ee formation of so-called NAT
“mother” clouds (Fueglistaler et al., 2002a,b). & AT mother clouds, owing to their 7-8 K
higher existence temperature than the triggeriagace not bound to the cold pools in the
mountain waves but may be advected significanadests downstream over time scales of hours
to days (Cariolle et al., 1989). Observational ek of increases in NAT PSCs downstream of
ice PSCs formed by temperature perturbations irglbgenountain waves are plentiful (e.g.
Noel et al., 2009; Lambert et al., 2012; Alexanekeal., 2011). An Antarctic case study of a
NAT ‘belt’ observed in mid-June 2003 of PSCs, whpeesence was due to large temperature
fluctuations associated with mountain waves abbheeAntarctic Peninsula, showed that the
NAT clouds propagated almost entirely around th&ioent (Hopfner et al., 2006b; Eckermann
et al., 2009). The formation of PSCs downwind @&f ¢ihography due to trapped lee waves can
also occur, leading to further PSC production (Bd@ynbrack et al., 1999).

Mountain wave forcing of PSCs is an important fatioramechanism at the start of the
PSC season as well as around the edge of thesgihatioc vortex, because synoptic-scale
temperatures are above the PSC existence thre@Wolbnald et al., 2009; Noel and Pitts,
2012; Lambert et al., 2012). While mountain wauwesadso observed in mid-winter in both
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hemispheres (Pitts et al., 2013), the air has becrtold at this time that even synoptic-scale
temperatures are typically below the PSC existémashold and the contribution to total PSC
occurrence from wave-induced PSCs is small, eslhetiahe Antarctic (Alexander et al.,
2013).

The formation of wave-induced PSCs is particulariportant in the Arctic (Carslaw et
al., 1998a, b; Dornbrack et al., 2002; Mann et24lQ5). The warmer and more disturbed nature
of the Arctic polar vortex results in less frequeyoptic-scale temperatures below the PSC
existence threshold than in the Antarctic (Pawgal.e1995), resulting in wave-induced PSCs
having a larger contribution to total PSC occureeimcthe Arctic (Dornbrack & Leutbecher,
2001; Alexander et al., 2013; Hoffmann et al., 20EXen during cold Arctic winters,
observations indicate that some PSCs were form#teinool phase of temperature perturbations
induced by mountain waves. For example, this waadabove Scandinavia, Svalbard and
Greenland during the anomalously cold 2009/10 Ansinter (Pitts et al., 2011; Khosrawi et al.,
2011; Dornbrack et al., 2012; Alexander et al.,301

While most studies in the literature have focusednmuntain wave sources of PSC
production, and meteorological operational anddasé data have become increasingly
sophisticated in resolving these waves, thererigicdy evidence to indicate that non-orographic
gravity wave activity also act as a source of P®os-orographic waves originating from the
upper-tropospheric jet and breaking Rossby wavéh, still smaller horizontal wavelengths
(less than a few hundred km), have been identdeBSC formation sources (Shibata et al.,
2003; Hitchman et al., 2003; Buss et al., 2004aBse the ‘universal’ spectra of atmospheric
wind and temperature fluctuations have a negatiadignt of power spectral density (Balsley
and Carter, 1982), much larger cooling rates oatlarge horizontal wavenumber scales (i.e.
short wavelengths) than at small horizontal wavdpens (Murphy and Gary, 1995). The
universal nature of the power spectra and the utlyigfithe small-scale wave features indicate
that high cooling rates are not restricted to maumivaves (Gary, 2006; 2008). These small-
scale fluctuations are important globally in thedarction of cirrus clouds yet are too small to be
resolved in global circulation models (Hoyle et aD05). As they affect the number density of
cloud ice particles and hence the structure ofisiclouds and PSCs alike, an improved
understanding of small-scale temperature variatiensins a task of great importance.

Anticyclonic potential vorticity anomalies in th@per troposphere, which can raise the
height of the tropopause, result in synoptic-stieilag and adiabatic cooling of the stratosphere.
This lifting can sufficiently cool the polar wintstratosphere to enable PSCs to exist
(Teitelbaum et al., 2001; Fromm et al., 2003) araVides the explanation for ozone ‘minihole’
events (Teitelbaum et al., 2001; Spang et al., Pa®kreby the elevated tropopause reduces the
stratospheric ozone column. These anticycloniadisinces are likely due to blocking highs in
the upper troposphere (Kohma and Sato, 2013), eouwide favorable conditions for the
simultaneous occurrence of both PSCs and cirruglsltogether (Achtert et al., 2012; Kohma
and Sato, 2013).

4.3 Integrated approach to synoptic and mesosgal@nical forcing of PSCs

This section provides a demonstration of an intiegirapproach to studying PSC
formation processes from the multiple perspectofabe MLS, MIPAS, CALIOP, and AIRS
(Atmospheric Infrared Sounder) spaceborne instrusaém particular, we examine the
development of a circumpolar belt of NAT PSCs, mown phenomenon observed over the
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Antarctic and lasting for several days (e.g., H&pfet al., 2006b). Localized cooling events
associated with mountain waves over the Antarctiiisula trigger the homogeneous
nucleation of ice and subsequently the heterogeneocieation of NAT on ice (Hopfner et al.,
2006b; Eckermann et al., 2009). The resulting d&SE€ clouds can persist and grow
downstream after nucleation through the ice-seegliaghanism (Fueglistaler et al., 2002a;
Dhaniyala et al., 2002). The evolution of one seeént from 28 May to 2 June 2008 is depicted
in Figure 32, as seen through the lens of MLS, MBPBALIOP, and AIRS.

On 28 May 2008, high AIRS brightness temperatureanaes were detected over the
Antarctic Peninsula (Figure 32a) and in additiggravity wave feature was clearly seen in the
GEOS-5 temperature contours over the Peninsulalfeanet al., 2012). The temperature
structure (Figure 32a) provides the potential éerseeding to form NAT clouds around the
circumpolar belt. Over the following six days, MIBAand CALIOP observed PSCs, including
enhanced NAT and patches of ice, appearing dovarstie the polar belt in the altitude range
18-26 km, with a typical vertical extent of 4 kndamorizontal extents of several thousand
kilometers. Ice PSCs were first detected by MIPASI#udes of 20-23 km near the Peninsula
(Figure 32b) on 28-29 May and NAT PSCs were deteftigher downstream on 29 May by
both MIPAS and CALIOP. Although missing the earfiPAS detections of ice on 28-29 May,
CALIOP detected ice PSCs from 30 May-1 June inclgdiporadic wave ice events over the
Antarctic Peninsula and the Ellsworth Mountain®@rirl June the PSCs classified by MIPAS as
NAT stand out quite markedly against the backgroain8TSmix detections, clustered at the
most northerly latitudes and with maximum cloud@fes occurring at greater altitudes. To
complete the picture, the response of the disiobutf HNGs is shown by the MLS observations
in Figure 32e, where depletion of HN®@om the gas-phase is associated with synoptie sca
STS PSCs close to the pole, and localized deplefiétNOs is associated with NAT PSCs in
the polar belt.

Figure 33 illustrates the potential for ice seedhAT clouds and their development
downstream from the region of initial ice formatidie calculated forward trajectories on the
500 K isentropic surface starting from the locasi@md times that MIPAS ice (Figure 32b and
CALIOP wave ice (Figure 32c) were detected overAhtarctic Peninsula and the Ellsworth
Mountains. These trajectories enclose the regiomndtream where the NAT mixture PSCs were
detected from 29 May-2 June. On 2 June the northexient of the NAT mixture PSCs is
particularly well bounded by the forward trajecésriaunched after 30 May.

4.4 Representation of Orographic Gravity Waves od®ls and Reanalyses

Mesoscale model simulations provide high-resolutrajectory data for microphysical
models (Wirth et al., 1999; Voigt et al., 2000).sBks from these simulations provided the
motivation to apply mesoscale models to predictamalyze PSC observations (e.g. Peter et al.,
1992; Volkert and Intes, 1992; Dornbrack et al9&;9Cairo et al., 2004; Hopfner et al., 2006b;
Eckermann et al., 2006). Figure 34 shows a casly siver Scandinavia where PSC backscatter
ratio observations, made by an aircraft-borne lajgerating at 1064 nm, are superimposed on
mesoscale model output. The PSC backscatter reieases markedly downstream of the
mountains (indicative of ¥D ice) and shows clear wave-like oscillations. Ehesrrespond
closely to the orographic gravity waves generatethb model, indicated in Figure 34 by
potential temperature contour lines.

This article is protected by copyright. All rights reserved.



Weather Research and Forecasting (WRF) modelimtiestwf wave formation and
subsequent PSC formation above the Antarctic Pelainalong with downstream NAT
formation, conducted by Noel and Pitts (2012), caragavorably with CALIPSO PSC
observations. Orr et al. (2015) showed that at higtizontal resolution (4 km), the UK
Meteorological Office Unified Model was able to acately simulate the large mountain-wave-
induced temperature fluctuations in the lower sgphere associated with strong westerly flow
over the Antarctic Peninsula. This is illustratedrigure 35: the simulation captures the
amplitude and structure of the mesoscale orogragranity waves observed by AIRS above the
Peninsula.

Efforts have begun on developing and refining patanizations in global chemistry-
climate models that are able to compute the stparsc temperature fluctuations due to gravity
waves (Orr et al., 2015, 2020). These temperatuctuations would otherwise be missing as
current global climate models have a spatial régwiof some hundreds of kilometers and are
therefore only able to explicitly resolve waveshwiglatively long horizontal wavelengths,
resulting in insufficient PSC formation and a sysétic over-prediction of springtime
stratospheric ozone at high-latitudes (Eyring t24106). Efforts are underway to develop
variable-resolution global CCMs, such as ICON-ART@sahedral Nonhydrostatic model with
Aerosols and Reactive Trace gases; Schroter @(dl8), which are able to use local grid
refinement over mountainous regions in order thatmhountain-wave-induced temperature
fluctuations are explicitly resolved, obviating theed for their parameterization. Progress
towards this goal was limited until detailed obsgions of PSCs and mountain waves became
available, which are essential for a complete eataln of model results (Hopfner et al., 2006Db,
Hoffmann et al., 2017; Spang et al., 2018). Thepienature fluctuations are also missing from
most global atmospheric reanalysis datasets dthetocoarse spatial resolution, which are
commonly used to force chemistry-transport modeigél et al., 2013). However, new
reanalysis datasets, such as ERA5 and JRAS5, haetea spatial resolution of around 50 km,
which should be able to better resolve both ordgagnd non-orographic gravity waves.
Indeed, microphysical studies found it necessapatameterize small-scale non-orographic
waves in order for simulations of PSCs to agreé wétellite observations (Engel et al., 2013;
Tritscher et al., 2019), indicating the important¢hese unresolvable waves.
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Table 5: Summary of Section 4

Antarctic year-to-year variability of synoptic sealynamical forcing of PSCs is
relatively small, with maximum PSC volumes rangiram 90-150x 1P km2.

In the Arctic, synoptic scale forcing varies draiceaty with maximum PSC volumes
ranging from 5-80¢< 1¢° km®, i.e. PSC occurrence varies from negligible to an
abundance comparable to that of warmer Antarctiters.

Arctic vortex-wide PSC volumes can be approximdgdolumes derived from
meteorological reanalyses with< Tnat — AT, whereAT [03.5 K; while this
relationship captures synoptic conditions eacheavjXT is an empirical quantity,
which amalgamates neglected microphysical, mesesaatl small-scale dynamical
processes.

As has been recognized for some time, PSCs caorimed in the cool phases of
mountain (and non-orographic) waves that propaigébethe stratosphere, which are
mostly unresolved by current global models.

Mountain wave forcing of PSCs is particularly im@mt where synoptic-scale
temperatures are near the PSC existence thresuld as at the start of the PSC
season and close to the edge of the stratosphatiexv

Integrated approaches to studying PSC formatiawr, denitrification and

dehydration, based on concerted satellite or dirgrsitruments combined with
microphysical and optical modeling, enable the ysialof PSC formation in mountain
waves and their synoptic scale transport downstieaarseamless manner.

While mesoscale and global atmospheric models efisas reanalyses, have improved
over the last two decades in resolving mountainesathere is evidence that non-
orographic waves also act as a source of PSCstiaffehe number density of
nucleated ice particles and hence PSC structureedsed efforts are therefore requir
to develop parameterizations that are able to coengne temperature fluctuations
induced by unresolved waves, as well as next geoenzariable-resolution global
models that use local grid refinement over mouiciasregions.

5 Heterogeneous Chemistry, Denitrification, and Deydration by PSCs

Polar ozone depletion is driven by enhanced leveGO produced by heterogeneous

reactions that occur on the surface of PSC pasti@elomon et al., 1986; McElroy et al.,

1986a,b). Nearly all of the springtime chemicall@s occurs through a catalytic cycle initiated

by the self-reaction of CIO (Molina and Molina, 7Q&r through other cycles that begin with
the reaction of CIO with BrO (McElroy et al., 1986An overview of the impacts of PSCs

during formation of the ozone hole is given in K86, which shows satellite-derived maps of

chemical compounds and temperature at 18 km adtibwer Antarctica on 15 September 2008
At this time, temperatures are low, HCl and CIONf@ve been converted to highly reactive
CIlO, while HNG has been removed by the gravitational settling®€ particles. The
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abundance of CIO near the South Pole is low in Segtember due to limited sunlight, which is
required to form CIO from photolysis of &dnd CIOOCI. Closer to the edge of the polar vqrtex
the high values of CIO cover an extensive areg #idimes, exceeds that of the Antarctic
continent and can last for several months, leathrefficient destruction of ozone in sunlit
regions. Chemical ozone depletion is still onganghis time as ozone typically reaches its
minimum values in early to mid-October. In the doling subsections we review the roles of
heterogeneous chemical reactions on PSC surfadehb {elad to the activation of chlorine.
Further, we describe the importance of gravitatigettling of PSC particles that remove HNO
(denitrification) and HO (dehydration), and highlight the differences le#wthe Arctic and
Antarctic polar vortices.

5.1 Heterogeneous Chemical Reactions on/in PS@Rart

In the absence of heterogeneous processing, incrgallorine (CJ) in the lower
stratosphere of the polar vortices is present dl@aigrely as HCl and CION£Solomon, 1988;
Wilmouth et al., 2006), which are termed resergpecies because neither compound is reactive
towards Q. Conversely, BrO constitutes nearly half of therganic bromine (Bj that is
present in the lower stratosphere during sunliddmns (Avallone and Toohey, 2001) under gas
phase chemistry. The large difference between Q{43 1) and BrO/By ([D.5) results mainly
from the fact that Cl + CH- HCI + CHs is exothermic, whereas Br + GH. HBr + CHg is
endothermic, and the resulting molecule HCI is moncite stable than HBr.

Reactions that occur on the surface or in the bbRSC particles are central to our
understanding of polar ozone depletion. The twannrarganic chlorine reservoirs present
during the incipient phase of the winter-time palartex, HCl and CIONg do not react in the
gas phase in the lower stratosphere. However,dggaeous reactions such as:

CIONO, + HCI(©) —= HNOs() + Ch (R5.1)
CIONO, + HA0(©) ——— HNOx() + HOCI , (R5.2)
HOCI + HCIE) —= H,0(Q) + Ch , (R5.3)
N2Os + HiO(Q) ——s HNO4(c) + HNO , (R5.4)

were postulated to occur on the surface of PSQh,the Cl-bearing products being photolabile,
readily reacting with @in catalytic cycles, and the HN@nd HO remaining in the condensed
phase, indicated bg) (Solomon et al., 1986; McElroy et al., 1986b; Zan and Arnold, 1986;
Solomon, 1988; Abbatt and Molina, 1992a,b). Reastig5.1 and R5.2 are responsible for most
of the chlorine activation that transforms the cime reservoirs HCIl and CIONGnto active
chlorine CIQ. Reaction R5.3 also activates chlorine, especialgnvironments with low
CIONGOg, while reaction R5.4 is responsible for converthi@x to HNG;s, especially during polar
night in early winter. Early laboratory experimentsfirmed that the heterogeneous reactions
R5.1 and R5.2 are indeed very effective on iceanBNQy/H>SQs-containing ice surfaces at
low temperatures such as those occurring in théantime polar stratosphere (Tolbert et al.,
1987; Leu, 1988). These studies were still consti@ito solid surfaces (ice and NAT-like), as
the importance of reactions on/in liquid dropleswinknown at that time. Only later did it
become clear that these chemical reactions ocausiailar rate (per unit surface area density,
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SAD) on/in liquid droplets. However, since the SADiquid PSCs is usually greater than the
SAD of solids, winter chlorine activation is typilsadominated by liquid PSCs .

5.2 Seasonal Evolution of Inorganic Chlorine Specie

We first examine the impact of the fast reactioBslRR5.4 on the evolution of inorganic
chlorine species under conditions of the cold Asttawinter stratospher®ue to the much
lower temperatures in the Antarctic compared toAtatic, there are differences in the
occurrence of PSCs between the hemispheres wigeqaences for ozone depletion. The low
temperatures in the Antarctic stratosphere pertduitous PSCs over the winter months (Pitts
et al., 2018) and an annual formation of an ozale Wwith very few exceptions (Grool3 et al.,
2005). Temperatures in the Arctic are much moretée from year to year, as is the ozone
depletion, which even iyears with the coldest and longest vortices ontglyaeaches the
levels seen in the Antarctic.

Once the temperature falls below a critical thréghabout 195 K, gas phase HCI and
CIONG:; are rapidly converted to active chlorine specighsas CIO, CIOOCI, HOCI, and £
as illustrated schematically in Figure 37. Thederafe activation reactions occur both on the
surface and in the bulk of STS and SSA particlesyell as on the surface of NAT and ice
particles (Peter, 1997; Solomon et al., 1999; Dadlid Muller, 2012; Grool3 et al., 2018).

Reactions R5.1 and R5.2 provide the initial coneersf reservoirs HCl and CIONQo
active form in both the Antarctic and Arctic voeg(e.g., Solomon et al., 1986; Salawitch et al.,
1988, Crutzen et al., 1992; Grool3 et al., 20¥dhltmann et al., 2017). In particular, R5.1 leads
to a titration of HCI and CIONgas the first rapid activation step, in which CIO\@e less
abundant of the two reservoirs, can be consumeebniand HCI decreases at the same time by
the same amount (Figure 37a). This first step @gapén within hours of the first PSC encounter,
e.g. when air is lifted and cooled in mountain wa@arslaw et al., 1998a). The remaining HCI
after the initial titration can be activated onlych more slowly, either via R5.1 after some
CIONG: is reformed through chlorine deactivation, or R&a3 with HOCI produced by CIO +
HO; -~ HOCI + G (e.g. Crutzen et al., 1992).

Reaction R5.3 plays a much more important rolé@Antarctic than the Arctic, due in
part to much lower values of N@ the Southern Hemisphere, driven by the lowemperatures,
that suppresses reformation of CION@ rutzen et al., 1992). A recent model analysisciates
about 70% of the loss of HCI is driven by Reac®i3 during the chlorine activation phase of
the Antarctic, whereas only about 30% of the Iddd@l occurs via this route in the Arctic
(Wohltmann et al., 2017). Reaction R5.3 also besimereasingly important for maintaining
active chlorine as gevels within the Antarctic vortex approach thasmal minimum (Grool3
et al., 2011). Eventually Qevels within the Antarctic vortex become so ldwttthe most
dominant form of active chlorine within the vortisxatomic Cl. At this stage, HCl is reformed
by gas phase reactions such as Cl & @htl Cl + HCO and levels of active chlorine in the
vortex undergo a marked decline. In these casesrgflow G mixing ratios below about 0.1
ppmv, it is possible that all available chlorineanverted to HCl and heterogeneous chlorine
activation is stopped because of a missing reap@stner even though PSCs may be present
(GrooR et al., 2011). Low levels of N@esulting from reaction R5.4 have the consequémaie
the deactivation of chlorine by the reaction CIQI®: is strongly suppressed, prolonging the
period of chlorine-catalyzed ozone depletion (Tebal., 1986; Crutzen and Arnold, 1986).
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5.3 Brief Review of Heterogeneous Reaction Proliasl

The rates of heterogenous reactions R5.1-R5.4aeneterized in terms of reactive
uptake coefficients, also called reaction probaédifo), defined as the number of gas phase
reactant molecules colliding with a particle sugfand reacting with a molecule on/in the
particle divided by the total number of reactanienales colliding with the surfacg(< 1).
Reactions that occur in the bulk of particles (haRR5.3) are also expressed as surface-based
reactions with rates proportional to particle SADe reactive uptake coefficieptis specified
as a function of temperature, pressure, and theaxghnatio of gaseous 2 based on laboratory
observations for SSA, STS, NAT, and®ice (Hanson et al., 1996; Shi et al., 2001; Hanso
2003; Burkholder et al., 2015), with the reactiater(in units of 3) found according to:

Knet = % Gyo (SAD [ (Eq 5.1)

where SAD is specified per particle composition amglthe mean molecular velocity of the gas-
phase reactant molecules. The valugdbr reactions R5.1 and R5.3 increases very shapby
function of decreasing temperature for SSA (Fig@8% resulting in the rapid production of
active chlorine and initial titration of gas pha$€l and CIONQ once temperature drops below
about 195 K (see chemical lifetimes for a nomindA$opulation on the right hand axis of
Figure 38).

The main reason for the steep exponential temperaependence g6 on SSA for
reactions R5.1 and R5.3 is the dilution of the agpseSSA droplets as temperatures drop,
allowing HCI gas to enter the droplets and disgedia H + CI". This increase in HCI solubility
was first explained by means of a thermodynamictedg/te model by Carslaw et al. (1994) (see
Figure 27b). Alsoyo on SSA for reaction R5.2 increases with decreasngperature (although
not as sharply ag for R5.1 and R5.3), as the dilution of the SSAptiets with falling
temperatures still allows morex@ molecules to be freed up to react with CIGNThe decrease
in yo on SSA for R5.2 below 193 K is due to competitrgth R5.1, i.e. under such cold
conditions the solubility of HCI becomes sufficigritigh and makes R5.1 the dominant reaction
pathway. In combination, R5.1 and R5.3 lower tfetilne of HCI from about 0.5 year to about 1
week when the temperature drops from 200 K to 195 K

Figure 39 compares reactions R5.1 and R5.3 on 38/ STS, NAT, and D ice
PSC particles, but is presented in terms of deriirstiorder loss rates insteadyof(with
nominal chemical lifetimes again shown on the rigdmd axis). The dashed and solid blue
curves in Figure 39a represents the reaction CIONBCI(c) on SSA and STS, respectively.
The parameterization of this reaction on STS takiesaccount the uptake of HN@to the
particles (Figure 27), which increases the drogpletace area by one order of magnitude and
explains the approximately tenfold increase infigler loss rate beyond the one for SSA at
temperatures below about 190 K. The first-ordes lage for CIONQ@ + H>O(c) (Figure 39b)
shows a similar increase for STS (solid blue cucashpared to SSA (dashed blue curve) below
about 190 K.

The green curves in Figure 39 show the first-oldes rates for reactions R5.1 and R5.2
on NAT particles witmnat = 102 cmi® (solid curve) and 18 cmi 3 (dashed curve), respectively.
The former are representative of the enhanced NAfune PSCs primarily observed downwind
of wave ice PSCs by CALIOP and MIPAS, while thedatepresent the more ubiquitous
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tenuous NAT mixtures observed by both sensors.|d$gerates for R5.1 on enhanced NAT
mixtures is similar to the loss rates on SSA/STem@miperatures above 193 K. However,
CALIOP data (Pitts et al., 2018) show that enhardAd PSCs comprise only 4-7% of total
PSCs observed, which effectively reduces theircéffe loss rate by more than an order of
magnitude compared to the ubiquitous liquid drapl&@he CALIOP data confirm and generalize
earlier ground-based lidar measurements from Nyudd (Svalbard, Norway), which suggested
that only about 1% of the limited data of three t@is were enhanced NAT PSCs, whereas 26%
were tenuous NAT mixtures (Biele et al., 2001).

The cyan curves in Figure 39 show first-order lades for reactions R5.1 and R5.3 in
wave ice fice = 101 cmi 3, solid curve) and synoptic-scale ice A6m 3, dashed curve) PSCs.
At first glance, wave-ice-induced Cl activation epps to be dominant, but CALIOP data (Pitts
et al., 2018) show that wave ice PSCs comprise @86 of all PSCs observed, and in reality
most of the activation has already occurred ondiginoplets before widespread ice PSCs are
observed.

Another interesting aspect of Figure 39 is thagvieals how different the heterogeneous
reaction rates on NAT particles measured by twiedght laboratories are. The measurements
by Abbatt and Molina (1992b) and Hanson and Ravikaiea (1993) were made under widely
varying conditions, but using a surface reactiordaeioeveals these differences in reactive
uptake coefficients by as much as a factor of ILfrglaw and Peter, 1997). These differences,
though known for a long time, are considered reddyi unimportant since heterogeneous
chemistry on liquid droplets is under most condianuch more important than that on NAT
particles.

Modern models of polar ozone (e.g., Table 1 of 8alo et al., 2015) include the four
heterogeneous reactions given above plus at lwasadditional heterogeneous reactions that
involve brominated compounds:

h
BrONO; + H:0(C) —— HOBr + HNQY(C) (R 5.5)
h
HOBr + HCIE) —— BrCl + HO(C) . (R 5.6)

There has been a multitude of carefully crafte@tatory measurements combined with
physicochemical modeling, which investigated thevamentioned reactions plus a large
number of other potentially important heterogena@astions:

N2Os + HCI(E) ——s CINO, + HNO3(C) , (R5.7)
N2Os + HBI(C) —— BrNO, + HNOs(C) , (R5.8)
BrONO; + HCI(Q) —— BrCl + HNOx(c) , (R5.9)
CIONO; + HBI() ———s BrCl + HNOX(C) , (R5.10)
HOCI + HBrE) —— BICl + HO(C) , (R5.11)
HOBr + HCIE) —=— BrCl + HO(C) . (R5.12)
HOBr + HBIC) —— Br, + H0(C) . (R5.13)

This article is protected by copyright. All rights reserved.



h
HONO + HCIE) ——s CINO + hO(C) . (R5.14)

h
HONO + HBr€) —— BrNO + HO(c) . (R5.15)

In each of these reactions, “het” indicates thatrdaction requires the surface or bulk of
a particle, i.e. either SSA/STS or NAT or ice. ReatR5.7 provides a minor pathway for
conversion of gas phase HCI to active chlorinectiurs with a moderate speed on SSA and is
therefore also responsible for the conversion ok MOHNG:; in the dark and cold polar vortices
in winter resulting in very low NOmixing ratios. Reactions R5.8-R5.13, all of whintiolve
brominated compounds, affect the nighttime resemioBrO and provide a slight enhancement
in the rate of @loss, due to suppression of daytime HOBr and HRry et al., 1996). However,
BrO is thought to be converted nearly entirely t&€Bat night when active chlorine is present in
the vortex due to a branch of the CIO+BrO reac{©anty et al., 2005; Wohltmann et al., 2017)
and the effect of these four reactions on compptegdr G loss is small, about 2% (Lary et al.,
2006). Similarly, R5.14 and R5.15 have been ingastid in a number of laboratory studies (cf.
Burkholder et al., 2015), but are likely to playyominor roles under atmospheric conditions.
All the laboratory studies have been analyzed gnthssized into recommended valueswds
a function of temperature, pressure, ambiei@ Hetc. by two primary groups: the Subcommittee
on Gas Kinetic Data Evaluation for Atmospheric Cretrg of IUPAC (Crowley et al., 2010 and
http://iupac.pole-ether)ras well as the NASA Panel for Data Evaluationrid@older et al.,
2019 anchttps://jpldataeval.jpl.nasa.gpv

5.4 Reactions on Liquid SSA/STS, NAT, and Ice

There has been recent attention devoted to asgdabgimelative importance of reactions
occurring on liquid SSA/STS droplets versus readtion solid NAT particles, for both chlorine
activation and ®@loss (Drdla and Miller, 2012; Solomon et al., 20X noted earlier, field and
laboratory observations both indicate chlorinevation occurs rapidly when the temperature
drops below about 195 K (see Figure 39). Belowtiisperature, liquid droplets start taking up
ambient HNQ and RO (Carslaw et al., 1994; Peter, 1997). Even thdugf can exist at
temperatures below about 195 R in the lower stratosphere with nominal levels &f®%
and BO), NAT patrticles are unlikely to nucleate befdne air cools to several degrees below
TnaT (Dye et al., 1992). Thus, heterogeneous reacbarigjuid aerosols play a significant role
for chlorine activation (Solomon et al., 1999). gkown by the dashed and solid blue curves in
Figure 39a, much of the initial activation of chiw takes place on the surface of liquid SSA
particles afl < 195 K, where activation rates are shorter thaweek, as suggested by Drdla
and Muller (2012). A series of sensitivity studoesmducted using a global model with specified
dynamics concluded “very limited ozone losses occuf liquid PSCs or binary aerosols alone
are allowed to drive heterogeneous chemistry thraoegctivities and surface areas characteristic
of temperatures of 192 K or warmer” (Solomon et2015). It is important to note that these
simulations also include dehydration, which resuiltsignificantly longer chlorine activation
rates at 192 K compared to those displayed in Ei§9r Under dehydrated conditions the
reactivity on liquid aerosols above 192 K is indeed sufficient to maintain chlorine activation
throughout the winter. The simulations of Solombale(2015) also assunm@at = 0.01 cr?
andnice = 0.1 c?, which except for dense orographically-driven deleads to an
overestimation of the reactivity on these solidipbes. Althoughnnat cannot be derived directly
from satellite observations, values between &0 and 16 cm® appear to be more consistent
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with the majority of CALIOP data (Pitts et al., B)1In situ observations also suggestr to be
in the range of I®cnT (Voigt et al., 2005) to T®cm® (Ward et al., 2014). This range mfat

is also consistent with simulations of denitrificatby sedimenting NAT patrticles (Carslaw et
al., 2002; Grool} et al, 2014).

Despite this debate, the importance of heterogeneloemistry on the liquid particles
(Solomon et al., 1999) remains beyond dispute chtwrine activation, the first-order loss rates
on any existing particle composition would be fsbugh to completely deplete CIOND a
few days for temperatures at and belbr.

5.5 Denitrification and Dehydration

Toon et al. (1986) were the first to propose thatdedimentation of PSC patrticles could
play a vitally important role for the formation tfe Antarctic ozone hole. The sedimentation of
PSC particles containing HN@vould remove reactive nitrogen (i.e., N@om the lower
stratosphere, preventing the reformation of NO ld@d from HNGz photolysis once the vortex
warmed and sunlight returned. Toon et al. (198@nhaeferred to PSCs as “nitric acid clouds”.
Model calculations soon demonstrated the importafceenitrification for the development of
the ozone hole (e.g., McElroy et al., 1986b; Saiewet al., 1988; Turco et al., 1989), but were
based on relatively crude assumptions. Later ssudibdeumented the importance of
denitrification for enhancing chemical loss of ogan the Arctic stratosphere (e.g, Drdla and
Schoeberl, 1993; Waibel et al., 1999). The firdeslational evidence for the sedimentation of
stratospheric cloud particles was provided by a&ggpon in the formation temperature of PSCs
based on analysis of satellite data (McCormick arggpte, 1987). Soon after, balloonborne frost
point measurements obtained over Antarctica shdhetdambient KO could also be removed
by the sedimentation of PSC particles (Rosen £1888). Fahey et al. (1989; 1990a) presented
aircraft observations from instruments on boardNIA&A ER-2 aircraft over a series of flights
from Punta Arenas, Chile, that revealed the ocogeef both denitrification and dehydration
within the Antarctic lower stratospheric vortex. #&iout the same time, Poole and McCormick
(1988) used airborne lidar observations in theiartct show that PSC particles form in two
distinct stages: one that takes place about 2¢@boveTice, Nnow known to involve STS
(Carslaw et al., 1994; Tabazadeh et al., 1994)Nehd (Hanson and Mauersberger, 1988); and a
second indicating significant ice particle growtddw Tice. Aircraft observations obtained in the
Arctic vortex revealed the presence of denitrifimatin the absence of dehydration (Fahey et al.,
1990Db). Interestingly, dehydration likely moderatbemical loss of polar ozone because,
following the lowering of ambient #D, PSC particles subsequently form less readilythed
rate of heterogeneous reactions that activateidelalecline exponentially as a function of
available HO (Portmann et al., 1996; Brasseur et al., 1991pgahfield and Pyle, 1998). For a
proper simulation of the impact of PSCs on polarngz models must contain accurate
representations of the rate of heterogeneous cléne@ctions on the surface of various types of
particles, and must properly represent where, waed how denitrification (and for the
Antarctic, dehydration) occurs. The situation idtier complicated by the possible presence of
NAT particles within clouds that form under low teemature conditions in orographically driven
lee waves (Dhaniyala et al., 2002; Fueglistaled.e002a,b; Peter and Grool3, 2012). The
resulting clouds with many small NAT particles (anbed NAT) move downstream and may
consequently lead to large, rapidly sedimenting Np&fticles, when the largest particles fall out
of the lower edge of the cloud (see Subsectior22P.These processes are difficult to represent
in global models and need to be parameterized (Mugnd Gary, 1995; Gary, 2006; 2008).
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Extensive chemical loss of polag @ both hemispheres has always been accompanied
by extensive denitrification, i.e. the removal ddjNfrom the polar, lower stratosphere by the
sedimentation of PSC particles (see upper righélparFigure 36). This requires the formation
of solid NAT particles (Solomon, 1988; Salawitchakt 1989; Fahey et al., 2000; Voigt et al.,
2000; Manney et al., 2011; Peter and Grool3, 201@p&et al., 2014). As such, NAT particles
are considered to be an essential component afralerstanding of polar ozone depletion, even
though their direct chemical influence via hetermgmus reactions is small compared to
SSA/STS (Figure 39). An important condition foresfive denitrification is that an optimum
number of NAT patrticles form: neither all pre-exigt stratospheric aerosol particles (i.e. about
10 cm?d), as these particles must then stay small (gBand sediment only slowly given the
limited HNOz abundance; nor too few particles (e.qg. less tifecii®), which would grow and
sediment quickly, but remain limited in their deification potential. The process of
denitrification requires a selective nucleation hreeasm forming a small but sufficient number
of solid NAT particles (Salawitch et al., 1989; Egtet al., 2001). As discussed in Section 3, the
nuclei achieving this are still under debate anssgaly of meteoritic origin.

Finally, when NAT and ice PSC patrticles sedimetd imgher temperature regions at
lower altitudes, the particles evaporate and predamhancements in HN@nitrification) and
H20 (hydration). Simulations have successfully shoovreproduce this effect (Grool3 et al.,
2005, 2014; Tritscher et al., 2019; see Section 6).

5.6 Impact of PSCs on Gas Phase Composition

The rapidity of the loss of HCI and CION@nd the production of CIO and associated
other active chlorine species at temperatures belk8% K has been confirmed by satellite
observations (Santee et al., 1995; von Clarmaiah,62009; Santee et al., 2011), ground-based
and airborne remote observations (Farmer et &.7;19olomon et al., 1987a,b; Toon et al.,
1989a), as well as in situ measurements (Andersah, d991; Wilmouth et al., 2006) in both
hemispheres. Figure 40 shows observations of tieeaBactive chlorine with respect to the
reservoir gases. While no chlorine activation snseutside the vortex, inside the cold vortex
significant chlorine activation of up to 90% ocadr

As pointed out above, the seasonal evolution gp@ttitioning shown in Figure 37 is an
idealized sketch. Early editions of the WMO/UNEPoBe Assessment showed a similar sketch
as Figure 37 but assuming the mixing ratios ofréservoir gases HCI and CION@ be very
similar at the beginning of the winter and thereftire early titration to be almost complete.
Later, this was corrected by Wilmouth et al. (20B®18), showing that HCI stayed finite during
the winter, but still reached significantly lowaalues than suggested by Figure 37 through the
longest part of the winter. Interestingly, despitte discovery of the ozone hole dating back more
than three decades with the underlying mechanisieved to be well understood, current state-
of-the-art models have problems quantitatively oépicing the observed HCI in the lower
Antarctic stratosphere in early winter (Groof3 et2018). While the models describe the
development of the ozone hole during the earlyispatiod very well, they significantly
overestimate HCI, one of the key chemical speanssje the polar vortex during polar night.

The discrepancy exists in different models to wagyextent, such as the trajectory-based
chemical Lagrangian model CLaMS, as well as in Batemodels SD-WACCM (the specified
dynamics version of the Whole Atmosphere Commu@lisnate Model) and
TOMCAT/SLIMCAT. Figure 41 shows some examples, o a reality check for the
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idealized Figure 37 mentioned above. As argued tmpG et al. (2018), the HCI discrepancy
hints at some unknown process in the formulatiosti@tospheric chemistry that is currently not
represented in the models. The somewhat smalleregiancies in the Eulerian models compared
to the Lagrangian trajectory model may be tracek @ larger numerical diffusion in the
transport scheme of the Eulerian models. Althodnghniissing process has not yet been
identified, Grool} et al. (2018) investigated a nemtf hypotheses on the basis of the
characteristics of the discrepancy: (i) underegtih&l Cl uptake into the PSC particles would
show aT-dependence different to that observed; (ii) dipFastolysis of particulate HN§rannot
occur in the middle of the winter; (iii) additionafoduction of NQ and HQ from ionization
caused by galactic cosmic rays can explain onlye®0% of the discrepancy; (iv) a
hypothetical decomposition mechanism of particuliOs, e.g. involving galactic cosmic rays,
might resolve the HCI discrepancy. Although thikmmwn mechanism is not yet identified,
there is some evidence that PSCs may be involvétkadifference between observed and
simulated HCI correlates with sunlight time bel@mperatures of 195 K. It is, however,
important to note that the HCI discrepancy occarsarly winter when a large fraction of the
polar vortex is still in darkness, i.e. well befe@ing when the significant chemical ozone loss
occurs. Therefore, there is only a minor impaclwdut 2% on the overall ozone column loss
over the course of Antarctic winter and spring caneg to a simulation with artificially
increased chlorine activation.

Table 6: Summary of Section 5

* Heterogeneous chlorine activation takes place umaest conditions on/in liquid
SSA/STS droplets, much less on NAT or ice particles

» Heterogeneous reaction rates on NAT particles nmreddwy different laboratories
differ by orders of magnitude, but this is consaterelatively unimportant since
heterogeneous chemistry is much more importanigoidl particles than on NAT.

» Extensive chemical loss of polag @ both hemispheres is always accompanied by,
extensive denitrification, i.e. the removal of N@m the polar lower stratosphere by
the sedimentation of PSC particles that are abtgdw to large sizes.

* The denitrification observed in both hemispheres/jgies evidence for a selective
NAT nucleation mechanism, resulting in NAT numbensities suitable for
denitrification. It has been speculated that theleation might occur on particles of
meteoritic origin.

* The rapidity of the loss of HCl and CION@nd the production of CIO and associated
other active chlorine species at temperatures belt®5 K has been confirmed by
satellite and in situ observations in both hemisg$e

* Models appear to systematically overestimate HElbmthe vortex in early winter.
There is evidence suggesting that PSCs are invatvget unknown chemical
processes Yyielding HCI decomposition in the dankteri polar vortex. However, this
likely has only a minor impact on the total ozompleétion during a winter/spring
season.
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6 Parameterizations of PSCs in Global Models

This section provides an overview of how PSCs &ed impacts are parameterized in
global atmospheric models. Despite their criticdéin polar stratospheric chemistry, PSCs are
often modeled in a rather simplified manner. Thgrde of complexity in the model
formulations ranges from just switching on chloraativation reactions as soon as the
temperature falls below the threshdight to sophisticated descriptions of PSC microphysics
and chemistry. Typically, global models such asr@ibal Transport Models (CTMs),
Chemistry-Climate Models (CCMs), or Earth Systemdels (ESMs) cannot reproduce PSCs in
time-consuming detail, but rather aim to include éffects of PSCs on the atmospheric chemical
composition, especially related to chlorine actmat denitrification, and polar ozone loss. For
the simulation of PSC microphysics and chemisteydlare, in principle, three relevant aspects:
(1) the formation, maintenance and compositiorhefRSCs, (2) the heterogeneous reactions on
the surface or in the bulk of the PSC particles, @) the vertical redistribution of HNGnd
H20O due to sedimentation of the larger PSC particles.

6.1. Microphysical and Chemical Processes

6.1.1 Formation of PSCs in Large-Scale Models

The scientific basis of PSC formation has beemduced in Section 3, with Figure 26
showing the different formation pathways of theiwdbial PSC compositions: the nucleation of
ice can occur homogeneously or heterogeneouslyempsting particles, whereas the
nucleation of NAT must occur heterogeneously ordsaliclei. Recent studies have
demonstrated the importance of heterogeneous rigeiean foreign nuclei, but not much is
known about these nuclei other than they may cobosiseteoritic or a variety of other materials
(Ebertet al., 2016; Schitzeet al., 2017; Schneider et al., 2021). Therefore, the simulation of
heterogeneous PSC formation requires certain agsamafgo be made. In gravity waves,
temperatures may quickly drop well bel@w reaching the homogeneous nucleation threshold
of ice (Koop et al., 2000), leading to homogeneaoasucleation in a large fraction of the liquid
SSA droplets before they can take up significanbams of HNQ. The formation of wave ice is
often not well represented in global models simeeextent of the local wave structure and the
corresponding cooling rates are typically neithglieitly resolved nor parameterized (see
Section 4). Also with respect to other aspectsS€ Bomposition (see Table 1), global models
cannot reproduce every detail, but rather aim poaguce the chemical impact of PSCs as
realistically as possible.

The modeling of PSCs requires not only the deteatron of the composition class (ice,
NAT, STS) or mixture of classes (e.g., STS/NAT)hat time of PSC formation, but also their
further evolutionFor example, NAT and ice particles grow or shrink after a change in
temperature until they reach thermodynamic equilibrium by depleting/enriching gas-phase H.O
and HNOs. Similarly, the liquid SSA droplets take up HBlfoom the gas phase to form STS,
enhancing the HN®vapor pressure of the HN®2SO-H20 solution and depleting the HNO
in the gas phase until equilibrium between bote#&ched. Instead of treating these time-
dependent kinetic processes in an explicit manaye-scale models commonly assume
thermodynamic equilibrium between the gas phaseP& particles. For liquid STS, this
steady-state assumption is fully justified, singeid particles of 0.Jum radius need only about
10 min to equilibrate with gas-phase HNMeilinger et al., 1995). This is not the case NXT
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particles in low number densities, where it mayetdkys to reach equilibrium (Carslaw et al.,
2002).

6.1.2 Modeling Heterogeneous Chemical Reactions

The importance of heterogeneous chemistry on SSA&C particles of different
composition was emphasized in Section 5 with therkactions R5.1-R5.15, sorted roughly in
decreasing order of significance. These reactianshave both surface-based and volume-based
components, but are typically parameterized imtloeels as purely surface-based reactions.
Besides heterogeneous chlorine activation in thar bratosphere, the deactivation of \add
formation of HNQ via heterogeneous>Ns hydrolysis (R5.4) affects the chemical composition
of the polar vortex in early winter, making it mgyene to strong ozone depletion. While with
respect to the heterogeneous reactions on PS@s thag been no major new research within the
last two decades, some contradictory parametesizatyf heterogeneous reaction rates on NAT
surfaces remain, as shown in Figure 39 (Abbatt and Molina, 1992b; Hanson and Ravishankara,

1993; Wegner et al., 2012). However, this detail is believed to not have a significant imparct
model results, since the reactions on liquid SSAANS are typically faster in this temperature
range. Established chemistry modeling schemesdeahoost of the heterogeneous reactions
R5.1-R5.15 occurring on any of the PSC particles#as.

6.1.3 Size- and Shape-Dependent Particle Sedinmamtat

PSC particles undergo sedimentation, at a speédépands mainly on particle size. For
spherical particles, the sedimentation speed seplgximately with the square of particle
radius and is roughly 1 m/h forpin radius and 100 m/h for 30n radius. The impact of PSC
particle sedimentation is parameterized differeimtlyarious models, ranging from fixed vertical
velocities for a given PSC class to Lagrangiankiragof individual particles, see Table 7.
Besides particle size, the sedimentation veloaiysahds to lesser degrees on atmospheric
pressure (Muller and Peter, 1992) and on partitégs (Woiwode et al., 2014), as non-spherical
particles have a larger drag, which has hesed to explain certain observations of particularl
large PSC particles (Molleker et al., 2014; Woiwode 2016).

An accurate simulation of sedimentation can furtieechallenging, because very large
PSC particlegice or NAT) may sediment through a significant fraction of a vextimodel grid
box in a model time step, which may cause probhertts numerical diffusion. Large NAT or ice
particles withr > 5um, though they may occur only in very low partiolember densities on the
order of 16>-10* cn® (Fueglistaler et al., 2002b), are responsiblesignificant vertical
redistribution of HNQ or H.O. This sedimentation process leads to denitribcaand
dehydration and, upon their evaporation, to refiaition and re-hydration at lower altitudes.
Owing to their importance, these large NAT pargsdi@ave sometimes been labeled as “NAT
rocks” (Fahey et al., 200Fueglistaler et al., 200Riviere et al., 2003 Molleker et al., 2014).

6.2 Modeling PSCs and their Impacts

Depending on the specific modeling purpose, PS@slair impacts are represented in
current atmospheric models in rather different w&wing to the complexity of the
mechanisms, the treatment in models does not ygaék into account the full, detailed PSC
characteristics, such as heterogeneous or homogenealeation, PSC composition class, NAT
or ice number density, etc. When the aim of a metialy is mainly to describe the impact of the
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PSCs on ozone on the vortex scale, simplificat@arsbe justified, since many processes
involving PSCs ‘saturate’, e.g. after the availatiiorine has been fully activated because the
chemical reactivity and the available PSC surfaea densities increase rapidly beldmar.

Therefore, a realistic simulation of the outcoméeterogeneous chemical processing
does not necessarily require a detailed representat the processes involved. For example, in
the beginning of the polar winter, the heterogesaeaction HC| + CION®(R5.1) undergoes a
titration step until all available CIONOas reacted with HCI. The duration of this stepy iva
short compared with the timescales relevant foneztepletion. There are only rare examples
when the initial chlorine activation step does fudly deplete the available CION(Nakajima
et al., 2016). Hence, the actual reaction rate nmye very relevant due to the steep
relationship between ambient temperature and diivéime (see Figure 39). Another example
of a saturation effect is the maintenance of elVattive chlorine levels in the Antarctic lower
stratosphere through HCI null cycles. Very diffarassumptions for the rate of reaction HOCI +
HCI (R5.3) yield similar modeled ozone depletion (Groof8 et al., 2011; Miiller et al., 2018). In
addition, the impact on ozone depletion of omittiagne PSC composition classes in models has
been studied (Kirner et al., 2015; Solomon et al., 2015). Kirner et al. (2015) showed that omitting
the heterogeneous chemistry on NAT particles wigh of about 3 x 18 cni®has almost no
direct impact on chlorine activation (although theirect effect via denitrification is a strong
one). Only NAT-containing clouds with high numbendities, i.e. enhanced NAT mixtures with
nnat = 0.01 c?, can be expected to have sufficiently large sertaea densities to have a
significant local impact on heterogeneous chemising this only when assuming the high
heterogeneous reaction probabilities measured Imgdtaand Ravishankara (1993) (see green
curves in Figure 39). However, only 4-7% of tot&8lG% observed by CALIOP are classified as
enhanced NAT mixtures (Pitts et al., 2018), so their vortex-wide impact will remain limited
(see Section 5.3). Correspondingly, Solomon g28l15) showed in simulations zeroing halogen
heterogeneous rates on liquid particles that abakitof the ozone loss could be reproduced
when assuming dense NAT and ice PS&gr(= 0.01 cn?andnice = 0.1 cn) and the reaction
rates measured by Hanson and Ravishankara (1993).

Other processes that may experience saturatiotheaitrification and dehydration. When
temperatures remain below the threshilgr or Tice for a significant time, denitrification or
dehydration may be close to the maximum possiklezie-drying effect, i.e. so much NAT or ice
has been removed by gravitational settling thafdhmation of further NAT or ice becomes
increasingly unlikely. If denitrification is over@sated in the early phase of the winter, it would
hinder NAT formation and further denitrificatiortds in the season due to less available HNO
leading to a partial compensation. The largesebfices between various parameterizations of
denitrification are therefore expected during theet of the process. However, simplified
parameterizations have difficulties in correctiyalating details of NQredistribution and
chlorine activation when temperatures are closhedhreshold temperature. Also, empirical
model parameterizations may not be valid in coadgicaused by a changing climate. It is
therefore important to test the parameterized R®€mses in global models against sophisticated
explicit models or, when available, validate thegaiast dedicated observations.

Finally, we emphasize that the accuracy of the txatpre in the models is very critical.
As the processes involving PSCs are strongly teatpes-dependent, the PSC parameterizations
rely on a very good simulation of stratosphericpgenatures. CTMs, which use the temperatures
from assimilated data (meteorological analyseg@mnalyses), typically have realistic synoptic-
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scale temperatures, but this is often not the ftadieee-running CCMs or ESMs. These models
often suffer from a temperature bias (the so-cdibett bias”) in the polar stratosphere that can
be on the order of 5 K or even larger (e.g. Buticbgal., 2011). Such a misrepresentation of
polar stratospheric temperatures would cause aggexated ozone depletion, regardless of the
sophistication of the PSC scheme. Conversely,sxsidsed in Section 4, CCMs/ESMs poorly
represent fine-scale temperature fluctuations iaduxy orographic and non-orographic gravity
waves, which are also important for PSC formatiod may partly compensate the cold bias
apparent in many of these models.. Section 4 descefforts to (directly) parameterize the
stratospheric temperature fluctuations due to sumres, which otherwise would be missing
(Orr et al., 2015; 2020). Alternatively, an (indirect) way is to adjust the number densities of solid
particles in an appropriate manner so that agreemwiéima measured optical signal (e.qg.
CALIOP backscatter) is optimized (Tritscher et 2019).

6.3 Specific Treatment of PSCs in Different Models

For selected global models, this subsection ginesvarview of how PSC microphysics
and chemistry are parameterized. For comparisorglseediscuss process-resolving PSC box
models. The Chemistry Climate Model Initiative (CQMoordinated simulations of 20 global
atmospheric models with the aim of evaluating ammgaring results, e.g. regarding the
expected recovery of the ozone hole (Dhomse e2@18). Most of these models include PSC
schemes to calculate chlorine activation. Heteregas reactions and PSC compositions
implemented in CCMI models are listed in Table &hd S19 of Morgenstern et al. (2017).
However, the focus of these analyses is typicadlytne simulation of PSCs themselves, but of
their chemical impact, in particular on ozone. tasg reason, we concentrate in this section on
models that specifically report and analyze PSQkitions. Table 7 summarizes this selection
of box models and 3-D models and shows detailsS& parameterizations regarding formation,
growth and evaporation of the different PSC patadhsses, i.e., STS, NAT and ice (whereas
other potentially occurring particles, e.g. SATdaneteoritic dust are typically neglected). Many
of the models can also be switched to setups with less sophisticated PSC parameterizations; the
table shows the setup with the highest level of@emity. The formation pathway numbers refer
to Figure 26. Most models incorporate the heteregas reactions R5.1 to R5.13 on all three
classes of PSCs.

The representation of PSC formation in these mabgdarates into two groups. In the
first group, the models assume thermodynamic dxquilin between particles and the gas phase.
This means that during each individual model titeg $he gas-phase constituents HN@d/or
H-0 are assumed to be in thermodynamic equilibriuth tie PSC particles as soon as the
temperatures fall below the equilibrium temperatarel the gas-phase concentrations are
reduced accordingly. In the second group, kindfeces due to deviations from thermodynamic
equilibrium are accounted for. Furthermore, the B8dimentation speed is calculated
differently, either interactively using the averaiee of a PSC distribution or, in some models,
by a fixed vertical velocity.
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Table 7. Summary of PSC parameterizations in selected hdxgibal models. Note that nearly
all models have different options regarding sugarssions required for formation, prescribed
number densities, etc. The options listed hergarameterizations from the most sophisticated
versions of these models with respect to PSCs. &wwm pathways are numbered according to
Figure 26. Some models also include SAT partiddesdels are listed in alphabetical order within

each group.
Box Models Class Formation mechanism Pathways Particle modelGrowth Sedimentation
DMI Model STS diffusive growth 1 Eulerian bins  kinetic no

NAT surface nuél+ on SAT 2(hom)SAT Eulerian bins  kinetic no

ice _hom nucl + on NAT 3 Eulerian bins  kinetic no
ZOMM STS diffusive growth 1 Lagrangian biketic no

NAT het nucl foreign ptcléice 2, 6 Lagrangian binkinetic no

ice  hom+on foreign+on 4,5 Lagrangian binkinetic no

NAT®

Lagrangian Models  Class Formation mechanism Pathways Particle modelGrowth Sedimentation
ATLAS STS Henry's Law 1 modal equilibrium  no

NAT het nucl on foreign ptcds2 single particle kinetic Lagrangian

ice het nucl on NAT 3 modal equilibrium  no
CLaMS STS Henry's Law 1 modal equilibrium  no

NAT het nucl foreign ptciice 2, 6 single particle  kinetic Lagrangtan

ice hom+on foreign ptdds 4,5 single particle kinetic Lagrangian
Eulerian Models Class Formation mechanism Pathways Particle modelGrowth Sedimentation
BASCOE STS diffusive growth 1 bin modél kinetic Stoke's

NAT surface nuél+ on SAT 2(hom)SAT bin mode? kinetic Stoke's

ice _hom nucl + on NAT 3,5 bin modél kinetic Stoke's
EMAC (module PSC) STS Henry’s Law 1 modal equilibrium  no

NAT surface nuél+ onice 2 (hom), 6 bin model equil./kinetic yes

ice hom+on foreign+on SAR, 5, SAT  modal equil./kinetic yes
LMDz Reprobus STS Henry's Law 1 modal equilibrium  no

NAT het nucl on foreign ptcls 2 mean size equilibr  yes

ice  het nucl on NAT 3 mean size equilibrium  yes
SOCOL V3.0 STS Henry's Law 1 modal equilibrium  no

NAT het nucl on foreign ptcls2 modal equilibrium  Stokes

ice het nucl on foreign ptéi%4 modal equilibrium  Stokés
TOMCAT/SLIMCAT STS Henry's Law 1 modal equilibrium  no

NAT het nucl on foreign ptcts2 single particle equil./kinetic  Stokes/Lagrandian

ice het nucl on foreign ptéis4 modal equil./kinetic optional
WACCM STS diffusive growth 1 bin model kinetic Stoke$

NAT surface nuél+ onice 2 (hom), 6  bin model kinetic Stoke$

ice hom nucl+on NAT 3,5 bin model  kinetic Stoke's

@ Tabazadeh et al. (20029, Hoyle et al. (2013)°) Engel et al. (2013)% at supersaturation 5 and prescribggr =

1 cms;, ®at Tice With prescribechice = 0.01 cn?; @ employing PSC module of Larsen et al. (2002; 20643-4 K
below Tice; M at Tice; @ formed atTyar; & prescribednice = 0.05 cn?; (M constant volume average formation rate
8.1x10%cmi st M Carslaw et al. (1995% 36 radius size bins from 2 nm to @6; ® 8 radius size bins from 0.1 to
18 um; @ prescribedice = 0.042 crifandrice = 0.1um; ¥ meanryar = 5 um, nuat < 5x10* cns; ) 22 radius size bins
from 0.3 nm to 2Qum; © Lagrangian simulation of single representativetipias (Davies et al., 2005} incl.

Cunningham slip flow following Pruppacher and KIgi®97).
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Some of the models listed in Table 7 offer speaiécsions that allow the simulation of
PSCs in greater detail than with the standard eessiFor example, the Whole Atmosphere
Climate Community Model WACCM offers a detailedatment of PSCs with a parameterization
introducing mixtures of NAT and STS (Wegner et 2013). This complexity is achieved by
allowing only a fraction of the total available HN@ condense onto NAT and the remaining
part to condense into STS. This scheme uses fredcsize distributions and number densities
(e.g., NAT forms at a supersaturation of 10, al®kitbelowTnar, at a prescribed particle
number density of 18cm3). In contrast, Zhu et al. (2015) implemented a/\dztailed non-
equilibrium kinetic PSC module in WACCM, allowingANY to nucleate in STS particles (Zhu et
al., 2017a, b).

There are also model setups in which detailed mitysical PSC models are coupled to a
global model. For example, Daerden et al. (200dpta the detailed PSC microphysical box
model by Larsen et al. (2002) to the Belgian CTME¥OE (Belgian Assimilation System of
Chemical ObsErvations). In the models DLAPSE, whsctine Langrangian sedimentation
module of TOMCAT/SLIMCAT (Davies et al., 2005), CLaMS (Groo8 et al., 2005, 2014;

Tritscher et al., 2019), and ATLAS (Alfred WegemtmsTitute LAgrangian Chemistry/Transport
System) (Wohltmann et al., 2010), the simulatioP8{s is formulated using a Lagrangian
approach such that the simulations follow singfgesentative particles along their trajectories.
The Lagrangian setup allows simulation of the eattredistribution of NQand HO by the
sedimentation of NAT and ice particles, respecyivilcritical factor in this approach is the
parameterization of nucleation processes, whicgedrom a globally constant rate (Davies et
al., 2005; GrooB et al., 2005; Wohltmann et al., 2010) to detailed representations of the

nucleation efficiency of foreign nuclei in the hetgeneous nucleation process (Grool} et al.,
2014; Tritscher et al., 2019).

6.4 Comparisons of PSC Simulations with Observation

A comparison of PSC observations with models is not trivial and can involve different
levels of complexity. Here, we categorize possible approaches by labels C1 to C6, namely to
compare

- C1: geographic volume or area, irrespective of composition class;

- (C2: geographic extent for a specific PSC composition class (STS, NAT, ice);

- C3: composition classification along a selected orbit or flight-path curtain;

- C4: PSC size distributions, number densities, or SAD;

- C5: the optical signal of PSCs, e.g. from lidar or limb infrared observations;

- C6: PSC impact on chlorine activation, denitrification, dehydration, and ozone depletion;

- or a combination of the above.

Approaches (C1) and (C2) require the applicatioR®€ detection thresholds to the
model output that are comparable to those usetidghservational system, e.g., an optical
parameter such as the cloud index. A corresporttireghold needs to be defined in the model,
e.g., the value or range of simulated PSC SADreg#on that indicates ice, NAT or STS.

Other comparisons with observations include PSCpasition classification along a
selected orbit or flight-path curtain (C3) or theesdistribution and number density of the PSC
particles or a parameter like SAD (C4). Mie or TiNta calculations allow a comparison of the

This article is protected by copyright. All rights reserved.



PSC optical signal that, for example, a lidar syste IR limb sounder would observe for the
simulated PSCs (C5). Finally, it is possible (G6rompare the impact of the PSCs on chlorine
activation (Wegner et al., 2016) and also the gattiedistribution of HN®@and HO caused by
the PSCs (Grool3 et alQR; Di Liberto et al., 2015; Tritscher et al., 2019). There are examples

of observation-model comparisons for all of thesghads.

In the following, we summarize these comparisorts different levels of model
complexity ranging from box models to global CCMsth the focus on global models, in the
order given in Table 7. We use the C1-C6 classiboaabove to characterize these comparisons.

Comparisons of the DMI and ZOMM box models with obgrvations. Box models
offer the possibility of representing the micropicgs and chemical processes with a high level
of detail. Two model examples are listed in Tabl®iie detailed microphysical box model is the
DMI (Danish Meteorological Institute) model ( Lanset al., 2002). This has been used to
investigate PSCs observed in-situ from balloon®orotely by satellites. For instance, for a
balloon flight in January 2000, the box model wasgrated along mesoscale back trajectories
that represented the finer structures of the manimtave-induced temperature history. A
detailed comparison provided insight into PSC fdramaand growth mechanisms and explained
the formation of different PSC compositions along tbserved balloon profile (C3). For balloon
observations in December 2002, Larsen et al. (288d)onstrated good agreement between
measured and calculated optical properties (Cajnaisgy the observed PSCs were composed of
mixtures of liquid and solid particles. Combinirgst model with a mountain wave forecast
model and an infrared limb radiative transfer scheMIPAS observations of an Antarctic NAT
belt have been analyzed by comparing measuredn@ratios with simulated ones (H6pfner et
al., 2006b) (C5).

Another model is the Zirich Optical and MeteorotagiModel, ZOMM, which has been
employed as box or ID-column model to simulate PSCs (e.g. Meilinger et al., 1995; Luo et al.,
2003; Hoyle et al., 2013; Engel et al., 2013, 2014; Di Liberto et al., 2015) as well as cirrus clouds
(e.g. Hoyle etl., 2005; Brabec et al., 2012). ZOMM is initialized at temperatures where the
presence of SSA alone can be assumed, withHixing ratios from observations, e.g., by MLS.
The model is run along individual trajectoriespaling for changing pressure and temperature,
where droplets grow and shrink in a full kinetiegtment and without being restricted to the
initial lognormal shape of the distribution. Valiaa of ZOMM results has been performed in
different ways (C3-C6).

Comparisons of global models with observationdVe discuss below some comparisons
of PSC observations with results from the globadsais listed in Table 7, which includes both
Eulerian and Lagrangian CTMs as well as CCMs. N most CCMs can be nudged towards
reanalyses, resulting in realistic synoptic-scafageratures — although as discussed above, they
would still miss the effects of localized temperatperturbations from mesoscale gravity waves.
For the simulation of PSCs, these nudged simulstioften referred to as specified dynamics
(SD) mode, are similar to CTM simulations.

Lagrangian CTMs ATLAS and CLaMS. Trajectory-based transport and sedimentation
schemes for NAT and ice particles similar to DLAPSE have also been incorporated into the
global Lagrangian CTMs CLaMS (McKenna et al., 2002a,b; Konopka et al., 2004; Grool et al.,
2005) and ATLAS (Wohltmann et al., 2010), which emulated most of the concepts of CLaMS,
including the Lagrangian simulation of NAT (but not ice) particles. ATLAS was used to simulate
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stratospheric chemistry for the Arctic winter 198800, with a focus on polar ozone depletion
and denitrification, validating the model by meahsneasurements taken during the
SOLVE/THESEO 2000 campaign. A model run includirgailed treatment of denitrification
showed excellent agreement with both long-liveddra and species from chemical chlorine,
nitrogen and hydrogen families, including ozoneaswed aboard the ER-2 aircraft and
balloons (C6), see Wohltmann et al. (2010).

GrooR} et al. (2014) compared PSCs modeled using/Shaith CALIOP observations
on the basis of the optical signal that would bgsepbed by the satellite instrument (C5). The
optical signal derived from the simulated PSCs egsith the observations to within their
uncertainty levels, and the vertical redistributadNO, due to sedimenting NAT patrticles is in
accordance with satellite (ACE-FTS, Atmospheric @lstry Experiment-Fourier Transform
Spectrometer) and airborne in situ (SIOUX, Strabesig Observation Unit for nitrogen oXides)
observations (Grooét al., 2014). A follow-up study byTritscher et @019) provided a
comprehensive comparison of the spatial volumeStE$observed by CALIOP and MIPAS (C1,
C2; see Figure 6 of Tritscher et al. 2019), compositiassification along CALIOP orbits based
on the optical parameters (C3), and the impacteeparticle sedimentation on gas-phase HNO
and HO (C6), reproducing the observed re-hydration efltdwer stratosphere resulting from ice
PSC patrticle evaporation. In this study, the dethdtructure of PSC composition has also been
compared (C3). Figure 42 shows the PSC compositassification by CALIOP along one orbit
track on 18 January 2010 and the correspondindtsederived from CLaMS (C3). This example
demonstrates the ability of the CLaMS model toodpce the detailed spatial distribution of
PSCs by composition, illustrating the robustneshefparameterization of heterogeneous NAT
and ice nucleation in CLaMS.

A further example for the comparison of the PSCantdC6) is a CLaMS simulation of
chlorine compounds in early winter 2011 in Antazat{Grool3 et al., 2018). Here, a discrepancy
is reported indicating a missing process possinplving PSCs that is evident also in
simulations by other models (see Section 5.6 agdrEi41l).

Eulerian CTMs. As discussed above, CTMs use the temperaturesdssimilated data,
such as meteorological analyses or re-analyseghasdypically have realistic synoptic-scale
temperatures, though mesoscale temperature vasatidl need to be parameterized.

BASCOE. Incorporating the DMI box model into the global CIBASCOE allowed
Daerden et al. (2007) to produce a detailed 3@298€ size distribution, from which extinction
coefficients could be derived to compare with $idgebbservations. Modeled gas phase HNO
and BO were also compared to satellite (MIPAS and POAddpectively) observations. Within
the model resolution of 1.875° x 2.5°, this applogielded results that compared well with
satellite aerosol extinction data from POAM (C5) &tNOz from MIPAS (C6).

Reprobus.LMDz Reprobus (Jourdain et al., 2008; Marchand et al., 2012) was the first
global model testing a “liquid only” PSC schemeféwee et al., 1998), which assumed that the
particles remain in liquid phase downTie., and used the analytical expression by Carslaal. et
(1995) to calculate the equilibrium composition aetlme of the HSQs-H20O binary and
HNO3-H2SQs-H20 ternary droplets as a function of temperaturethadotal amounts of 4D,
HNOs, and BSQu. In this configuration, Reprobus was used to satautotal ozone for the
1996-97 Arctic winter and compared with TOMS sételineasurements (C6). The observed
record low ozone values in late March were wellodpced.
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TOMCAT/SLIMCAT. TOMCAT/SLIMCAT (Chipperfield, 2006; Feng et al., 2011)
offers two approaches to modeling NAT PSCs, eitherodal parameterization with an
equilibrium NAT scheme or a Lagrangian approactofaihg individual representative NAT
particles called DLAPSE. Feng et al. (2011) usedit@MCAT/SLIMCAT off-line CTM to
compare these two approaches in terms of the megwlénitrification (C6). For simulations of
the cold Arctic winter 2004/2005 the DLAPSE-baselesne gave a better simulation of the
observed denitrification in the Arctic polar vortiizan the equilibrium scheme, which
overestimated the extent of the denitrificationatsput 40% relative to observations (Feng et al.,
2011). Analysis of the DLAPSE-based model showadl dlenitrification caused an additional
30% ozone loss compared to a run in which it wasngd. The excess denitrification in the
equilibrium model produced around 5-10% more sit@aazone loss. While the DLAPSE code
provided a better simulation of denitrificatiors implementation in a 3-D model requires a
trajectory calculation, which is often prohibitifa the already-expensive CCMs. Parameters in
the equilibrium scheme (e.g., particle sedimentataies) could be adjusted to improve the
agreement in any winter, but this level of tuniagnot applicable to all possible polar winters.

Free-running climate models: CCMs and ESMsAs mentioned above, these models
aim to simulate the past, present and future ckmatluding that of the polar stratospheres,
interacting with the chemistry of the atmospherg aAdrawback, these models may easily have
cold biases of a few degrees Kelvin. While thieas a significant problem for simulating the
radiative state of the atmosphere or for gas-pbhsmistry, such deviations are crucial for PSCs
with their sharp formation thresholds. As is theector CTMs, CCMs and ESMs also typically
have too coarse resolution to capture mesoscaleetature fluctuations.

EMAC. In the CCM EMAC (ECHAM5/MESSy Atmospheric Chemistmodel), NAT
particles are simulated using a bin model, whigeand STS are parameterized using a modal
description. The PSC module of EMAC (Kirner et 20]11) has been used to investigate the
impact of different PSC compositions on simulatedre loss by artificially switching off the
presence of individual PSC compositions in the m@diener et al., 2015). Observations of
HNO3, CIO and @ by MLS have been compared to the model resultgdbdation (C6). Even
though the model underestimates polar HM@Xing ratios and overestimates polar@ixing
ratios, the spatial structure and the timing of O3 uptake into the PSC particles are well
represented. Khosrawi et al. (2018) compared sitgdilanean volume densities with volume
densities derived from MIPAS observations. While #ertical and temporal distributions are
similar, the EMAC simulated volume densities afaaor of three below the lower limit of the
observations.

SOCOL. In the SOCOL (modeling tools for studies of SOléintate Ozone Links)
model(Stenke et al., 2013; Steiner et al., 2021), all PSC compositions are parameterized using a
modal setup. Steiner et al. (2021) recently conpp@A&LIOP PSC observations with SOCOLv3
simulations in specified dynamics mode, focusindiatarctica (C1, C2, C3). The simulated
denitrification was evaluated by comparison with®Nrom MLS (C6). SOCOLv3 considers
NAT/STS-mixtures belowwnar and forms ice belowWice, with a prescribed ice particle number
density,nice, 0f 0.01 cr¥’. The NAT particle radiusnar is fixed at 5um, and the maximum NAT
particle number density, max(sr), is set to 810“*cn3. The formation of STS via uptake of
HNOs by SSA assumes thermodynamic equilibrium betwkeercondensed phase and the gas
phase within each model time-step (following Majkn et al., 1995). Comparisons with the
monthly mean optical signal by CALIOP (depolarimatratio vs. inverse backscatter ratio) were
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made using an optical model (C5), showing a reddertamporal and spatial agreement of PSC
occurrence. However, the coarse model resolutidrttaa fixed ice number density led to an
underestimation of mountain-wave-induced ice ovatiafctica in the model. For optimized
parameters, marfar) = 10° cn andnice= 0.05 cn¥, they found an improved agreement
between modeled and observed PSC optical signgisrés 43a and 43c) and spatial coverage
(Figures 43b and 43d), as well as reasonable mabdieleitrification. However, the modeled PSC
area is overestimated by up to 100 % as a conseguérthe cold temperature bias of the model
in the polar lower stratosphere, and the firgglleads to a narrow distribution of ice-containing
grid boxes and to a pronounced maximum within tramosite histogram.

WACCM. In the WACCM-SD setup of Zhu et al. (2015, 2017aH8Cs have been
simulated divided into size bins. Good agreemers fwand between computed STS volume
densities and those derived from balloon obsermat{(€4). Furthermore, a detailed comparison
was performed with CALIOP PSC composition clas§ C5, C6). Figure 44 depicts the PSC
occurrence for individual composition classes dythre Antarctic winter 2010 simulated by
WACCM (Zhu et al., 2017a) and the correspondingntjtias derived from CALIOP backscatter
measurements (left panels, C1). The center colunfigare 44 shows the areal extent of
individual simulated PSC compositions (STS, NAE)iwithout applying the criteria defining
the CALIOP composition classes. The right columovehthe model results as they would be
observed by CALIOP (as STS, MIX and ice). This cofuis derived from the WACCM results
using an optical model (C5). Zhu et al (2017b) sbdwhat the application of the CALIOP
category definitions leads to a better comparidganadel and observations, including the
modeling of NAT particle effective radii of 1-10n. However, the CALIOP optical signals are
still not fully reproduced, especially for largeckacatter ratios, and the incorporation of an
additional gravity wave scheme did not improve thas (Zhu et al., 2017b). The simulated
dehydration reproduces the observations of MLS|eathie denitrification depends strongly on
the implied wave amplitude and is overestimatednsng the additional gravity wave
scheme.

Multi-model comparisons. Snels et al. (2019) compared PSCs from ground-beased
satellite lidar observations and compared the édrRSC distributions with results from CCMs
employing various methods of including PSCs (sgeiféi 15). The comparison included four
models from the CCMVal-2 project (Eyring et al. 120 and one model from the CCMI project
(Morgenstern et al., 2017). First, Snels et alestigated the zonal asymmetry of PSC
occurrence (C2), for example caused by mountaires/aver the Antarctic Peninsula. Second,
they compared the derived the SAD for NAT- anddoetaining PSCs (C4). The comparison
showed that CCMs suffer from cold biases in thapsiratosphere, which differ among the
individual models. In an attempt to validate the&CRs8hemes in the models independently of this
temperature bias, they made a statistical compans®SC occurrence as a functionfof
Tnar. However, this comparison still indicated sigrafnt differences in the fractional occurrence
of PSC composition. For example, the WACCM moddiiclv in general compared best with the
observations, still suggests that 95 % of all PBGke model afinar — 10 K (60-82°S) are ice
clouds, whereas CALIOP observations show thatdbdraction amounts to only about 40%.
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Table 8: Summary of Section 6

* PSCs have been incorporated into various globakfsagith very different degrees of
complexity. Typically, simplifications are used tmimic the chlorine activation and the
vertical redistribution of NQand HO. Comparisons of PSC simulations with observations
range from PSC geographic distribution and PSC aarimpact to detailed PSC
composition and particle sizes.

* A major issue is that free-running CCMs often shsigwnificant synoptic-scale temperature
biases and, furthermore, miss local temperatuduations arising from gravity waves,
especially in the polar stratosphere. This resnltaisrepresentations of PSCs and PSC-related
processes due to their strong temperature depeaddowever, a mitigating factor is that the
impact of PSCs on atmospheric composition is ofegnrated, i.e. chlorine activation is
limited by the available reactants and not by tetogeneous chemical reaction coefficients,
which depend on PSC properties and temperature.

* Adetailed PSC scheme (and accurate representidtlonal temperature fluctuations from
gravity waves) is necessary for the simulation 8CR and their impact in non-saturated cases.
This situation occurs, for example, when tempeestare barely low enough for PSC
formation, at the beginning/end of the PSC seasioat the geographical edges of activated
regions, and hence is more relevant in the Arbémtthe Antarctic winter stratosphere.

* Even when compensating for temperature biaseshe mudging to meteorological
observations or by scaling temperatures relativewte, models may still show significant
discrepancies in PSC composition compared to obsens.

7 Summary and Outlook

There has been substantial progress in our understanding of PSOa@atd temporal
distributions and composition, largely due to tloetex-wide data record in both hemispheres
from the spaceborne MIPAS (2002-2012), MLS (200dspnt), and CALIOP (2006-present)
instruments. For spatially homogeneous cloud s¢ehese is general consistency among the
three instruments in the major PSC compositionselsisSTS, liquid-NAT mixtures, ancd® ice.
CALIOP and MLS data show that STS and ice PSCsranauwear thermodynamic equilibrium,
while NAT mixtures show a bimodality depending cipesure time to temperatures beldmar.
CALIOP and MIPAS multi-year records of PSC coverage consistent when the MIPAS data
are downscaled (by 30-40% in the Arctic and Antaycespectively) to account for PSC
patchiness over the large MIPAS FOV. During eaahmtevj PSC composition varies with time,
altitude, and spatial position in response to ckang temperature and changes in HNGd
H20 due to denitrification and dehydration. Over dkddimescales, Antarctic PSC coverage is
very similar between the CALIOP (2006-2017) and SANL979-1989) eras, whereas there
appears to have been a systematic increase IrcARASIC occurrence in December and January,
possibly in response to early winter cooling redatte climate change. For the future,
measurements of NAT particle shape would lead teemealistic calculations of NAT optical
properties and improve the characterization of B&@position using polarization-sensitive
lidars such as CALIOP. Recently, the characterggtiectral signature of large highly aspherical
B-NAT particles has been used to detect populaidtearge NAT particles vortex-wide in
archived MIPAS data from the Arctic winter 2011/This method may be used and refined for
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data from future spaceborne infrared instruments.

There have also been significant advances in odenmstanding of PSC formation
processes and particle characteristics. CALIOProbsiens indicate widespread heterogeneous
nucleation of NAT particles at temperatures seviéraboveTice, Which clearly exceeds the
uncertainty of state-of-the-art meteorological gses. There is evidence that ice PSCs also can
form via heterogeneous nucleation. The heterogeneociei may be of meteoritic origin,
though other refractory materials or organics halge been identified in stratospheric aerosol
particles. Heterogeneous NAT nucleation is sloadieg to low number densities of large NAT
particles, an important requirement for efficieehdrification. Ice-induced NAT nucleation,
which previously was the only well-characterizedciranism for NAT formation, remains
important but requires very low temperatures, wihicthe Arctic are reached typically only in
the cooling phases of mountain waves. Ice-induc&d Nicleation typically leads to dense
clouds of small NAT particles (“enhanced NAT mixat), which move through the vortex and
may release individual larger, denitrifying paris!

Satellite data show that there is relatively liftear-to-year variability in synoptic-scale
dynamical forcing of PSCs in the Antarctic. In aast, synoptic-scale dynamical forcing of
PSCs in the Arctic varies dramatically from yeay¢ar, with PSC abundance ranging from
negligible to an amount comparable to that of warArgarctic winters. Vortex-wide PSC
volumes can be approximated by volumes &tTnar — 3.5 K, as derived from meteorological
reanalyses. As has been recognized for some ti8ésRan form in the cool phases of mountain
waves that propagate into the stratosphere, whielay partly resolved by current global
models. Mountain wave forcing of PSCs is partidylanportant at the start of the PSC season
and near the edge of the stratospheric vortex witeare synoptic-scale temperatures are above
PSC formation thresholds (i.e., especially impdrtarnhe Arctic). While atmospheric models
and reanalyses have improved over the last twod#sda resolving mountain waves, there is
evidence that unresolved non-orographic, smalleshperature perturbations may also affect
the formation of PSCs, affecting the number derditige particles and hence PSC structure.
Increased efforts will be required to develop patemnzations that capture the unresolved
temperature fluctuations.

It is now well established that under most condgicheterogeneous chlorine activation
takes place on/in liquid SSA/STS droplets, not@idSNAT or ice particles. Large discrepancies
still exist between heterogeneous reaction ratedsAhparticles measured by various
laboratories, but these are considered relativeijmportant. In addition, extensive chemical loss
of polar G in both hemispheres appears to require extengr#rdication.The denitrification
observed in both hemispheres provides evidence for a selective NAT nucleation mechanism,
possibly on nuclei of meteoritic origin, that results in NAT number densities that are optimum for
denitrification. An interesting open question is why/how do the quithr vortices routinely and
naturally produce such a seemingly optimum numbeesidy of NAT nuclei?

The rapidity of the loss of HCl and CION@nd the production of CIO and associated
other active chlorine species at temperatures balmwut 195 K has been confirmed by satellite
and in situ observations in both hemispheres. Heweawodels appear to systematically
overestimate HCI inside the vortex, likely due touenknown process that converts HCI into
active chlorine. This unknown mechanism may invdh&Cs since the difference between
observed and simulated HCI correlates with timenspesunlight and temperatures below 195
K.
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PSCs are incorporated into various global modetls adifferent degrees of complexity.
Typically, simplifications are used that mimic chiee activation and the vertical redistribution
of NOy and HO. Depending on the aim of the simulations, thasgl#ications may be
justified. The detailed reproduction within modefd?SCs with respect to particle composition,
size distribution, impact on vertical redistributiof HNO; and HO and impact on chlorine
activation and ozone depletion remains challengiings situation could be improved by further
detailed comparisons of model results with theeatgrof available observations, especially those
from satellites. A major issue is that free-runn@@Ms often show significant temperature
biases, especially in the polar stratosphere regitoh yields misrepresentation of PSCs and
PSC-related processes due to their strong temperdgpendence. In many cases, the impact of
PSCs on atmospheric composition is saturated, edlydor very cold stratospheric winters.
That means that the chlorine activation is limibgdthe available reactants and not by the actual
heterogeneous chemical reaction speed or derstiific. Furthermore, the concentration of
HNOs or HO available for steady-state uptake into PSC pastinn a simple model could be
limited by earlier denitrification and/or dehyd@ti determining what can really sediment out.
In these cases, the simulations produce reasoregiléis despite an incomplete PSC
representation in the model. However, there araydwon-saturated cases, hamely when
temperatures are near the PSC formation thresboht,the beginning/end of the PSC season or
at the geographical edges of activated regionthdse cases, a detailed PSC scheme (including,
if available, the use of a parameterization to fpocate the effects of temperature fluctuations
due to small-scale gravity waves) will yield bettesults than a simple parameterization. Thus,
although there are good arguments for the usengdlgied PSC parameterizations in global
models, it remains important to understand and lsiteihe processes in detail, especially when
considering PSC effects under climatically changiagditions.

Understanding future changes of stratospheric ozone and climate in the polar regions
requires awareness of long-term trends in the global circulation and in the radiative and
dynamical heating/cooling of the polar stratosphere. These processes both influence and are
influenced by the rate of ozone recovery and by trends in stratospheric GHG abundances,
including H>O, which is still poorly constrained by observations. PSCs, through their formation
mechanisms and their role in defining stratospheric composition, can play the twofold role of
markers and drivers of climate changes. Therefore, it is important to continue to monitor their
long-term trends, for which the development and launch of state-of-the-art spaceborne
instruments with capabilities similar to or exceeding those of MIPAS, MLS, and CALIOP is
crucial.
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Figure Captions

Figure 1. (a) PSCs photographed by Carl Starmer from Oslatdsvthe west directly after
sunset on 13 January 1929 (Stgrmer, 1929); (bjrt&tmaetermined cloud altitudes (22.3-25.3
km) by simultaneous measurements from Oslo andr®si referenced to stars in the
constellations of Aquila and Delphinus; (c) Photgar of PSCs above Finland in February 2017
(courtesy of Alpo Vuontisjarviwww.ounasloma.ji (d) Edvard Munch’s famous self-portrait
“The Scream” (1893), with the sky screaming at Hacently it has been hypothesized (Fikke
et al., 2017; Prata et al., 2018) that the skyTing' Scream” is strikingly similar to PSCs.

Figure 2. (a) 2-D histogram of CALIOP Antarctic PSC data 160—18 July 2008 at latitudes 65—
75° S and potential temperaturédy @475-525 K. (b) Theoretical optical calculations fion-
equilibrium liquid—NAT and liquid—ice mixtures. Tltashed and grey boxes at the lower left
represent points that fall below both CALIOP v2 P&fection thresholds and are classified as
non-PSCs, i.e. background stratospheric sulfuiit aerosols (SSA).

Figure 3. Curtains from one CALIPSO orbit across the Anfarah 17 July 2008 of (Bs32 (b)
p1; (c) inferred PSC composition; (d) estimated SADd (e) map showing location of orbit
track. Thick black line in panels (c) and (d) irate the MERRA-2 tropopause heights.

Figure 4. (a-d) Measured MIPAS spectra illustrating chanastie spectral features of NAT (<
2-3 um radius), large NAT, ice and STS PSCs; efyieved MIPAS PSC composition
category and VD near 21 km altitude for the sameadathe spectra in (a, d). (g) Profiles of PSC
particle volume density (VD) retrieved from the sjoa in (a). The light blue curve in (e) is the
CALIPSO orbit track from Figure 3, and the highligth triangles in (e) and (f) mark the location
of the VD profile in (g).

Figure 5. Polar stereographic projection of the Aura MLSitsrbver a region encompassing the
Ross Ice Shelf from 23-25 May 2008 showing the @iah of HNG; on (a) 46 hPa (~20 km)
and (b) 68 hPa (~18 km) atmospheric levels. Thetilmts of the South Pole and McMurdo are
indicated on each panel by square and diamond dgnmespectively. Orbit track filled symbol
colors refer to the numerical scale for HN@Ilume mixing rations on the left. Adapted from
Lambert et al. (2012).

Figure 6. (a) 17 July 2008 CALIOP PSC composition curtaonfrFigure 2(c); (bYverra-2-
Tice along this orbit track, wherBuerra-21s interpolated from MERRA-2 analyses ahg is
calculated using MLS #D data; (c-d) MLS KO and HNQ along the orbit track.

Figure 7. Bottom: Equilibrium fractional uptake of gas ph&feOs into STS (Carlsaw et al.,
1995) as a function df - Tice andT - Tnat. TOp: STS 532-nm backscatter ratis#, purple
curve) and STS particle VD (red curve) as a fumctbHNGO; condensed in STS. Dashed lines
indicate STS detection thresholds for CALIOP (peypMIPAS (red), MLS (blue), and ground-
based lidar (black).

Figure 8. NAT detection sensitivity of liquid-NAT mixture®f a range of NAT number

densities and effective radii &t= Tice+ 5 K, pressure=46 hPa,B=5 ppmv, and total HN§&12
ppbv. Detection thresholds are shown for MLS (greaid line), MIPAS (dashed red lines), and
CALIOP (dashed purple curveRs3z; dashed blue curvess). The gray shaded area is not
detectable by any of the three instruments. Lidin lareas indicate the particle size and number
density regimes for enhanced NAT, synoptic NAT, BT rocks.
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Figure 9. MIPAS limb-viewing paths through an Antarctic CAMP PSC orbital curtain on 24
August 2011, assuming both instruments measuréteisame orbital plane. Color scale at right
indicates CALIOP PSC composition, and color-codgdisls indicate retrieved MIPAS PSC
composition.

Figure 10. MIPAS limb-viewing paths through a spatially inhogeneous Antarctic CALIOP
PSC orbital curtain on 29 June 2011, assuming instruments measured in the same orbital
plane. Color scale at right indicates CALIOP PS@gosition, and color-coded symbols
indicate retrieved MIPAS PSC composition.

Figure 11.PSC areal coverage during the 2009 Antarctic winibserved by CALIOP (left) and
MIPAS (right). Top row = all PSCs. Second row = JCALIOP) and STSmix (MIPAS). Third
row = ice + wave ice (CALIOP) and ice (MIPAS). Fthurow = NAT mixtures + enhanced NAT
mixtures (CALIOP) and NAT (MIPAS).

Figure 12. CALIOP and scaled MIPAS daily PSC volumes for 2@028 for (a) Antarctic,
May-Sept. and (b) Arctic, Dec.-Mar. Note the diffiet scales in (a) and (b).

Figure 13. Comparison of CALIOP and MIPAS PSC compositiondpatially homogeneous
coincident scenes in the (a) Antarctic and (b) itritbm 2006-2011.

Figure 14.Histograms of CALIOP v2 PSC observations by contmrsat 21 km altitude from
13 Antarctic and 12 Arctic winters as a function@fc)T — Tice and (b, d)T — Teq, whereT is the
ambient temperature at CALIOP/MLS observation mointerpolated from MERRA-2
reanalyses antlqis equal taTice, TnaT OF TsTs (depending on the respective composition class)
calculated using MLS gas-phaseHand HNQ data. Green = STS; orange = NAT mixtures +
enhanced NAT mixtures; and dark blue = ice + waee Updated from Pitts et al. (2018).

Figure 15.PSC observations in 2006 above McMurdo. (top) CARI&ound McMurdo;
(bottom) Ground-based lidar data. Green = STSpye# NAT mixtures; red = enhanced NAT
mixtures; and blue = ice + wave ice. Trianglestmntime axis indicate the days when at least
one observation was available. Adapted from Srtedt €2019).

Figure 16.PSC occurrence frequencies for June-September 2006from (left) ground-based
lidar measurements at McMurdo and (right) CALIOPd&2a within + 1° latitude and +3.5°
longitude of McMurdo. Updated from Pitts et al. 1390.

Figure 17.2006-2018 mean daily CALIOP PSC/cloud areal coveager the (a) Antarctic and
(b) Arctic. The climatological daily maximum MERR2tropopause heights (dashed white
lines) indicate the upper extent of cirrus. Upddted Pitts et al. (2018).

Figure 18.Time series of 2006-2018 mean, standard deviagiod range of daily values of
CALIOP (a) Antarctic and (b) Arctic PSC spatial wole (daily areal coverage integrated over
altitude). Maxima and minima are color-coded byybar in which they occurred. Updated from
Pitts et al. (2018).

Figure 19.2006-2018 Antarctic mean relative spatial coverfag€€ALIOP (a) STS; (b) NAT
mixtures, including enhanced NAT mixtures; andi¢e) including wave ice. Thick black line:
PSCs in at least 6 of the 13 Antarctic seasonstaVagion in (c): no ice occurrence detected.
Panel (d) shows 2006-2018 mean distributioi effnat. Updated from Pitts et al. (2018).

Figure 20. Vertical profiles of 2006-2018 mean season-lond{O® relative spatial coverage
by PSC composition for the (a) Antarctic and (bgthr. Horizontal bars are d-uncertainties in
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the multi-year mean values and are offset by 0.X&awvoid overlap. Updated from Pitts et al.
(2018).

Figure 21.2006-2018 average, monthly mean polar maps of O/&RLAntarctic PSC occurrence
frequency a=500 K (~20 km). (Top row) All PSCs; (row 2) ST&W 3) NAT mixtures,
including enhanced NAT; (bottom row) ice, includiwgve ice). Black curves show mean
vortex edge. Solid red (white) curves enclose megibere meai < Tnat (T < Tice). Light gray
regions: not sampled by CALIOP. Updated from Rattal. (2018).

Figure 22.2006-2018 average, monthly mean polar maps of O&RLArctic PSC occurrence
frequency a&=500 K (~20 km). Light gray regions: not sampled@ALIOP. Adapted from
Pitts et al. (2018).

Figure 23. Equivalent latitude/potential temperature crossiees of 2006-2018 average,
monthly zonal mean of (top row) CALIOP Antarctic®$8ccurrence frequency, (row 2) cloud-
free MLS HNQ, (row 3) cloud-free MLS kD, (fourth row) MERRA-2 temperature, and (fifth
row) T - Tnat. Heavy dashed curves denote mean location ofditexedge. Adapted from Pitts
et al. (2018).

Figure 24.(a) Antarctic, May-November and (b) Arctic, NoveemMarch PSC column
occurrence frequencies for CALIOP (2006-2017, bisalkd) and SAM Il (1979-1989, red
dashed), along with d@-uncertainties in the multi-year means. Panellfops the volume
fraction of temperatures belolwar based on ERA-Interim reanalysis data for the CARIO
(black solid) and SAM Il (red dashed) time pericaigain with 1e uncertainties in the means.
(a) and (b) adapted from Pitts et al. (2018).

Figure 25. Multi-decadal time series of ground-based lidat @ALIOP season-long PSC
sighting frequencies for (a) McMurdo, (b) Dumont/dville, and (c) Ny-Alesund. Vertical bars
are 2o uncertainties of the sample means.

Figure 26.Schematic description of different PSC formatiothpaays reflecting the current

state of scientific understanding. Red numbers teektdividual arrows are referred to in the
remainder of this section and in Section 6, deswjithe formation pathways in detail. Circles:
liquid droplets; hexagons: NAT or ice crystals;didriangles: solid nuclei (e.g. meteoritic). PSC
particle compositions observed in the atmosphatieidie SSA, STS, NAT, and ice. Aerosol
droplets that contain a foreign nucleus are syrabdlwith a triangle surrounded by a circle. The
temperatures indicated fd&rs Tice andTnat are approximate, reflecting typical polar
stratospheric conditions. Note that some arrowsiaidirectional (i.e. the opposite direction is
kinetically blocked), while others are bidirectibriaéigure adapted from Hoyle et al. (2013) and
Engel et al. (2013).

Figure 27.Volumes and concentrations of STS droplets astiomof temperature. (a) Black
dots: Arctic measurements by Dye et al. (1992) 4dahuary 1989 at 19 km altitude. Lines:
thermodynamic model calculations of the volumesasfous types of stratospheric particles in
thermodynamic equilibrium with the gas phase; dblitee = SSA; dashed line = NAT particles;
thick red line = STS. Calculated volumes assumprbyHO and 10 ppbv total HN£ at 55

hPa, i.e. about 19 km altitude. (b) Correspondieggim fractions in STS droplets. Solid curves:
H>SQy, HNO3s, HCI (remaining fraction to balance 100 wt% ig3). Dashed line corresponds to
H>SQy in binary BSQs-H-0O droplets. Figure adapted from Carslaw et al. 4199
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Figure 28. (a) Differential number size distribution derivdedm FSSP-100 forward scattering
measurements and total N{@ situ measurements during a PSC encounter d®EQONCILE.

(b) Number size distribution derived from Cloud piet Probe (CDP) measurements during
ESSenCe. (c) Histogram of number concentratiordimmeters above 1.9 um, 4.7 um and 12.5
pum recorded within 11.6 flight hours during sixgfits inside PSCs. (a) and (b) adapted from
Molleker et al. (2014); (c) is a synthesis of rés@ilom Molleker et al. (2014).

Figure 29. (a) MIPAS-STR observation showing a characterisignature of large highly
asphericaB-NAT particles during the ESSenCe flight on 11 Dwber 2011 (black). Modeled
spectra involving Mie calculations sphericalparticles (red/blue) and T-Matrix calculations of
highly elongatedparticles (green) consisting @fNAT. (b) Red: Lognormal size distribution
constrained by in situ observations and used fodeting the red spectrum in panel (a). Blue:
Optimized size distribution after scaling to smadlizes and used for modelling the blue and green
spectra in panel (a). The combination of the opthigze distribution and assuming highly
aspherical particles results in best agreement thélobservation (cp. green and black spectra in
panel (a)). Modified from Woiwode et al. (2016)eithFigures 14a and 9b.

Figure 30.Median vertical profiles of submicron-sized pasielbundance and non-volatile
fractionf at 250°C, i.e. refractory particles, with 25th aftdh percentiles (bars) as function of
potential temperature. Where whiskers are not Misthe percentile range is smaller than
symbol size. Data are attributed to either origerfadm inside (dots) or outside the vortex
(circles), derived from PD as vortex tracer. Aerosol mixing ratilgta (first column) and the
resulting fractiorf of particles featuring temperature stability a@25 (second column). Upper
row: ESSENCE 2011. Center row: EUPLEX 2003. Bottom: RECONCILE 2010. Figure
adapted from Weigel et al. (2014).

Figure 31.(a) CALIOP (blue) and scaled MIPAS (green) daily(P&®Ilumes from 2002-2018
for Arctic PSC seasons, defined as December-Maamé as Figurel3b). Periods without data
are marked in gray. (b) ERA-Interim estimated d&8C volumes witil < Tnat (thin black

line) andT < Tnat — 3.5 K (shaded blue). The red horizontal barsvsthe winter-long time-
integrated PSC volume (units Kmd) within the Arctic vortex, in which the temperadts

below Tnat (adapted from WMO, 2018).

Figure 32. Composite maps of the geographic distribution a¥evactivity, PSCs and nitric acid
compiled from satellite measurements during 28 kMa¥® June 2008 for latitudes poleward of
58°. (a) Wave activity as represented by the larg&3S brightness temperature variances. Also
overlaid are isolines of the Montgomery stream fiomcin gray, and the 189 K and 192 K
temperature contours in blue-white and green-whégpectively. (b) MIPAS PSC composition
classes at 22 +/- 2km. (c,d) CALIOP PSC compositiasses at 22 +/- 2 km. (e) MLS Hhl&
32 hPa. A dashed latitude circle at 82° S indicttedimit of the CALIOP and MLS
observations. Diamond symbols in (b) and (d) inidhe MIPAS ice and CALIOP wave ice
locations used for the initialization of the fonadrajectories shown in Figure 33. Square
symbols in (b) indicate MIPAS PSC detections tlmatumable to be specified (unspec). On 31
May MIPAS was operated in an instrument mode deelicto the upper atmosphere and only
provided limited coverage of the lower stratosphere

Figure 33.Composite map of the geographic distribution of N&Wd ice PSCs compiled from
satellite measurements (Figure 32 (b,c)) durin@/2$ to 2 June 2008 for latitudes poleward of
58°. Forward trajectories on the 500 K potentiatperature surface were launched from the
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MIPAS ice locations (Figure 32 (b)) and CALIOP wage locations (Figure 32 (c)) indicated

here by the larger diamond symbols. The color soaieates both the PSC observation times
and the time along the trajectory tracks, suchtiiagtctories passing near or intersecting with
MIPAS or CALIOP observation tracks at near coinotdimes have similar colors. Trajectory
calculations were based on wind fields from the d&awd Earth Observing System, Version 5

(GEOS-5).

Figure 34. (top) The observed backscatter ratio at 1064 niasomed by lidar onboard a research
aircraft flying across Scandinavia on 25 Janua§02@olor) along with potential temperature
from an MM5 simulation (10K intervals). MM5 is agienal mesoscale model (a nonhydrostatic
weather prediction model). The vertical line mattes position of Kiruna, Sweden, 68°N, 20°E.
(bottom) Elevation of the topography below thehti¢eg (gray shading: digital topography in 1
km horizontal resolution; black line, topographytie innermost nested domain of MM5).
Figure from Dérnbrack et al. (2002).

Figure 35.Measured (left) and mesoscale modelled (rightineges of the 1om Brightness
Temperature (BT) perturbations (units K) over th@akctic Peninsula corresponding to the
666.5 cm' AIRS channel. Figure adapted from Orr et al. (2015

Figure 36.Chemical conditions in the ozone layer over Artteacduring the formation of the
ozone hole derived from satellite measurements.s\apw polar orthographic projections nead
18 km altitude for late winter (September). Forailstsee text. From Figure 7-3 of the
WMO/UNEP 20 Questions and Answers (WMO, 2018).

Figure 37.Idealized sketch of the seasonal evolution ofgaarc chlorine and temperature in the
lower stratosphere inside the Antarctic vortex. Mafsthe inorganic chlorine is resident as HCI
and CIONQ as the vortex starts to form (upper panel). Oeceperature falls below a critical
threshold (lower panel), these reservoir speciesanverted to active chlorine species Cl, CIO,
CIOOCI, Cb, and HOCI. Denitrification and dehydration, thenmval of HNQ and RO by the
gravitational settling of large NAT and ice pamtig] also takes place. Rapid loss ebCcurs after
the return of sunlight, driven by the CIO + CIO aheé BrO + CIO catalytic cycles. After PSC
formation ceases in early spring in the Antarctictex, active chlorine is converted back to the
reservoir gases via Cl + GH- HCI + CHs and CIO + NQ+ M - CIONG;, + M. After the vortex
circulation is disrupted, ©s replenished by mixing with extra vortex air a&hé partitioning of
inorganic chlorine back to HCI and CION@ re-established. For a reality check of thislded
sketch, see Figure 41.

Figure 38. Recommended reactive uptake coefficients (reacpoobabilities) yo for key
stratospheric heterogeneous processes as a funttemperature T on stratospheric sulfuric acid
aerosols (SSA). The right axis shows approximatensbal lifetimes of the lesser abundant
reactants CIONg HOCI, NoOs and BrONQ, assuming 10 cihSSA droplets with 0.im radius.
Adapted from Figure 5-1 of Burkholder et al. (2015)

Figure 39. First-order loss rates for (a) R5.1: CIONOHCI and (b) R5.2: CION®*+ H2O for
different parameterizations and aerosol typesyfoictl stratospheric conditiofSO hPa, 5 ppmv
H20, 1 ppbv HCI, 0.5 ppbv CIONH10 ppbv HNQG, 0.15 ppbv HSQ; and 10 background SSA
particles c®) in early winter, i.e. before denitrification addhydration occurs. Solid blue lines
depict STS, dashed blue lines SSA. Solid greeroaamage lines represent NAT particles with
density 10 cn 3, representative of the rare dense NAT clouds @eckd NAT mixtures),
dashed lines T8 cni3, representative of the frequent tenuous NAT clqti&\T mixtures”).
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Measurements by different laboratories are showthéylifferent colors. Cyan lines correspond
to wave ice (solid, 10 cr) and ice particles (dashed, 0.01-)nFigure adapted from Wegner et
al. (2012).

Figure 40. Atmospheric measurements of (CIO % ZI00CI) / C|, as a function of temperature.
Data were acquired in situ in the lower stratosplufithe northern hemisphere during January to
March 2000. Measurements acquired inside the Amiar vortex are in blue and outside the
polar vortex are in green. Figure adapted from With et al. (2018) based on the measurements
of Wilmouth et al. (2006).

Figure 41.Seasonal evolution of chlorine reservoir specigbénower stratosphere inside the
Antarctic vortex. Panels show vortex-core averdgegs°S) on the 500 K isentrope for (a) HCI
and (b) CIONGQ for different model simulations and satellite megaments. Green lines:
observations by MLS and MIPAS. Red lines: CLaMSraagian trajectory model. Blue lines:
SD-WACCM global Eulerian model simulations with frantal resolution of 1.2°. Magenta
lines: TOMCAT/SLIMCAT chemical transport model wilttorizontal resolution of 1.2°. Adapted
from Grool} et al. (2018).

Figure 42.PSC classification derived from CALIOP for a singiellite orbit between latitudes
60-82° N on 18 January 2010 (left) and correspandimulation by CLaMS (right). The solid
and dashed lines in the panels enclose the regitthgemperatures beloWce andTar,
respectively. Adapted from Tritscher et al. (2019).

Figure 43.Comparison of (top row) CALIOP PSC measurementh {ottom row) SOCOL
model results from the simulation using optimizedgmeters. To compare observations and
simulations, the CALIOP PSC detection thresholddqet al., 2018) were applied to the
calculated optical properties of the modeled P$&<): 2-D histograms of CALIOP and
SOCOL PSC data shown as fraction of all Antarc&CR in July 2007, plotted in the optical
parameter space of Pitts et al. (2018). (b, d):eTsmries of CALIOP and SOCOL total PSC-
covered area over the region 50°S-90°S as a funofialtitude for the 2007 Antarctic PSC
season.

Figure 44.Comparison of PSC areal coverage for the 2010 Attavinter derived from
CALIOP data and simulated by WACCM. Left column-@4): CALIOP observations. Center
column (b1-b4): PSC coverage for different partmenpositions (STS, NAT, ice) simulated
directly by WACCM. Right column (c1-c4): PSC covgeamodeled by WACCM for various
CALIOP composition classes (STS, MIX, ice) idemtifiusing the CALIOP classification
scheme of Pitts et al. (2018). Adapted from Zhalet2017a).
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Large ozone depletion in late winter (15 September 2008) at 18-km altitude

® %
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