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Given its operation time and wide field of view, the Fluorescence Detector (FD) of the Pierre Auger Observatory is sufficiently sensitive to detect upward-going events when used in monocular mode. Upward-going air showers are a possible interpretation of the recent events reported by the ANITA Collaboration in the energy range above $10^{17} \mathrm{eV}$. The Pierre Auger FD data can be used to support or constrain this interpretation. If confirmed, it would require either new phenomena or significant modifications to the standard model of particle physics.
To prepare this search, a set of quality selection criteria was defined by using $10 \%$ of the available FD data from 14 years of operation. This subset was mainly used to clean the data from improperly labelled laser events that had been used to monitor the quality of the atmosphere. The potential background for this search consists of cosmic-ray induced air showers with specific geometric configurations which, in a monocular reconstruction, can be reconstructed erroneously as upwardgoing events. To distinguish candidates from these false positives, to calculate the exposure, and to estimate the expected background, dedicated simulations for signal (upward-going events) and background (downward-going events) have been performed. The detector exposure is large enough to strongly constrain the interpretation of ANITA anomalous events. Preliminary results of the analysis after unblinding the data set are presented.
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## 1. Introduction

The ANITA Collaboration has recently reported two events that are consistent with the interpretation of upward-going air showers. The two events were detected during the first and the third flights of ANITA with an elevation angle of $27.4 \pm 0.3^{\circ}$ [1] and $35.0 \pm 0.3^{\circ}$ [2], respectively, and energies above $\sim 0.2 \mathrm{EeV}$ [3].

The energies and the elevation angles of these two events appear challenging to reconcile with the predictions of the standard model of particle physics [2], so a confirmation or a constraint from a different experiment would be of particular interest.

The Pierre Auger Collaboration has performed a generic search for cosmic-ray-like upwardgoing air showers with the Fluorescence Detector (FD) of the Pierre Auger Observatory which consists of multiple telescopes that collect the fluorescence light emitted by Nitrogen as the shower front crosses the atmosphere [4]. The sensitivity of the FD to upward-going air showers has been studied with dedicated simulations of upward-going events distributed in the energy and zenith angle regions of interest. The potential background from mis-reconstructed downward-going showers has been estimated with high statistics simulations of downward-going events to which a monocular event reconstruction was applied. It was found that specific geometric configurations could be incorrectly reconstructed as upward-going events. Moreover, a sample of $10 \%$ of the available FD data (burn data sample) has been used to develop a set of cuts to reject laser events. These cuts together with those defined in simulations to minimize the confusion with downward-going air showers were finally applied to the burn data samples and the simulations to quantify the signal efficiency as well as the background expectation in the blinded data sample.

## 2. Signal simulation

Upward-going air showers can be initiated by particles emerging from the Earth and interacting or decaying in the atmosphere at a certain height or within the rock just below the Earth's crust. For large zenith angles $\left(\theta \gg 90^{\circ}\right)$, they are unlikely to exhibit a signal in the Surface Detector (SD), but they can be detected with the FD. The impact point of the particle trajectory on the ground will be referred as the "exit point". To calculate the FD exposure, upward-going air showers have been simulated with CONEX [5] and reconstructed within the Offline Framework [6]. Simulations indicate that the FD has neglible efficiency for shower energies below $10^{16.5} \mathrm{eV}$ and this study has been performed considering showers in the restricted energy interval $\log _{10}\left(E_{\mathrm{cal}} / \mathrm{eV}\right) \in$ [16.5, 18.5], within which the ANITA events comfortably fall. We note that showers of higher energy could of course be also potentially observed. The geometry of an upward-going shower


Figure 1: Schematic view of the generation geometry of an upward-going shower. $D$ is the distance along the shower axis of the point of first interaction of the primary particle from the exit point and $H_{\mathrm{fi}}$ is the height of the point of first interaction with respect to the ground.
is illustrated in Figure 1. Simulations have been made according to an energy distribution of $E^{-1}$ and assuming an isotropic distribution of events. Only elevation angles in the range $[20,90]^{\circ}$ (zenith angle $(\theta)$ range $[110,180]^{\circ}$ ) are considered. Finally the height of the point of first interaction of the primary particle, $H_{\mathrm{fi}}$ is of relevance for establishing the energy of the ANITA events. Moreover, showers that start at high altitudes are naturally less likely to be triggered because they tend to be further away. The simulated showers have been generated in the region $[0,9] \mathrm{km}$ above the ground altitude of the Observatory ( $\sim 1400 \mathrm{~m}$ a.s.l) with a uniform distribution. The exit points have been sampled in a square area of $100 \times 100 \mathrm{~km}^{2}$ centered at the SD station closest to the center of the SD array. This area extends up to $\sim 20 \mathrm{~km}$ behind each FD site, allowing to simulate also particles whose exit point is located behind the field of view of a telescope. The simulation is performed aproximating the start of the shower with a single proton, and it can be adapted to fit other scenarios. Sibyll 2.3c [7, 8] and UrQMD 1.3 [9] have been used as hadronic models at high and low energies, respectively.

To take into account all the FD configurations and their time variability during the 14 years of operation, a time dependent detector simulation has been performed [10].

## 3. Exposure calculation

The FD exposure, $\varepsilon\left(E_{\mathrm{cal}}\right)$, is calculated as:

$$
\begin{equation*}
\varepsilon\left(E_{\mathrm{cal}}\right)=A\left(E_{\mathrm{cal}}\right) \cdot \Delta T \tag{1}
\end{equation*}
$$

where $A$ is the Monte Carlo time-averaged FD aperture, $\Delta T$ is the observation time (i.e. the 14 years of operation of the FD ) and $E_{\mathrm{cal}}$ is the energy deposited in the atmosphere (calorimetric). The aperture of the FD is defined as:

$$
\begin{equation*}
A\left(E_{\mathrm{cal}}\right)=\int_{\Omega} S_{\mathrm{eff}}\left(E_{\mathrm{cal}}, \theta\right) \cos \theta d \Omega \tag{2}
\end{equation*}
$$

where $\Omega$ is the solid angle, $\theta$ is the zenith angle and $S_{\text {eff }}\left(E_{\text {cal }}\right)$ is the effective area, that is defined as:

$$
\begin{equation*}
S_{\mathrm{eff}}\left(E_{\mathrm{cal}}, \theta\right)=\int_{S_{\mathrm{gen}}} \eta\left(E_{\mathrm{cal}}, \theta\right) \cdot d S \tag{3}
\end{equation*}
$$

Here $S_{\text {gen }}$ is the surface area on the ground plane over which exit points have been generated, a square of $100 \times 100 \mathrm{~km}^{2}$, and $\eta\left(E_{\mathrm{cal}}, \theta\right)$ is the Monte Carlo time-averaged detection efficiency at a specific energy and zenith angle. It is calculated as the ratio of the number of events that pass the selection criteria over the total number of generated events:

$$
\begin{equation*}
\eta\left(E_{\mathrm{cal}}, \theta\right)=\frac{n_{\text {selected }}\left(E_{\mathrm{cal}}, \theta\right)}{n_{\text {generated }}\left(E_{\mathrm{cal}}, \theta\right)} \tag{4}
\end{equation*}
$$

Since the on-time fraction of the telescopes has been included in the signal simulation, it is automatically taken into account when $\eta(E, \theta)$ is calculated.

By inserting $S_{\text {eff }}$ from Eq. 3 into Eq. 2, the FD aperture becomes:

$$
\begin{equation*}
A\left(E_{\mathrm{cal}}\right)=S_{\mathrm{gen}} \cdot \int_{\theta} \eta\left(E_{\mathrm{cal}}, \theta\right) \cos \theta d \cos \theta \cdot \int_{\phi} d \phi \tag{5}
\end{equation*}
$$

where the zenith angle range is $\theta \in[110,180]^{\circ}$ and the azimuth angle range is $\phi \in[0,360]^{\circ}$. Following the same approach as [10], the FD exposure at a specific energy is then given by:

$$
\begin{equation*}
\varepsilon\left(E_{\mathrm{cal}}\right) \simeq 2 \pi \cdot S_{\mathrm{gen}} \cdot \Delta T \cdot \sum_{i} \eta\left(E_{\mathrm{cal}}, \cos \theta_{i}\right) \cdot \cos \theta_{i} \cdot \Delta \cos \theta_{i} . \tag{6}
\end{equation*}
$$

Fixing the height of the point of first interaction, $H_{f i}$, Equation 6 can be used to calculate a differential exposure in $H_{f i}$. It is simply:

$$
\begin{equation*}
\frac{d \varepsilon}{d H_{\mathrm{fi}}}\left(E_{\mathrm{cal}}, H_{\mathrm{fi}}\right) \simeq 2 \pi \cdot S_{\mathrm{gen}} \cdot \Delta T \cdot \sum_{i} \eta\left(E_{\mathrm{cal}}, \cos \theta_{i}, H_{\mathrm{fi}}\right) \cdot \frac{1}{\Delta H_{\mathrm{fi}}} \cdot \cos \theta_{i} \cdot \Delta \cos \theta_{i} . \tag{7}
\end{equation*}
$$

## 4. Background simulation

In this analysis FD data from a single location is typically the only data used for the reconstruction (monocular reconstruction). No SD data is required as upward-going showers cannot trigger the SD. Without this information downward-going events with specific geometries can be incorrectly reconstructed as upward-going events and vice-versa. An example is shown in Figure 2. The signal coming from point $\mathrm{P}_{1}$ arrives before that coming from point $\mathrm{P}_{2}$ because the impact point is behind the telescope mimicking the behaviour of an upward-going event. To study background events, a dedicated and extensive simulation of downward-going events has been performed. The FD is a volumetric detector, so the cores have been sampled in a sphere of radius 90 km around the FD rather than on a surface. Downward-going events have been simulated with an energy $\log _{10}(E / \mathrm{eV}) \in[17,20]$ and a zenith angle $\theta \in[0,90]^{\circ}$. Helium, nitrogen and iron nuclei, together with protons, have been considered as primary particles. The hadronic models at high and low energies used for the background simulations are the same as for the signal simulations. The background simulations have been used to study the topology of the background events and define selection criteria to discriminate between signal events and false positives induced by a small fraction of regular cosmic ray showers ( $<0.1 \%$ ).


Figure 2: Schematic view of the geometry of a downward-going event that is reconstructed as an upward-going event. For the two points $\mathrm{P}_{1}$ and $\mathrm{P}_{2}$ on the shower axis $\alpha_{1}<\alpha_{2}$ and $\mathrm{h}_{1}>\mathrm{h}_{2}$. The signal from $P_{1}$ reaches the FD before the signal from $P_{2}$ and the event can be reconstructed as an upward-going event.

## 5. Data cleaning and event selection criteria

A set of selection cuts to preserve the quality of both the reconstruction and the atmospheric conditions has been defined and tested on signal and background simulations to select genuine upward-going reconstructed events. Of particular relevance is the identification of laser shots in the data sample. The FD requires continuous monitoring of the atmosphere and millions of laser


Figure 3: Distribution of $l$ for the burn data sample, the background and the signal simulations with all selection criteria applied. The background simulation has been weighted to the burn data sample and the Cosmic Ray (CR) energy spectrum [11]. It includes the events in the simulated energy range $\log _{10}(E / \mathrm{eV}) \in[17,20]$. The signal simulation has not been weighted and includes the events with a simulated calorimetric energy in the range $\log _{10}\left(E_{\text {cal }} / \mathrm{eV}\right) \in[16.5,18.5]$.
shots are being fired from different positions during data acquisition for this purpose [4]. These are upward-going events and constitute a background for this search. Laser shots are usually recorded and stored so that they can be easily removed while performing the analysis. However, in case they are not properly labelled, they can produce false positives. To study and properly identify such events, a sample made of the $10 \%$ of the available FD data (burn data sample) has been used. This provided the input to define a set of selection cuts to be applied to the event time windows and exit point position at ground in which these laser events are expected. By following this procedure, the burn data sample has been cleaned from all laser events.

To discriminate signal from background events, a dedicated selection cut has been studied. Each event of both signal simulation and background simulation, as well as of the FD data, is reconstructed using the Profile Constrained Geometry Fit Reconstruction (PCGF) [12] that forces the depth profile to match the approximately universal characteristics of air showers induced by most primaries with a well defined shower maximum of known width in matter depth ( $\sim 100 \mathrm{~g} \mathrm{~cm}^{-2}$ ). The PCGF reconstruction is run in two distinct modes, downward and upward modes. The (upward) downward mode searches for the maximum value of the likelihood in the zenith angle region $\left(\theta \in[90,180]^{\circ}\right) \theta \in[0,90]^{\circ}$. This results in two independent values of the maximum likelihood, $L_{\text {down }}$ and $L_{\text {up }}$ respectively from the downward and upward modes. By comparing $L_{\text {down }}$ with $L_{\text {up }}$, it is possible to discriminate between events that are more likely to be downward-going ( $L_{\text {down }}>L_{\mathrm{up}}$ ) and vice-versa. The variable $-2 \log \left(L_{\text {down }} / \max \left(L_{\mathrm{up}}, L_{\mathrm{down}}\right)\right)$ can be used to discriminate between signal events and background events. The higher the probability for an event to be downward-going, the closer to zero it becomes. To have a quantity that is defined between 0 and 1 it is convenient to re-define it as:

$$
\begin{equation*}
l=\frac{\arctan \left(-2 \log \left(L_{\mathrm{down}} / \max \left(L_{\mathrm{up}}, L_{\mathrm{down}}\right)\right) / 50\right)}{\pi / 2} \tag{8}
\end{equation*}
$$

According to Eq. 8, upward-going-like events have an $l$ close to 1 , while downward-going-like events have an $l$ close to 0 .


Figure 4: (a) Exponential fit performed via the weighted log likelihood method on the $l$-distribution for the background simulation weighted according to the CR energy spectrum. (b) Integral upper limit as a function of $l$ for $E_{\text {cal }}>10^{17.5} \mathrm{eV}$ using this background fit and power-law indices $\gamma=1$ and $\gamma=2$ for the energy spectrum in the calculation of the average exposure. The integral upper limit has been calculated considering the background events in the whole energy range of simulation $\left(\log _{10}(E / \mathrm{eV}) \in[17,20]\right)$. The minimum value of the integral upper limit has been found at $l=0.55$ (dashed grey line).

To set a cut value on $l$ and select events that are more likely upward-going, the distribution of this variable has been studied for signal simulations, background simulations and for the burn data sample (Fig. 3). The cut value has been chosen by making an assumption about the extrapolation of the background distribution and performing a scan on $l$ to find the value that minimizes the integral upper limit that could be set if no candidate events are observed after unblinding the data. The integral upper limit has been calculated as:

$$
\begin{equation*}
F^{95 \%}\left(E_{\text {cal }}>E_{0}\right)=\frac{N^{95 \%}}{\langle\varepsilon\rangle} \tag{9}
\end{equation*}
$$

where $N^{95 \%}$ is the Rolke limit [13] on the number of upward-going events under the assumption that the number of observed events is equal to the number of background events expected from background and $\langle\varepsilon\rangle$ is the $E_{\text {cal }}^{-\gamma}$ weighted average exposure for $E_{\text {cal }}>E_{0}$, which is calculated as:

$$
\begin{equation*}
\langle\varepsilon\rangle=\frac{\int_{E_{\text {cal }}>E_{0}} E_{\mathrm{cal}}^{-\gamma} \varepsilon\left(E_{\mathrm{cal}}\right) d E_{\mathrm{cal}}}{\int_{E_{\mathrm{cal}}>E_{0}} E_{\mathrm{cal}}^{-\gamma} d E_{\mathrm{cal}}} \tag{10}
\end{equation*}
$$

where $E_{\text {cal }}$ is the simulated calorimetric energy and the calculation of $\varepsilon\left(E_{\text {cal }}\right)$ refers to a flat generation in $H_{\mathrm{fi}}$ and an isotropic emergence.

To calculate the number of events expected from background, the distribution for background simulation (c.f. Fig. 4 (a)) has been parameterized using different functions. For each of them, the value of $l$ yielding the minimum value of the integral upper limit has been searched for. The distribution of the background simulation fitted with an exponential function via the weighted $\log$ likelihood method is shown in Figure 4 (a). The resulting integral upper limit with $E_{0}=10^{17.5} \mathrm{eV}$ as a function of $l$ obtained using the result of the fit to estimate the number of events expected from background is shown in Figure 4 (b). The uncertainty coming from the fit is taken into account in the calculation of the Rolke limit. The minimum value of the integral upper limit has been found
at $l=0.55$. This is the cut value that has been chosen as discrimination value between candidate events and background events. Using this cut value, the expected number of background events from the fit with the exponential function is:

$$
\begin{equation*}
n_{\mathrm{bkg}}=0.45 \pm 0.18 \tag{11}
\end{equation*}
$$

Different parameterizations of the background distribution, such as $\exp \left(a x^{2}+b x+c\right)$, resulted in slightly different cut values on $l$ but yielded the same upper limits within about $10 \%$. This uncertainty is included in the number $n_{\mathrm{bkg}}$ of Eq. 11. After the unblinding of the data the integral upper limit has been calculated according to Eq. 9 using the number of events observed in the full data sample and Eq. 11 as expected number of background events.

## 6. Results

After performing the unblinding of the data, $n_{\mathrm{obs}}=1$ event has been observed to pass all the selection criteria in the full data sample, a number that is consistent with the expected number of background events. The integral upper limit obtained with this number of observed events for two different values of $\gamma(\gamma=1$ and $\gamma=2)$ is:

$$
\begin{align*}
& F_{\gamma=1}^{95 \%}\left(E_{\mathrm{cal}}>10^{17.5} \mathrm{eV}\right)=3.6 \cdot 10^{-20} \mathrm{~cm}^{-2} \mathrm{sr}^{-1} \mathrm{~s}^{-1} \\
& F_{\gamma=2}^{95 \%}\left(E_{\mathrm{cal}}>10^{17.5} \mathrm{eV}\right)=8.5 \cdot 10^{-20} \mathrm{~cm}^{-2} \mathrm{sr}^{-1} \mathrm{~s}^{-1} \tag{12}
\end{align*}
$$

To make this result applicable to different scenarios, differential tables of exposure are provided. The preliminary results for the differential exposure obtained according to Eq. 7 as a function of the height of first interaction and the simulated calorimetric energy for a flat generation in the height of first interaction and an isotropic emergence is shown in Figure 5. These differential tables can be used to set limits for different physical scenarios, such as the one that predicts upward-going showers initiated by $\tau$-leptons that are produced in the interaction of $\tau$-neutrinos with the Earth [14].

## 7. Conclusions

A search for upward-going showers has been performed with the FD of the Pierre Auger Observatory. The available data from 14 years of operation have been analyzed and $n_{\mathrm{obs}}=1$ event has been found. The expected number of background events was $n_{\mathrm{bkg}}=0.45 \pm 0.18$, that resulted in an integral upper limit of $F_{\gamma=1}^{95 \%}\left(E_{\mathrm{cal}}>10^{17.5} \mathrm{eV}\right)=3.6 \cdot 10^{-20} \mathrm{~cm}^{-2} \mathrm{sr}^{-1} \mathrm{~s}^{-1}$ for the case of a $E_{\mathrm{cal}}^{-1}$ weighted average exposure and $F_{\gamma=2}^{95 \%}\left(E_{\text {cal }}>10^{17.5} \mathrm{eV}\right)=8.5 \cdot 10^{-20} \mathrm{~cm}^{-2} \mathrm{sr}^{-1} \mathrm{~s}^{-1}$ for the case of a $E_{\mathrm{cal}}^{-2}$ weighted average exposure. Differential tables of exposure have been provided. These tables make the result of this search applicable to different physical scenarios. To compare these results with the ANITA observations a similar estimation of its exposure to upward-going showers as a function of energy and altitude would be needed. Such a comparison is planned to be addressed as a following step.


Figure 5: Preliminary double differential exposure obtained according to Eq. 7 as a function of $H_{\text {fi }}$ and $E_{\text {cal }}$ and for different ranges of zenith angles. The exposure calculation refers to a flat generation in $H_{\mathrm{fi}}$ and an isotropic emergence.
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