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Abstract In 2017, five out of 100,000 people were killed by road accidents
in Europe. In order to reduce this number with appropriate measures, the
police nowadays manually defines combinations of accident attributes (e. g.,
accidents on slippery road surfaces at night), which then form the basis for
tracking the number of accidents over time. The aim of this paper is to combine
the following data analysis approaches in order to detect interesting attribute
combinations, also referred to as “itemsets”, relevant for current and future
observations. The resulting combinations are proposed to the police as new
key performance indicators and can also be used directly for planning police
measures to increase road safety. A four-stage decision support system is
introduced that employs frequent itemset mining in the first stage. The temporal
aspect of traffic accident data is illustrated by time series containing, for each
itemset, the relative frequencies of accidents with the corresponding attribute
combination. In the second step, the time series are grouped according to their
shape by time series clustering and classification. In the third step, we determine
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the optimal forecasting method for each generated cluster of time series. Based
on the prediction of future frequencies, we identify the most interesting attribute
combinations in the last step. These are displayed geographically so that a police
analyst can easily identify current and developing hot spots.

1 Introduction

Every year, more than 1.35 million people worldwide are killed in road accidents.
For children and young adults, injuries on roads are the leading cause of death.
Therefore, the World Health Organization encourages countries to participate in
a “Decade of Action” to reduce the number of (fatal) road accidents significantly
(cf. WHO, 2018). In order to be able to define the field of action, the major
accident causes, which may change over time and differ from location to location,
have to be identified. Based on the accident circumstances (e. g., number of
vehicles involved, wind conditions etc.), the police is able to derive measures to
enhance road safety, e. g., adjusting patrol routes, new speed limit reductions,
stop signs or investments in walking and cycling infrastructure.

Nowadays, police analysts perform the analysis of accidents manually, where
major circumstances are predefined based on experience. Those circumstances
(given as attribute combinations with their values, e. g., number of casualties = 1,
surface condition = ice or snow) are used as key performance indicators (KPIs)
to track the frequencies of the corresponding accidents. Please note that the
predefinition can easily lead to interesting attribute combinations not being
observed by the police and changes in frequencies will thus remain undetected.
Hence, the aim of the paper is to uncover “interesting” combinations that either
should be addressed by police measures or at least be added to the number of
tracked KPIs. As soon as a KPI behaves atypically over time (e. g., shows an
unexpectedly high value), the accidents with the corresponding combination of
attributes are observed. A geographical visualization can then be performed in
a decision support system (DSS) to identify current hot spots and hot spots that
will become relevant in the future.

Publications in the context of data mining and road accident analysis mainly
focus on the identification of patterns within the high dimensional road accident
data. However, most of the following authors neglect the temporal aspect of the
data. Supervised classification approaches are often applied to identify attribute
combinations with specific values (i. e., features) that lead, in particular, to
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serious accidents. In order to explain the severity level of specific features,
neural networks (Abdelwahab and Abdel-Aty, 2001; Delen et al., 2006),
logistic regression approaches (Al-Ghamdi, 2002), Bayesian networks (De Oña
et al., 2010) or decision trees (De Oña et al., 2013a; Sowmya and Ponmuthu-
ramalingam, 2013) can be used. With classification according to severity, we
cannot make any conclusions about the extent to which arbitrary attributes
occur together. Unsupervised clustering approaches overcome this drawback
and are used to identify accidents with similar features. Geurts et al. (2003b),
Depaire et al. (2008) and De Oña et al. (2013b) present clustering methods
for road accident data using several similarity measures. In addition to pure
classification or clustering approaches, different data mining techniques can be
combined to gain new insights. Starting with clustering of attributes and further
applying classification (Sohn and Lee, 2003) or association rule learning (Prati
et al., 2017; Janani and Devi, 2018; Kumar et al., 2017) on each cluster, the
results are improved by reducing the heterogeneity of the data. With association
rule learning as an unsupervised method, candidates for causal relations between
features can be extracted. By combining geographical clustering with association
rule learning, Geurts et al. (2003a) evaluate the causal relations of accidents in
high frequency locations in contrast to those in other locations.

Bergel-Hayat and Zukowska (2015) provide an overview of statistical ap-
proaches to study time series related to road safety in European countries. The
authors mention that in most cases only a few attributes are considered. The
temporal aspect of road accidents in combination with data mining approaches
is first introduced by Kumar and Toshniwal (2015). The authors cluster accidents
by their features and perform a trend analysis on the monthly number of acci-
dents. Moreover, Kumar and Toshniwal (2016) cluster time series of accident
frequencies in 39 different regions in India by the similarity of their trends (i. e.,
industrial areas show similar numbers of accidents over time), without taking
into account the different accident features.

The contribution of this paper is to find and forecast ex ante (and not ex
post) “interesting” attribute combinations by combining data analysis methods
sequentially. The resulting interesting attribute combinations can then be added
to the police KPIs. In contrast to the methods in the publications described
above, our methods are suitable for very large data volumes resulting from a
wide geographical range and a detailed definition of attributes. The procedure
can be embedded into a decision support system which is then able to help
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police analysts to identify hot spots varying over time. After the presentation of
the entire DSS in Section 2, conclusions are made in Section 3.

2 Decision Support System

In order to support the police in planning their road safety measures in a targeted
manner, we propose a system that analyses the extensive data available and
identifies frequently occurring accident features. The framework of the decision
support system is shown in Figure 1.
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Figure 1: Decision Support System.

Starting from preprocessed data (cf. Subsection 2.1), we apply frequent itemset
mining to extract frequent attribute combinations and generate time series of
the frequency values for each itemset (cf. Subsection 2.2). The heterogeneity of
the time series is reduced by time series clustering (cf. Subsection 2.3). In our
analysis, only promising configurations are used in the time series clustering
step. Promising configurations were determined by an approach proposed by
Meißner and Rieck (2019). For each cluster, we describe approaches to identify
suitable forecasting methods (cf. Subsection 2.4). A visualization is performed
for the most “interesting” time series, (cf. Subsection 2.5), where hot spots are
shown in detail (cf. Subsection 2.6).
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2.1 Data Preprocessing

For our analysis, we consider the freely available road accident data set provided
by the British Department for Transport (Department for Transport, 2019).
The accidents include at least one casualty with slight personal injuries and
are characterized by several features. Please note that Moradkhani et al. (2014)
also use the accident data of Great Britain, where association rule learn-
ing on the data is performed without considering temporal aspects. In order
to keep the number of combinations to be considered for testing our ap-
proach low at first and to make a practicable selection at the same time, we
initially refrain from using personal (e. g., female, male) or vehicle-related
(e. g., car, motorcycle) features and focus on external circumstances. Table 1
summarizes the selected attributes and attribute values.

Table 1: Attributes and corresponding values.

Attribute Attribute value

Number of vehicles 1; 2; more than 2
Number of casualties 1; 2; more than 2
Accident severity Crucial (fatal or serious); Slight
Day Weekday; Weekend
Time Morning (05:00–09:59); Day (10:00–14:59);

Evening (15:00–20:59); Night (21:00–04:59)
Light condition Darkness; Daylight
Weather condition Fine; Rain; Other
Wind condition No wind; Wind; Other
Surface condition Dry; Frost, Ice or snow; Wet or damp
Special conditions (e. g., roadworks) Yes; No
Carriageway hazard (e. g., prev. accident) Yes; No
Road type Dual carriageway; One way street; Roundabout;

Single carriageway; Other
Urban or rural Urban; Rural
Speed limit < 30; 30; 30 – 60; 60; > 60
Junction control Controlled; Give way or uncontrolled
Junction detail Crossroads; Roundabout; T or staggered junction;

Other junction
Crossing facility (pedestrian) Pedestrian phase at traffic signal junction;

Pedestrian light crossing; Other
1st road class A; B; C; Motorway; Unclassified
2nd road class A; B; C; Motorway; Unclassified
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In general, measures to increase road safety are applied in particularly defined
regions (areas of affiliation). Our analyses, therefore, focus on a single geo-
graphical area, covering over approximately 51,000 accidents in Scotland (in the
northern part of Great Britain) for the years 2012 to 2017. Scotland’s geography
is very diverse. In addition to urban areas, where many accidents tend to occur,
there are vast rural regions with less traffic and, therefore, fewer accidents.
This diversity allows to transfer the results from the Scottish data set to many
other areas with similar geographical structure (e. g. Wales or the Midlands).
Furthermore, partial results, e. g., for urban areas, can also be transferred to
London or Manchester.

2.2 Frequent Itemset Mining and Time Series Generation

In order to detect frequent patterns (i. e., feature combinations occurring fre-
quently), we apply frequent itemset mining to the preprocessed data, since
we are only interested in the co-occurrence of features and not in their causal
relationship. For the mining, the Eclat algorithm (cf. Goethals, 2010) is applied
to the six years data set in order to generate itemsets (features or feature combi-
nations) � = {81, . . . , 8:} with : = 1, . . . , = elements. To restrict the algorithm,
we set the minimum support value to suppmin = 0.02 = 2 % as a threshold. In
this way, we significantly reduce the number of frequent itemsets from about
72 million to 50,600 and return only those itemsets that are present in at least
2 % of all 51,000 Scottish accidents. With an additional lower bound on the
all-confidence value (cf. Equation 1), we obtain the itemsets that occur together
with a certain probability, similar to Omiecinski (2003). Please note that we
cannot use the regular confidence measure, since we do not analyze association
rules. However, the all-confidence can estimate a lower confidence bound for all
association rules that could be generated from a certain itemset.

confall =
supp({81, . . . , 8=})
max

:=1,...,=
{supp(8:)}

= 0.1 (1)

This further reduces the number of itemsets to 5,705, which will be used in
what follows. The maximum number of features within an itemset is now
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= = 9, while the number of itemsets with four or five features is largest, i. e.,
|{81, . . . , 84}| = 1,563 or |{81, . . . , 85}| = 1,496.

After frequent itemset mining, we generate a time series for each itemset in
order to take the temporal aspect into account (cf. Liu et al., 2001; Böttcher
et al., 2009). For this, we use the relative frequency of the itemset within the
monthly accident data to obtain the ratio between the number of accidents
with and without the itemset. A time series -� for itemset � always consists
of ) = 72 points in time. A frequency value GC , C = 1, . . . , 72, lies between 0,
if � is not present in the monthly data, and 1, if all monthly accidents contain
the itemset (0 ≤ GC ≤ 1).

2.3 Time Series Clustering

To find itemsets that should be considered by police analysts as KPIs, the
current and future trends of the corresponding time series must be esti-
mated. For this purpose, we first perform time series clustering to group
time series with similar shapes and then identify a suitable forecasting method
for each time series automatically.

A comprehensive overview of time series clustering is given by Aghabozorgi
et al. (2015). Paparrizos and Gravano (2017) compare different clustering
methods as well as similarity measures and introduce advanced approaches for
both. The publications point out that several options to adjust the clustering of
time series data can be taken into account, in particular, clustering method (e. g.,
partitional, hierarchical with single or complete linkage), distance measure
(e. g., Euclidean, dynamic time warping), scaling (e. g., amplitude scaling,
normalizing, centering) or number of clusters (e. g., 2, . . . , 8 clusters). In order
to identify the configuration (a certain combination of options) that produces
the clearest clustering results (i. e., similar time series shapes are assigned to the
same cluster), we perform several analysis steps. Please note that visualizations
and performance indices can be used to compare the quality of different
configurations with respect to the resulting clusters. Performance indices such
as C-Index, Calinski-Harabasz, and Gamma are usually based on compactness
and/or separation which refer to intra- and inter-cluster distances (see for an
overview Charrad et al., 2014).
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Figure 2: Analysis steps to determine the best clustering approach.

Figure 2 illustrates our analysis steps. In step (a), we select the “Top 10 %”
of all underlying 5,705 time series regarding the overall support values. All
U configurations (i. e., 264 configurations, cf. Meißner and Rieck, 2019)
are processed with the “Top 10 %” data. The clustering results are visually
examined in order to get an impression of the quality of each configuration.
Moreover, we compare all performance indices with the visualization in order
to select the indices that best reflect our data structure (these were C-Index and
Gamma). For the remaining analysis steps, the six most promising configurations
(i. e., best index values) are considered, which are, in particular, hierarchical
clustering with complete/ward linkage, shape-based k-means, Euclidean distance,
scaled/normalized data and 4 clusters. In step (b), we validate the results by
applying the V configurations to 25 random data samples. In this way, it can be
determined that clustering with the selected configurations is still suitable for
time series with a lower support value. The evaluations until now are based on a
subset of time series. Since we need to cluster all time series, we then apply the
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configurations to the complete data set in step (c). However, it should be noted
that the performance indices did not show very good results for the complete data
set. Therefore, we decided to use the very well clustered “Top 10 %” sample as
training set for a time series classification model based on a deep feed-forward
neural network. This model can then be applied to all other time series to classify
them accordingly in step (d). As expected, the procedure in step (d) produces
better results than the procedure in step (c) with respect to clustering quality,
execution time, and memory requirements.
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Figure 3: Results of time series clustering and classification with the following configuration:
scaled data, Euclidean distance, hierarchical clustering with complete linkage, four clusters.

In order to visualize the final clustering and classification results, we plot
all (centered) time series of each of the four determined clusters. Figure 3
shows the results, where the cluster means are given by a black line and the
standard deviation is represented by grey areas. Two clusters have a seasonal
pattern, with the respective maxima in cluster 1 lying in summer, while the
peaks in cluster 2 occur in winter. Cluster 3 contains time series with a
slightly increasing trend, while the time series in cluster 4 show no trend and
seem to vary more over time.
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2.4 Forecasting

Once we have separated the time series by their shape, we determine a suit-
able forecasting method for each cluster. Since our goal in clustering is to
group the time series with similar patterns, and these similar patterns can
exist at different support levels, centering is necessary before establishing
the mean time series (cf. Figure 3). Based on the R-package “forecast” by
Hyndman and Khandakar (2008), we train and test several forecasting methods
(descriptions of all methods can be found in Hyndman and Athanasopoulos
(2019), the abbreviations given in brackets are used later on):

• Simple methods:
Naïve (naive) and seasonal naïve (snaive) method, average method (mean),
random walk with drift (rw)

• Statistical methods:
Seasonal and Trend decomposition using Loess (stl), exponential smooth-
ing (ets), AutoRegressive Integrated Moving Average (arima), Trigono-
metric Box-Cox transform, ARMA errors, Trend, and Seasonal compo-
nents (tbats)

• Advanced techniques:
Neural network (nn), combination of arima, ets, nn, stl, and ets (combined)
where the mean of all five forecasts is calculated as in Hyndman and
Athanasopoulos (2019, Sec. 12.4)

Initially, we identify the most promising forecasting method for each cluster by
taking the first 66 months of the mean time series of each cluster as training
set for those methods that either need training (i. e., neural network) or need
to be parameterized like, e. g., exponential smoothing and arima. Please note
that we use Hyndman’s implementations in the “forecast” package to estimate
all parameters (e. g., order of the moving average model, seasonality factor).
In order to predict the relative frequencies ĜC , C = 67, . . . , 72, of the mean time
series, all aforementioned methods are applied and the predicted values are used
to check the forecasting accuracy. The forecasting error is determined by the
root mean square error
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RMSE =

√√√
1
6

)∑
C=)−6+1

(ĜC − GC )2 (2)

which is based on the deviation between the predicted values ĜC and the observed
values GC . As Figure 4 shows, the forecasting methods perform differently on
the individual cluster’s mean time series. In order to finally determine the
appropriate forecasting method for each cluster, we select the combined method
as well as the two methods with the least test error (taking at most one simple
method into account). Consequently, for cluster 1 snaive and arima, for cluster 2
snaive and tbats, for cluster 3 mean and tbats as well as for cluster 4 mean and
neural network are considered. Then, the selected methods are applied to all
time series of the individual clusters to identify the best performing method.
This procedure is time consuming (approx. 1 hour for clusters 1, 3, 4 and 7 hours
for cluster 2), even for our relatively small set of 5,705 time series. However, it
should be noticed that the procedure does not need to be executed again. Only
one pass to set up the system for the police is necessary.
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Figure 4: Forecasting error (RMSE) for the test data (6 months) for each cluster’s mean time series.



12 Katherina Meißner and Julia Rieck

Figure 5 visualizes the RMSE results for all time series in the clusters. We
present a boxplot for each method that indicates the median error value of all
time series by the line in the middle of the box, while the box height shows
the interquartile range (i. e., range between the 1st and 3rd quartile). A low box
height signals that many values are found in the area of the median. Hence,
there are minor error fluctuations and the results of the respective forecasting
method can be regarded as “stable”. Particularly for the combined method, this
is the case in all clusters. If we only consider the median value then seasonal
naïve is preferable for clusters 1 and 2. This observation is plausible, as the time
series of clusters 1 and 2 are seasonal (cf. Figure 3) and thus a method that
reflects seasonality has been chosen. However, tbats (which also has a seasonal
component) performs well for cluster 2 and should be preferred to snaive, taking
into account the height of the box. For clusters 3 and 4, the average method is
best when considering the median error value. Since the boxes of the average
method in the boxplot are relatively large, tbats would also be a good choice
for cluster 3 and the neural network for cluster 4. Please note that the neural
network would need more training and tuning to achieve good results. Due to
the short time series and the resulting small training sets (66 points in time for
training), the results of the neural network are not as good as expected.
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Figure 5: Forecasting error (RMSE) for selected methods based on all time series within each cluster.
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2.5 Determining Interesting Itemsets

Using the above mentioned forecasting methods, we predict the future relative
frequency values for all time series. Then, the most “interesting” ones have
to be selected in order to visualize and present them to police analysts. We
choose a forecast horizon of ℎ = 12 months to obtain a reasonable time frame
for the implementation of road safety measures. To identify the itemsets and
corresponding time series that are “interesting”, we cumulate three indicators
(Equation 3 – 4) describing different aspects of “interestingness” to a (weighted)
single indicator. The larger the resulting indicator, the more interesting the time
series. A time series that is assigned a value close to 1 using Equation (3)

1
ℎ
|{C | ĜC > n, C = ) + 1, . . . , ) + ℎ}| (3)

typically obtains many prediction values (i. e. the predicted relative frequency)
above a certain threshold n . Such a time series should be considered as an
additional KPI, since the corresponding itemset occurs in a large number of
accidents. A variation between the previous year’s values and the forecasted
values can be detected using Equation (4)

1
ℎ

)+ℎ∑
C=)+1

|GC−12 − ĜC | . (4)

The formula reveals whether the general course of the time series has changed
between the last available period and the same period in the forecast horizon.
Time series with strong fluctuations in the forecast values should be taken into
account, if they receive a value close to 1 with Equation (5)

1
ℎ

)+ℎ∑
C=)+1

�����ĜC −
(
1
ℎ

)+ℎ∑
C=)+1

ĜC

)����� · var(- − ()
var(-) . (5)

The first term relates the forecasted values to the mean values of the forecast
horizon. Please note that a time series with a regular seasonal curve is assigned
a lower value than a time series with an irregular curve. This is ensured by
the last term, where the information about seasonality is calculated by the
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ratio of the variance of the time series without and with seasonality. We
describe the forecasted time series with - and the seasonal component with (

(cf. Wang et al., 2006).

2.6 Visualization and Deriving Measures

The items (i. e., attribute values) of the time series with the highest indica-
tor values are stored and observed by the police as new KPIs. Moreover,
accidents featuring such an interesting itemset can be visualized on a map
(as shown in Figure 6).

Figure 6: Visualization of a sample itemset for police analysts.
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The geographical representation makes it possible to reconstruct the spatial
distribution of accidents. In our example, accidents of slight severity are plotted,
which additionally occurred during daylight hours at junctions with control type
“give way”, as this itemset showed the highest indicator value in the previous
step. Police analysts can now easily identify hot spots for the corresponding
combination of attributes. Since this itemset belongs to cluster 2 (cf. Figure 3),
we decide to visualize the hot spots for summer and winter separately. By
comparing the hot spots in summer and winter, more accidents can be detected
in summer, especially in rural areas. During this time of the year, many tourists
travel to the Scottish Highlands and hence increase the traffic density in this area.
In addition to that, tourists are not familiar with the traffic rules for left-hand
drive and, therefore, make mistakes at junctions, which then lead to accidents.

3 Discussion

We have presented a decision support system to identify interesting attribute
combinations for the police. Those combinations can either be added to the
police KPIs or the police can use them to optimally plan their measures to
increase road safety. The system consists of four stages, namely: frequent
itemset mining, time series clustering, forecasting, and visualization. For each
stage, we have identified the essential strategies for their refinement, based
on the Scottish data set. To finalize the DSS and transform it into a fully
automated system, it is necessary to have the KPI presentation and geographical
visualization generated automatically. At present, the geographical representation
is still prepared manually.

The methods presented in the individual stages need to be fine-tuned carefully.
Therefore, we plan to verify our results using larger test scenarios. First, the
system will be transferred to other geographical locations (e. g., Wales, the
Midlands or London). This allows us to determine which stages of the system, in
particular, need to be adapted during the transfer. When the system is deployed
to an area with other geographical conditions, such as London, adjustments
can be expected solely on the basis of accident frequency. Additionally, further
features (e.g. personal or vehicle-related features) can be included in the decision
support system. This will enable us to draw conclusions about the stability of
the procedures with regard to changes in content.
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