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In this thesis, three aspects of the phenomenology of light particles in extensions of the Standard Model are discussed. First, novel bounds on the interactions of new light particles with Standard Model fermions are derived from molecular spectroscopy, which puts stringent limits on couplings of new scalar, vector and axialvector particles with keV masses. Second, several neutrino observables are predicted using a simple and well-motivated class of flavor models, yielding a narrow range for the absolute neutrino mass scale which will be probed by near-future experiments. Finally, novel limits are obtained for flavorviolating axion couplings to light quarks from the observation of the SN1987A supernova, which constrains energy losses in the form of light particles emitted from the proto-neutron star through $\Lambda$ hyperon decays and bremsstrahlung.

## ZUSAMMENFASSUNG

In dieser Arbeit werden drei Aspekte der Phänomenologie leichter Teilchen in Erweiterungen des Standardmodells diskutiert. Zuerst werden neuartige Grenzen an die Wechselwirkungen neuer leichter Teilchen mit Fermionen des Standardmodells aus der Molekülspektroskopie abgeleitet, was starke Schranken an die Kopplungen neuer Skalar-, Vektor- und Axialvektorteilchen mit keV-Massen setzt. Anschließend werden mehrere Neutrino-Observablen mit Hilfe einer einfachen und gut motivierten Klasse von Flavor-Modellen vorhergesagt, wodurch ein schmaler bevorzugter Bereich für die absolute NeutrinoMassenskala resultiert, der mit zukünftigen Experimenten erforscht werden kann. Schließlich werden neue Grenzen an flavor-verletzende Kopplungen von Axionen an leichte Quarks aus der Beobachtung der Supernova SN1987A bestimmt, die den Energieverlust durch leichte Teilchen, die in $\Lambda$-Hyperon-Zerfällen und -Bremsstrahlung produziert werden, beschränkt.

## CONTENTS

INTRODUCTION
1 INTRODUCTION ..... 3
I LIGHT NEW PHYSICS ON EARTH: A STUDY OF MOLECULAR
SPECTRA
2 MOLECULAR SPECTROSCOPY ..... 13
2.1 Theoretical Status ..... 13
2.2 Experimental Status ..... 21
2.3 Comparison Between Theory and Experiment ..... 23
3 new physics effects on molecular spectra ..... 25
3.1 Calculation of New Physics Effects ..... 25
3.2 Scalar and Pseudoscalar Mediators ..... 30
3.3 Vector and Axialvector Mediators ..... 34
3.4 Comparison to Other Experiments ..... 37
3.5 Estimation of Two-Particle Exchanges ..... 38
4 CONCLUSION AND OUTLOOK ..... 43
II NEUTRINO PHYSICS ON EARTH AND IN THE SKY: NEU-TRINO MASSES FROM A U(2) FLAVOR SYMMETRY
5 A U(2) MODEL OF FLAVOR ..... 47
5.1 Motivation ..... 47
5.2 Fermion Masses and Mixings in U(2)-like Scenarios ..... 49
5.3 Majorana Neutrinos in U(2)-like Scenarios ..... 53
6 phenomenology of neutrino observables ..... 57
6.1 The Status of Neutrino Properties ..... 57
6.2 Scenarios for U(2)-like Symmetries ..... 58
6.3 Description of the Statistical Analysis ..... 63
6.4 Results ..... 65
7 CONCLUSION AND OUTLOOK ..... 71
III LIGHT NEW PHYSICS IN THE SKY: SUPERNOVA BOUNDSON FLAVOR-VIOLATING COUPLINGS
8 light particles in supernovae ..... 75
8.1 Core-Collapse Supernovae ..... 75
8.2 The Neutrino Signal as a Bound for New Physics ..... 79
9 SN1987A CONSTRAINTS ON FLAVOR-VIOLATING COU-
PLINGS ..... 83
9.1 Energy-Loss Formula for a New Particle ..... 83
9.2 Hyperon Decays ..... 90
9.3 Hyperon Bremsstrahlung ..... 97
1O CONCLUSION AND OUTLOOK ..... 107
CONCLUDING REMARKS
11 CONCLUDING REMARKS ..... 111
APPENDIX
A molecular spectroscopy ..... 117
A. 1 Calculation of non-Relativistic Potentials ..... 117
A. 2 Spin Matrix Elements ..... 121
A. 3 List of Experimental Data ..... 124
b NeUtrino observables from a u(2) texture ..... 127
B. 1 Relations Between Neutrino and PMNS Parameters ..... 127
C SUPERNOVA CONSTRAINTS ..... 131
c. 1 The Principle of Detailed Balance ..... 131
C. 2 Lambda Production Rates from Decays ..... 132
C. 3 Production Rates for Lambda Decays ..... 134
C. 4 Independent Scalar Products for Bremsstrahlung ..... 136
c. 5 Phase Space of Hyperon Bremsstrahlung ..... 137
BIBLIOGRAPHY ..... 141

Figure 1.1 Visualization of the frontiers in particle physics.
Figure 2.1 Visualization of our theory uncertainty estimate. 20
Figure $2.2 \quad$ Visualization of a molecular spectrum. 21
Figure $2.3 \quad$ Visualization of different spectroscopy concepts.
Figure 3.1 Electron-nucleus scattering mediated by a scalar particle. 27
Figure 3.2 Upper limits on the scalar and pseudoscalar couplings $g_{i j}^{\mathrm{S}}$ and $g_{i j}^{\mathrm{P}}$ from molecular spectroscopy. 32
Figure 3.3 Upper limits on the vector and axialvector couplings $g_{i j}^{\mathrm{V}}$ and $g_{i j}^{\mathrm{A}}$ from molecular spectroscopy. 36
Figure 3.4 Two-neutrino exchange Feynman diagram in the full and the effective theory. 38
Figure $3.5 \quad W$ box contribution to the two-neutrino exchange. 40
Figure 3.6 Two-Goldstone boson exchange Feynman diagram in the full and the effective theory. 41
Figure 6.1 Allowed parameter space in the $m_{\beta \beta}-\sum_{i} m_{i}$ plane at 95.4 \% confidence level. 59
Figure $6.2 \quad m_{\beta \beta}-\sum_{i} m_{i}$ parameter space at $95.4 \%$ confidence level in $U(2)$ scenarios. 67
Figure 6.3 Predictions for the Dirac CP phase $\delta$ in terms of $\sin ^{2}\left(\vartheta_{23}\right)$ of the PMNS matrix. 68
Figure 8.1 Temperature and composition profiles about 1 s after the core bounce of a progenitor star. 78
Figure 8.2 Simulated neutrino signal of a supernova. 79
Figure $8.3 \quad$ Temperature at a radius of $R=7.5 \mathrm{~km}$ with time. 8o
Figure 9.1 Visualization of the different trapping regimes. 86
Figure 9.2 Profiles of the effective mass $m_{i}^{*}$ of protons $p$ and neutrons $n$ and their vector self-energies $V_{i}$ in a supernova remnant. 90
Figure 9.3 Feynman diagram for the tree-level decay of a $\Lambda$ hyperon. 91
Figure 9.4 Luminosities in terms of the branching ratio $\operatorname{Br}(\Lambda \rightarrow n+X)$ of $\Lambda$ hyperon decays. 95
Figure 9.5 Possible Feynman diagrams for $\Lambda$-neutron bremsstrahlung. 99
Figure 9.6 Excluded region for the effective axion scale $F_{\Lambda \mathrm{n}}$ from $\Lambda$ bremsstrahlung. 105
Figure A. $1 \quad$ Feynman diagram for the scalar mediator exchange. 117

Table 2.1 Comparison of theoretical predictions and experimental values for several hydrogen lines. 23
Table 2.2 Comparison of theoretical predictions and experimental values for several tritium lines. 24
Table 5.1 Representations of the Standard Model fields in a $U(2)$ model of flavor. 49
Table 6.1 Predictions for the neutrino parameters in the Diagonal Charged Lepton scenario. 62
Table 6.2 Summary of the input parameters of the three $U(2)$ scenarios. 64
Table 6.3 Predictions for the neutrino observables in $U(2)$ models of flavor. 66
Table 9.1 Upper limits on the branching ratio $\operatorname{Br}(\Lambda \rightarrow n+X)$ of $\Lambda$ baryon decays from the SN1987A signal. 96
Table A. $1 \quad$ List of all molecular lines used in the analysis of this thesis. 124

INTRODUCTION

## INTRODUCTION

The fundamental constituents and interactions of Nature have always fascinated humankind-not only physicists-since they are connected to deep questions about our Universe. During more than 2000 years of exploration beginning with the ancient Greeks, vast progress has been made in our understanding of the microscopic world, uncovering more and more of the underlying structure. This journey culminated in the Standard Model of Elementary Particle Physics which is the best theory of fundamental interactions to date.
Despite emerging from a simple construction principle based on gauge symmetries, the Standard Model accounts for a variety of complex phenomena with unprecedented precision. However, even the best physical theory comes with a limited range of applicability and among the physicist's duties is the investigation of the borders of a theory. There are two approaches to identify the shortcomings of a model: On the one hand, one can perform experiments to compare theoretical predictions against reality. Any deviation found in this way needs to be explained by a more complete model. On the other hand, theorists can look for aspects of the model which seem unsatisfactory or try to identify patterns in the available data even if it does not contradict the predictions. While these so obtained puzzles might be red herrings without resolutions, they could also hint to new dynamics, thus providing deeper insight. Indeed, we find examples for both problems and puzzles in the Standard Model, requiring and motivating New Physics Beyond the Standard Model.
the bad One of the biggest shortcomings of the Standard Model is the fact that it can only account for a small fraction of about $4 \%$ of the energy density of the Universe [1]. Of the remaining $96 \%$, about $27 \%$ are attributed to a new kind of matter called Dark Matter, which to date has been only indirectly observed via its gravitational interaction. The history of Dark Matter goes back to the works of Fritz Zwicky [2] in 1933 where he concluded that the motions of galaxies in the Coma cluster are not explainable by the visible matter and General Relativity alone. It took until the 1970 s until this problem was widely accepted, when Vera Rubin connected a similar discrepancy in the rotation curves of stars within galaxies to Dark Matter [3].
Nowadays, there is evidence for Dark Matter at different scales, from dwarf galaxies [5] and Milky Way sized galaxies [6] to galaxy clusters [7]. Moreover, Dark Matter explains structure formation in the universe [8], whose imprints on the Cosmic Microwave Background

In this context,
anomalies refer
to measurements which either deviate from the theoretical prediction but not yet significantly or need to be confirmed independently.

The gauge invariant vacua of the strong interaction are given by the Bloch states $|\vartheta\rangle$ with an angle $\vartheta \in[0,2 \pi)[20]$.
(CMB) were recently confirmed by the PLANCK satellite [1]. A novel form of matter provides the best explanation of these and further observations to date.
Another important shortcoming of Standard Model are neutrino masses which are not included for several reasons. First, the precise nature of neutrinos is still unclear with both Dirac and Majorana neutrinos being conceivable options. Consequently, there are many mechanisms possible to generate neutrino mass terms [9] and this ambiguity would lead to many "Standard Models" which are indistinguishable in their low-energy phenomenology accessible to experiments. In combination with the tiny value of the mass that led to effects too weak to be measured at the time of the construction of the Standard Model, it was convenient to set neutrino masses to zero.
However, the observation of neutrino oscillations at the beginning of this century [10, 11] requires at least two of the three neutrinos to be massive and thus is evidence of Beyond the Standard Model dynamics. Unfortunately, experiments could not fully reveal the nature of neutrinos until now, despite vast progress in experimental neutrino physics entering a precision era [12].
The list of problems can be further extended by established mysteries such as the unexplained baryon asymmetry of the Universe, but also by a growing list of experimental anomalies. Examples for the latter are the excess in electronic recoil events in XENONiT [13], the neutron lifetime anomaly [14, 15], the recently confirmed anomaly in the anomalous magnetic moment of the muon [16] or the reactor neutrino anomaly [17].
the ugly One example of a puzzle in the Standard Model where a resolution is desirable is the so-called Flavor Puzzle [18]. It refers to the question of why there are so large hierarchies in the masses and mixing angles of quarks and masses of charged leptons, while the lepton mixing matrix features only mild hierarchies. An explanation of the large spread of at least twelve orders of magnitude between neutrino masses and the top quark mass as well as the pattern of the Cabibbo-Kobayashi-Maskawa (CKM) matrix would deepen our understanding of the world, since we would not exist if these hierarchies were absent [19].
Another intriguing puzzle of the Standard Model is the absence of CP violation in the strong interaction. CP violation is introduced in Quantum Chromodynamics (QCD) by the topological $G_{\mu \nu}^{a} \widetilde{G}^{a, \mu \nu}$ operator with the gluonic field strength tensor $G_{\mu v}^{a}$ and its dual $\widetilde{G}_{\mu v}^{a}$. On the one hand, this term parametrizes the non-trivial structure of the Quantum Chromodynamics (QCD) vacuum [20], on the other hand it is generated by axial $U(1)_{\mathrm{A}}$ transformations of the quark fields due to the chiral anomaly [21, 22]. Due to the latter it seems at first sight that the parameter of the $G \widetilde{G}$ operator could be shifted arbitrarily so
that the operator would not yield an effect in experiments. However, there exists a combination $\bar{\vartheta}=\vartheta+\arg \left(\operatorname{det}\left(Y_{u} Y_{d}\right)\right)$ of the vacuum angle $\vartheta$ and the argument of the determinant of the quark Yukawa matrices $Y_{\mathrm{u}, \mathrm{d}}$ for up-type and down-type quarks, which is invariant under all transformations [20].
It is this $\bar{\vartheta}$ parameter that multiplies the CP-violating $G \widetilde{G}$ term and thus yields physical CP -violating effects. The most sensitive observable to this parameter is the electric dipole moment of the neutron, yielding an upper limit of $|\bar{\vartheta}| \lesssim \mathcal{O}\left(10^{-11}\right)$ [20]. The question of why this quantity is so small is referred to as the Strong CP Puzzle, in particular since its value has to be compared to the large $\mathcal{O}(1) \mathrm{CP}$-violating phase of the electroweak sector.
These are just two examples of many puzzles in the Standard Model. What all puzzles have in common is that there might not exist a mechanism explaining them. For instance, the two puzzles described above are connected to free parameters of the Standard Model which possibly could have been chosen randomly at the Big Bang so that their small values are purely due to chance. However, models tackling these puzzles are often also linked to the fundamental problems of the Standard Model like for instance Dark Matter and thus provide interesting directions for model building. Furthermore, the identification of structures might allow to infer information about currently unknown sectors, helping in the search for Beyond the Standard Model physics.

THE GOOD A plethora of ideas have been proposed as solutions of these problems and puzzles. For example, there are many suggestions explaining the deficiencies usually attributed to Dark Matter. While some explanations favor a modification of gravity [24], there are also numerous ideas within the particle framework: The mass range of proposed Dark Matter particles spans from fuzzy Dark Matter as light as $10^{-22} \mathrm{eV}$ [25] to primordial black holes with masses of order of the solar mass [26]. Popular candidates are so-called Weakly Interacting Massive Particles (WIMPs) with masses at the electroweak scale [27], which are well motivated from the cosmological point of view due to the freeze-out mechanism [28] and occur naturally for example in supersymmetric models [29].
The negative results from direct searches for new particles at the electroweak scale in the past decade gave new impetus to models beyond Weakly Interacting Massive Particles (WIMPs)—although the latter are far from being excluded. The search for Weakly Interacting Massive Particles (WIMPs) corresponds to an exploration of the energy frontier, see Figure 1.1, where large energies or high masses are needed to either produce heavy states or to yield a significant effect in a detector, for example in the form of recoil energy. While this is definitely an important search path, one should explore the full parameter space for New Physics. Besides high energies, the regime of light particles

Note that $\bar{\vartheta}$ is only invariant if all quarks are massive which is nowadays established [23].


Figure 1.1: Visualization of the different frontiers. Heavy particles can be found by direct detection experiments with large energies at the energy frontier, while light particles with weak couplings need high precision at the intensity frontier.
with small couplings can be interesting in the context of the problems and puzzles of the Standard Model, where limited precision prevented experiments in the past from resolving the tiny effects of such light dynamics.
However, advances in technology allow for increasing experimental precision, making searches for these feebly coupled light states feasible. Therefore, there is nowadays rising interest to also explore this complementary part of the parameter space at the intensity frontier, see Figure 1.1. This is also the case since light particles with masses below 1 GeV are well motivated: Many proposed particles can account for the Dark Matter relic density-for example via the freeze-in mechanism [30]—and arise naturally in solutions of theoretical puzzles. Moreover, light particles were suggested as explanations for several experimental anomalies such as the reactor anomaly [17], the neutrino lifetime anomaly [31], the XENONiT excess [13] or the anomalous magnetic moment of the muon [32]. Another motivation is String Theory, where the compactification of extra dimensions leads to many light states as moduli fields [33].

A PROTOTYPE EXAMPle Light particles often arise as Goldstone bosons from the spontaneous breaking of continuous global symmetries. As a prime example of a well-motivated light particle of this type, we briefly discuss the QCD axion, see for instance Reference [20] for a recent review.
In 1977, Helen Quinn and Roberto Peccei proposed a spontaneously broken symmetry $U(1)_{\mathrm{PQ}}$ as a solution of the Strong CP Puzzle, where the $\bar{\vartheta}$ parameter is dynamically set to zero [34, 35]. Specifically, a potential is generated for the axion field-which is the Goldstone boson arising from the breaking of the $U(1)_{\mathrm{PQ}}$ symmetry $[36,37]$ from non-perturbative Quantum Chromodynamics (QCD) effects. As
a consequence, the axion field acquires a vacuum expectation value cancelling the $\bar{\vartheta}$ parameter [20]. Since the axion is a Goldstone boson, its couplings are inversely proportional to the breaking scale $f_{\mathrm{a}}$ of the Peccei-Quinn symmetry $U(1)_{\mathrm{PQ}}$ and are thus strongly suppressed for large scales $f_{\mathrm{a}}$. Similarly, an axion mass $m_{\mathrm{a}} \sim \frac{1}{f_{\mathrm{a}}}$ inversely proportional to the axion scale $f_{\mathrm{a}}$ is generated from the non-perturbative axion potential. Axions can also be linked to family symmetries [38-41], where an axion candidate arises from the spontaneous breaking of a flavor symmetry addressing the Flavor Puzzle.
Despite being very light and weakly coupled, it has soon been realized that the axion can account for the Dark Matter relic density by means of the Misalignment Mechanism [20]. In particular, the light axion field behaves like a classical field due to large occupation numbers. At first, the axion field has a constant value $\bar{\vartheta}_{0}$ due to the large Hubble friction and vanishing mass. After the Quantum Chromodynamics (QCD) phase transition, a mass is generated from the non-perturbative potential so that the axion field starts to oscillate once its mass has overcome Hubble friction. The energy stored in these oscillations behaves like cold Dark Matter in the further evolution, making the axion field a candidate for Dark Matter.
A generalization of axions is given by axion-like particles (ALPs) which are pseudoscalar particles whose mass is independent of the breaking scale $f_{\mathrm{a}}$ of the symmetry. While this explicit breaking of the PecceiQuinn symmetry spoils the solution of the Strong CP Puzzle, axionlike particles could still provide an answer to several problems of the Standard Model such as Dark Matter via the Misalignment Mechanism described above.
experimental searches Due to their rich phenomenology, light particles have been looked for in many experiments, see for example Reference [42] for a review. The spectrum of experiments ranges from direct laboratory experiments to indirect probes in astrophysics and cosmology.
Direct laboratory experiments have the advantage of being performed in a controlled environment, increasing the reliability of results and of uncertainty estimates. For instance, particle masses in the keV range correspond to atomic length scales so that their effects influence the energy levels of atoms and molecules probed in laboratory spectroscopy experiments. Tight bounds have been derived using atomic and molecular spectroscopy [43-48] or neutron scattering [49] on forces mediated by such particles.
Neutrino masses are looked for both in laboratory experiments and indirectly through cosmological effects [1]. For instance, a modelindependent probe is given by the measurement of the tritium beta decay spectrum like in the KATRIN experiment [50, 51], while searches for neutrinoless double beta decays $[52,53]$ look for Majorana neu-

The small mass is a consequence of the Goldstone nature of the axion.

The equation of motion of a scalar field a reads ä + $3 H(t) \dot{a}+m^{2} a=0$ with the decreasing Hubble constant $H(t)$ parametrizing the expanding universe. If $H^{2} \ll m^{2}$, the friction term can be neglected, while in the opposite regime $H^{2} \gg m^{2}$ oscillations are strongly damped.

A massive scalar mediator generates a Yukawa potential $V_{\mathrm{Y}}(r)=\frac{\alpha}{r} \mathrm{e}^{-m r}$ with coupling $\alpha$, which is strongly suppressed at distances $r \gg m^{-1}$ and indistinguishable from the Coulomb potential at distances $r \ll m^{-1}$. Thus, a significant effect occurs at distances $r \sim m^{-1}$.
trinos. The most stringent bound on the sum of neutrino masses is currently derived from satellites observing the Cosmic Microwave Background (CMB) [1], where the mass determination however depends on the validity of the $\Lambda$ CDM cosmological model.
Light particles with weak couplings like axions are hard to test in laboratory experiments due to the high precision needed to observe rare effects. Nevertheless, tight laboratory bounds are available [20], especially for axions with flavor-violating couplings [54]. An indirect test of such particles is provided by observations of stars where light particles can be produced in large amounts, so that the observation of stars is a prime example for a probe at the intensity frontier in Figure 1.1. In this case, the presence of light particles results in a significant energy loss which alters the dynamics of the star and yields tight limits on New Physics [55].
Many more experiments have been performed at the intensity frontier. Modifications of the gravitational potential have been studied in torsion-balance experiments [56] or by testing the Casimir force [57]. Beam dump experiments have been used to study light particles with a finite lifetime like axion-like particles (ALPs) [58, 59]. Moreover, collider experiments like Belle II [60] and even the Large Hadron Collider (LHC) $[61,62]$ achieve high precision due to increasing luminosity, especially in flavor observables like $B$ meson decays. Plenty of experimental setups are testing the axion parameter space. Examples are helioscopes [63] and haloscopes [64] which are searching for axions from the Sun and Dark Matter halo, respectively. With many more approaches to be listed, present and future investigations offer a great discovery potential for these interesting types of particles.
outline of this thesis In this thesis, we discuss various aspects of the phenomenology of light particles, both in laboratory experiments and astrophysics. Specifically, we derive bounds on the parameter space of several types of light new particles using molecular spectroscopy in Part I and the SN1987A supernova signal in Part III, while we analyze the phenomenology of neutrino observables in a well-motivated framework in Part II. Each part is divided into three chapters where an overview over the current status and theoretical basics is given in the first one, followed by the detailed analysis in the second chapter. In the last one, we conclude each part and give an outlook.
In Part I, we study the effects of forces mediated by light new particles on the rotational and vibrational excitations of hydrogen-like molecules. To date, only modifications of the couplings between the two nuclei by scalar mediators have been considered in the literature so that the full potential of molecules has not yet been explored. After reviewing the Standard Model calculation and experimental status in Chapter 2, we present a systematic treatment of the effects of several
types of mediators at the keV scale in Chapter 3, considering also couplings between two electrons and between an electron and a nucleus. Finally, we conclude this part in Chapter 4.
It would be desirable if predictions for the neutrino mass scale were available so that future experiments can be constructed which are sensitive to the most interesting regions of the parameter space. One way of obtaining such predictions is the identification of patterns in the Standard Model parameters through flavor symmetries, which can be then applied to the neutrino sector [65]. We discuss predictions for neutrino observables obtained from well-motivated $U(2)$-like flavor symmetries in Part II of this thesis. In particular, we present the structure of $U(2)$ models in Chapter 5, focussing on the lepton sector. In Chapter 6, we discuss the resulting predictions for the neutrino mass scale and CP phase, particularly taking the effects of charged leptons into account which are usually omitted in analyses based on pure texture approaches without underlying flavor symmetries. We conclude this part and given an outlook in Chapter 7 .
While limits on axions and axion-like particles (ALPs) from stars have been intensively explored in the past [20], the effects of flavor-violating axions on stars have not been studied until recently [66]. In particular, the study of $\Lambda$ baryons which have a sizable abundance in stars allows for a test of the strange-down coupling, with constraints surpassing laboratory bounds on the axialvector interaction by several orders of magnitude [54]. In Part III of this thesis, we derive such bounds from the observation of the SN 1987 A supernova. In particular, we review core-collapse supernovae and their neutrino signal which is used to derive limits on light particles in Chapter 8. In Chapter 9, we determine the energy loss due to the emission of axions from decays of $\Lambda$ baryons and give an outlook on bounds for axion-like particles (ALPs) from $\Lambda$ bremsstrahlung. We conclude this part in Chapter 10. Finally, we summarize this thesis in Chapter 11.

## Part I

LIGHT NEW PHYSICS ON EARTH: A STUDY OF MOLECULAR SPECTRA

In the search for new light particles, molecules provide suitable study objects [67-69]. A new light mediator particle would modify the Coulomb potential responsible for molecular binding. As a consequence, molecular energy levels and transition energies will change which could possibly be observed in precision spectroscopy experiments.
Although such determinations of transition frequencies are challenging on both experimental and theory side, there are precise state-of-theart predictions and measurements available. In this chapter, we review the theoretical and experimental status in Sections 2.1 and 2.2, respectively. Finally, we briefly compare both predictions and corresponding measurements in Section 2.3.
This chapter is based on the publication

> Wolfgang Gregor Hollik, Matthias Linster, and Mustafa Tabet. "A Study of New Physics Searches with Tritium and Similar Molecules." Eur. Phys. J. C 80.7 (2020), p. 661. DoI: $10.1140 /$ epjc / s10052-020-8215-0. arXiv: 2004. 11274 [hep-ph] .

### 2.1 THEORETICAL STATUS

As hydrogen-like molecules are four-particle systems, the precise calculation of their energy levels is a difficult task even in the approximation of only a Coulomb interaction in a non-relativistic setup. The Hamilton operator of such a molecule of two heavy nuclei $N_{1}$ and $N_{2}$ with $N_{i}=\mathrm{H}, \mathrm{D}, \mathrm{T}$ surrounded by two light electrons $e_{1}^{-}$and $e_{2}^{-}$can be split into an electronic and a nuclear part [71],

$$
\begin{equation*}
\hat{H}=\hat{H}_{\mathrm{el}}+\hat{H}_{\mathrm{N}} . \tag{2.1}
\end{equation*}
$$

In this separation, the electronic part $\hat{H}_{\mathrm{el}}$ describes the motion of the electrons in the Coulomb field of nuclei at positions $\mathbf{R}_{\mathrm{A}}$ and $\mathbf{R}_{\mathrm{B}}$ in terms of the center-of-mass coordinates of the nuclei. Denoting the electrons by numeric labels $i=1,2$ and the nuclei by the letters $\lambda=\mathrm{A}, \mathrm{B}$, the electronic Hamiltonian $\hat{H}_{\mathrm{el}}$ reads [71]

$$
\begin{equation*}
\hat{H}_{\mathrm{el}}=\frac{\mathbf{P}_{1}^{2}}{2 m_{\mathrm{e}}}+\frac{\mathbf{P}_{2}^{2}}{2 m_{\mathrm{e}}}+\alpha_{\mathrm{em}}\left\{\frac{1}{r_{12}}+\frac{1}{R}-\left(\frac{1}{r_{1 \mathrm{~A}}}+\frac{1}{r_{2 \mathrm{~B}}}+\frac{1}{r_{1 \mathrm{~B}}}+\frac{1}{r_{2 \mathrm{~A}}}\right)\right\}, \tag{2.2}
\end{equation*}
$$

Hydrogen-like molecules are bound states of two hydrogen isotopes, that is of either hydrogen ( $H$ ), deuterium ( $D$ ) or tritium (T).

Given electronic positions $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ we have $r_{12}=\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|$, $r_{i \lambda}=\left|\mathbf{r}_{i}-\mathbf{R}_{\lambda}\right|$ and $R=\left|\mathbf{R}_{\mathrm{A}}-\mathbf{R}_{\mathrm{B}}\right|$.

Note that $1 \mathrm{eV} \simeq$ $8065.54445 \mathrm{~cm}^{-1}$ and thus $E^{(0,0)} \simeq 4.5 \mathrm{eV}$. The dissociation energy refers to the separation of the molecule into two hydrogen atoms.
where $\alpha_{\mathrm{em}} \simeq \frac{1}{137}$ is the electromagnetic fine structure constant, $m_{\mathrm{e}}$ is the electron mass and $\mathbf{P}_{1,2}$ are the momentum operators of the electrons. Moreover, $r_{12}, r_{i \lambda}$, and $R$ are the distances between the two electrons, between electron $i$ and nucleus $\lambda$, and between the two nuclei, respectively. The nuclear Hamiltonian $\hat{H}_{\mathrm{N}}$ includes the remaining kinetic energy of the nuclei as well as a kinetic coupling between the electrons and nuclei [71],

$$
\begin{equation*}
\hat{H}_{\mathrm{N}}=-\frac{1}{2 \mu_{\mathrm{N}}}\left(\nabla_{R}^{2}+\nabla_{\mathrm{el}}^{2}\right)+\left(\frac{1}{M_{\mathrm{A}}}-\frac{1}{M_{\mathrm{B}}}\right)^{2} \nabla_{R} \cdot \nabla_{\mathrm{el}} \tag{2.3}
\end{equation*}
$$

with $\nabla_{\mathrm{el}}=\frac{1}{2}\left(\nabla_{1}+\nabla_{2}\right)$, the reduced mass $\mu_{\mathrm{N}}=\frac{M_{\mathrm{A}} M_{\mathrm{B}}}{M_{\mathrm{A}}+M_{\mathrm{B}}}$ of the nuclei and the gradients $\nabla_{R, 1,2}$ with respect to the nuclear relative coordinate $\mathbf{R}=\mathbf{R}_{\mathrm{A}}-\mathbf{R}_{\mathrm{B}}$, and the electronic positions $\mathbf{r}_{1,2}$, respectively.
Over the course of the last hundred years, many physicists attempted to obtain the molecular energy spectrum of the Hamilton operator (2.1). Before briefly reviewing milestones in the precise determination of the energy levels, we present estimates of the sizes of the expected effects.
estimates of the effects Compared to atomic spectra, their molecular counterparts have a richer structure due to the second nucleus allowing for vibrational and rotational excitations. Spectral lines corresponding to electronic, vibrational and rotational transitions are well separated in their size with the former being the largest and the latter being the smallest effect. One can understand the hierarchy between rotational and vibrational transitions as follows:
The inter-nuclear force causing vibrations around the equilibrium distance $R^{*}$ of the two nuclei can be modeled by a Morse potential [72],

$$
\begin{equation*}
V_{\text {Morse }}(R)=D_{\mathrm{e}}\left(1-\mathrm{e}^{-\frac{R-R^{*}}{w}}\right)^{2} \tag{2.4}
\end{equation*}
$$

where $D_{\mathrm{e}}$ is the depth and $w$ is the width of the potential. Estimating the depth $D_{\mathrm{e}}$ of the well to be similar to the lowest energy state $E^{(0,0)} \simeq 36000 \mathrm{~cm}^{-1}$ [71] and the well width $w$ to be of order of the equilibrium distance $R^{*}$, that is $D_{\mathrm{e}} \sim E_{(0,0)}$ and $w \sim R^{*}$, we find

$$
\begin{equation*}
\Delta E_{\Delta v=1} \sim \hbar \sqrt{\frac{2 E_{(0,0)}}{M_{\mathrm{N}}\left(R^{*}\right)^{2}}} \sim 3000 \mathrm{~cm}^{-1} \tag{2.5}
\end{equation*}
$$

for the transition energy $\Delta E_{\Delta v=1}=\hbar \omega$ between two neighboring vibrational levels.
Similarly, one can estimate the rotational energy difference by using the centrifugal potential

$$
\begin{equation*}
V_{J}(R) \sim \frac{J(J+1)}{2 M_{\mathrm{N}} R^{2}} \tag{2.6}
\end{equation*}
$$

yielding the scale of rotational transition energies $\Delta E_{\text {rot }}$

$$
\begin{equation*}
\Delta E_{\mathrm{rot}} \sim 400 \mathrm{~cm}^{-1} . \tag{2.7}
\end{equation*}
$$

In conclusion, the electronic levels in a molecule which are also present in atoms separate into bands, making molecular spectroscopy more sensitive to phenomena at smaller energy scales compared to atomic spectroscopy. Moreover, vibrational transitions can be probed with higher statistics by measuring the same vibrational transition for different values of the angular momentum $J$, which is especially advantageous for rotationally invariant quantities.
early attempts of a solution The first attempts to find the eigenvalues of the Hamiltonian (2.1) date back to the late 1920s. Heitler and London assumed fixed positions for the nuclei to find the electronic ground state of the electronic Hamilton operator (2.2) [73]. They applied perturbation theory to the symmetrized state where each of the two electrons forms a hydrogen atom with one of the nuclei. In this approach, they regard the inter-nuclear force as a small perturbation, which is a poor approximation for hydrogen due to the small binding lengths [74].
In the same year, Born and Oppenheimer determined the effect of nuclear motion by performing a series expansion in the small ratio $\sqrt[4]{\frac{m_{\mathrm{e}}}{M_{\mathrm{N}}}}[75]$. This assumption of heavy and therefore slowly moving nuclei is usually referred to as the adiabatic approximation. They found that the effects of nuclear vibrations and rotations occur at different orders in their expansion, with vibrations being a second-order and rotations being a fourth-order effect. Hence, there is a clear hierarchy between the effects of the electronic energy level and the vibrational and rotational state of the nuclei, with the former yielding the largest separation and the latter the smallest.
In 1933, James and Coolidge improved the determination of the electronic wave functions and energy levels using a variational approach [74]. Choosing a suitable test wave function $\psi_{u}$ with parameter $u$, one calculates the expectation value of the Hamiltonian (2.2), which is always larger than or equal to the ground state energy $E_{0}$,

$$
\begin{equation*}
\left\langle\hat{H}_{\mathrm{el}}\right\rangle_{u}=\left\langle\psi_{u}\right| \hat{H}_{\mathrm{el}}\left|\psi_{u}\right\rangle \geq E_{0} . \tag{2.8}
\end{equation*}
$$

Consequently, an estimate of the ground state energy can be obtained by minimizing the expectation value $\left\langle\hat{H}_{\mathrm{el}}\right\rangle_{u}$ with respect to the variational parameter $u$, that is

$$
\begin{equation*}
E_{0} \simeq \min _{u \in \mathbb{R}}\left\langle\hat{H}_{\mathrm{el}}\right\rangle_{u} . \tag{2.9}
\end{equation*}
$$

## Such a state is

 expected to be a good approximation for largely separated nuclei.See also our estimates for the separation in the preceding paragraph.

In particular, James and Coolidge proposed to expand the test wave function $\psi_{u}$ for hydrogen-like molecules in a set of basis functions $\psi_{n_{0}, n_{1}, n_{2}, n_{3}, n_{4}}^{0}[74]$,

$$
\psi_{u}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{R}_{\mathrm{A}}, \mathbf{R}_{\mathrm{B}}\right)=\hat{S} \sum_{n_{0}, \ldots, n_{4}} C_{n_{0}, \ldots, n_{4}} \psi_{n_{0}, \ldots, n_{4}}^{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{R}_{\mathrm{A}}, \mathbf{R}_{\mathrm{B}} ; u\right)
$$

where the non-negative integers $n_{i}=0,1, \ldots$ for $i=0,1, \ldots, 4$ characterize the basis function and the $C_{n_{0}, n_{1}, n_{2}, n_{3}, n_{4}}$ are series coefficients. The operator $\hat{S}$ ensures the correct symmetry of the wave function to comply with the Pauli principle.
In their work, James and Coolidge used the basis comprising the functions [74]

$$
\begin{align*}
& \psi_{n_{0}, n_{1}, n_{2}, n_{3}, n_{4}}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{R}_{\mathrm{A}}, \mathbf{R}_{\mathrm{B}} ; u\right)=R^{-3-\sum_{i} n_{i}} \mathrm{e}^{-u\left(r_{1 \mathrm{~A}}+r_{1 \mathrm{~B}}+r_{2 \mathrm{~A}}+r_{2 \mathrm{~B}}\right)} \\
& \quad \times r_{12}^{n_{0}}\left(r_{1 \mathrm{~A}}-r_{1 \mathrm{~B}}\right)^{n_{1}}\left(r_{2 \mathrm{~A}}-r_{2 \mathrm{~B}}\right)^{n_{2}}\left(r_{1 \mathrm{~A}}+r_{1 \mathrm{~B}}\right)^{n_{3}}\left(r_{2 \mathrm{~A}}+r_{2 \mathrm{~B}}\right)^{n_{4}} \tag{2.11}
\end{align*}
$$

which is usually referred to as the symmetric James-Coolidge basis. On the one hand, this choice reflects the long-distance behavior of a decaying exponential probability as seen in hydrogen atoms and on the other hand the elliptical symmetry of hydrogen-like molecules. The latter is apparent if one expresses the basis functions $\psi_{n_{0}, \ldots .}^{0}$ in terms of elliptical coordinates,

$$
\begin{equation*}
\xi_{i}=\frac{1}{R}\left(r_{i \mathrm{~A}}+r_{i \mathrm{~B}}\right), \quad \eta_{i}=\frac{1}{R}\left(r_{i \mathrm{~A}}-r_{i \mathrm{~B}}\right), \quad \phi_{i}=\arctan \left(\frac{\left[\mathbf{r}_{i}\right]_{\mathrm{y}}}{\left[\mathbf{r}_{i}\right]_{\mathrm{x}}}\right) \tag{2.12}
\end{equation*}
$$

for electron $i=1,2$. Here, the positions of the nuclei are the focal points of the ellipsis which are assumed to lie on the z -axis and $\phi_{i}$ represents the azimuthal angle in the plane orthogonal to the nuclear axis.
Once a finite set of basis functions has been chosen, one first determines the coefficients $C_{n_{0}, \ldots, n_{4}}$ such that the Schrödinger equation of the electronic Hamiltonian (2.2) is fulfilled. Next, the energy expectation value is calculated and minimized with respect to the variational parameter $u$. This leads to a prediction for the ground state energy, which can be further improved by adding more basis functions.
Another major improvement in the accuracy of the prediction of the ground state energy of molecular hydrogen was achieved by Kołos and Wolniewicz in the 1960s, see for example References [76-80]. Extending the previous works by Born and Oppenheimer and by James and Coolidge, they were not only able to evaluate the integrals to higher precision, but also added non-adiabatic and relativistic corrections to their prediction. As a result, they achieved 5 -digit precision matching the experimental uncertainties at that time [80].

Note that their evaluation was in tension with data at that time [80].

Recall that the wave function should separate into two hydrogen atoms for large nuclear distances $R$.

Nowadays, the calculation of energy levels and the electronic wave function is automatized in the program H 2 solv [81], which allows to predict the ground state energy of molecular hydrogen and its isotopologues to a precision limited only by computing power. In particular, the authors of H 2 solv have demonstrated the possible accuracy with their code by determining the hydrogen ground state energy to a precision of 18 digits employing a basis of about 60000 functions [81].

MODERN NON-ADIABATIC PERTURBATION THEORY In the last 20 years, vast progress has been made by Pachucki and collaborators [8291] with the development of the so-called Non-adiabatic Perturbation Theory, see References [71, 92] for reviews. Their approach allows for a clear separation of all non-adiabatic effects and their systematic inclusion in the theory prediction.
The starting point is the assumption that the leading term of the full wave function of a hydrogen-like molecule separates into an electronic and nuclear part as in the adiabatic approximation [71],

$$
\begin{equation*}
\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{R}_{\mathrm{A}}, \mathbf{R}_{\mathrm{B}}\right) \approx \varphi_{\mathrm{el}}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{R}\right) \chi_{\mathrm{N}}(\mathbf{R}) \tag{2.13}
\end{equation*}
$$

Here, $\varphi_{\mathrm{el}}$ denotes the electronic wave function solving the Schrödinger equation of the electronic Hamiltonian (2.2) with fixed distance $R$ between the nuclei,

$$
\begin{equation*}
\left(\hat{H}_{\mathrm{el}}-\mathcal{E}(R)\right) \varphi_{\mathrm{el}}=0 \tag{2.14}
\end{equation*}
$$

while $\chi_{\mathrm{N}}$ is the nuclear wave function determined below.
In Non-adiabatic Perturbation Theory, the effect of non-stationary nuclei on the electrons is added to the wave function as a small perturbation $\delta \Psi_{\text {na }}[71]$,

$$
\begin{equation*}
\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{R}\right)=\varphi_{\mathrm{el}}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{R}\right) \chi_{\mathrm{N}}(\mathbf{R})+\delta \Psi_{\mathrm{na}}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{R}\right), \tag{2.15}
\end{equation*}
$$

fulfilling the orthogonality condition $\left\langle\delta \Psi_{\mathrm{na}} \mid \varphi_{\mathrm{el}}\right\rangle_{\mathrm{el}}$ on the electronic subspace. Splitting off the electronic Schrödinger equation $\hat{H}_{\mathrm{el}}-\mathcal{E}(R)$ from the remaining problem, one can formally solve the Schrödinger equation of the full Hamiltonian (2.1) for the non-adiabatic correction $\delta \Psi_{\text {na }}$ as [71]

Hydrogen isotopologues are the possible molecules that can be formed from hydrogen isotopes as nuclei.

Usually this wave function is called the Born-Oppenheimer wave function.

Here and in the following, $\langle\cdot \mid \cdot\rangle_{\text {el }}$ means the integration over electronic coordinates only in the scalar product.

$$
\begin{align*}
0 & =\left(\hat{H}_{\mathrm{el}}+\hat{H}_{\mathrm{N}}-E\right) \Psi  \tag{2.16}\\
& =\left(\left(\hat{H}_{\mathrm{el}}-\mathcal{E}\right)+\left(\mathcal{E}+\hat{H}_{\mathrm{N}}-E\right)\right)\left(\varphi_{\mathrm{el}} \chi_{\mathrm{N}}+\delta \Psi_{\mathrm{na}}\right)  \tag{2.17}\\
\Rightarrow \delta \Psi_{\mathrm{na}} & =\frac{1}{\left(\hat{H}_{\mathrm{el}}-\mathcal{E}\right)^{\prime}}\left(\hat{H}_{\mathrm{N}} \varphi_{\mathrm{el}} \chi_{\mathrm{N}}+\left(\mathcal{E}+\hat{H}_{\mathrm{N}}-E\right) \delta \Psi_{\mathrm{na}}\right) \tag{2.18}
\end{align*}
$$

where $\frac{1}{\left(\hat{H}_{\mathrm{el}}-\mathcal{E}\right)^{\prime}} \varphi_{\mathrm{el}}=0$.

Recall that $\langle\cdot \mid \cdot\rangle_{\mathrm{el}}$ denotes the integration over electronic coordinates only.
Due to rotational symmetry, the correction only depends on the magnitude $R$ of the nuclear distance vector.

In the case of a hydrogen molecule $\mathrm{H}_{2}$,
$R^{*} \simeq 1.4 a_{\mathrm{B}}$ with
the Bohr radius $a_{\mathrm{B}}$.
Integrating the Schrödinger equation (2.17) over the electronic coordinates and iteratively plugging in the formal solution (2.18) for $\delta \Psi_{\text {na }}$, one obtains a differential equation for the nuclear wave function reading [71]

$$
\begin{equation*}
\left(-\frac{\nabla_{R}^{2}}{2 \mu_{\mathrm{N}}}+\mathcal{E}(R)+\mathcal{E}^{(2,1)}(R)+\cdots-E\right) \chi_{\mathrm{N}}=0 \tag{2.19}
\end{equation*}
$$

In this formula, the dots symbolize higher-order terms in the nonadiabatic expansion and we defined the first non-adiabatic correction $\mathcal{E}^{(2,1)}(R)$ as

$$
\begin{equation*}
\mathcal{E}^{(2,1)}(R)=\left\langle\varphi_{\mathrm{el}}\right| \hat{H}_{\mathrm{N}}\left|\varphi_{\mathrm{el}}\right\rangle_{\mathrm{el}} \tag{2.20}
\end{equation*}
$$

In the shown approximation, the nuclear Schrödinger equation (2.19) is the Schrödinger equation of a particle in three dimensions in a radially symmetric potential

$$
\begin{equation*}
U(R)=\mathcal{E}(R)+\mathcal{E}^{(2,1)}(R) \tag{2.21}
\end{equation*}
$$

This implies that the angular part of the nuclear wave functions is given by the spherical harmonics $Y_{J}^{m}$,

$$
\begin{equation*}
\chi_{\mathrm{N}}(\mathbf{R})=\chi_{v, J}(\mathbf{R})=\frac{u_{v}(R)}{R} Y_{J}^{m}(\vartheta, \varphi) \tag{2.22}
\end{equation*}
$$

so that the molecular levels can be characterized by their angular momentum quantum numbers $J$ and $m$. Furthermore, the radial motion of the two nuclei is an anharmonic oscillation around the minimum $R^{*}$ of the potential $U(R)$, where $R^{*}$ corresponds to the equilibrium nuclear distance. Thus, the radial part $u_{v}(R)$ is characterized by a quantum number $v$ corresponding to the excitation of the oscillator. The expansion parameter of Non-adiabatic Perturbation Theory is given by the ratio of the electron mass $m_{\mathrm{e}}$ to the reduced nuclear mass $\mu_{\mathrm{N}}$. In order to obtain an order-by-order expansion in this ratio $\frac{m_{\mathrm{e}}}{\mu_{\mathrm{N}}}$, it is convenient to regard the correction $\mathcal{E}^{(2,1)}$ to the inter-nuclear potential $U(R)$ as a perturbation instead of solving the Schrödinger equation (2.19) exactly. Applying first-order perturbation theory, this in turn leads to the non-adiabatic contribution [71]

$$
\begin{equation*}
E^{(2,1)}=\left\langle\chi_{v, J}\right| \mathcal{E}^{(2,1)}(R)\left|\chi_{v, J}\right\rangle=\left\langle\chi_{v, J}\right|\left(\left\langle\varphi_{\mathrm{el}}\right| \hat{H}_{\mathrm{N}}\left|\varphi_{\mathrm{el}}\right\rangle_{\mathrm{el}}\right)\left|\chi_{v, J}\right\rangle \tag{2.23}
\end{equation*}
$$

to the leading-order energy $E^{(2,0)}$ which is determined by the solution of the Schrödinger equation (2.19) without $\mathcal{E}^{(2,1)}$ and higher nonadiabatic terms.

In the same manner, one can add relativistic, Quantum Electrodynamics (QED) and further non-adiabatic corrections to the energy eigenvalues. For instance, the leading relativistic correction is determined by the Breit-Pauli Hamiltonian $\hat{H}^{(4)}$, as for example given in Reference [89]. Retaining the Born-Oppenheimer wave function as the leading term as in Equation (2.15), we can add a relativistic correction $\delta \Psi_{\text {rel }}$ to the wave function (2.15) and formally replace $\hat{H}_{\mathrm{N}}$ by $\hat{H}_{\mathrm{N}}+\hat{H}^{(4)}$ in all equations above to find the relativistic correction as [71]

$$
\begin{equation*}
E^{(4,0)}=\left\langle\chi_{v, J}\right|\left(\left\langle\varphi_{\mathrm{el}}\right| \hat{H}^{(4,0)}\left|\varphi_{\mathrm{el}}\right\rangle_{\mathrm{el}}\right)\left|\chi_{v, J}\right\rangle \tag{2.24}
\end{equation*}
$$

In contrast to non-adiabatic corrections, relativistic and Quantum Electrodynamics (QED) terms will enter the energy eigenvalue with higher powers of the electromagnetic fine structure constant $\alpha_{\mathrm{em}}$ instead of the ratio $\frac{m_{\mathrm{e}}}{\mu_{\mathrm{N}}}$.
As a result, we obtain a two-stage expansion of the total energy of hydrogen-like molecules first in powers of the electromagnetic finestructure constant $\alpha_{\mathrm{em}}$ and next in the mass ratio $\frac{m_{\mathrm{e}}}{\mu_{\mathrm{N}}}[71]$,

$$
\begin{align*}
E & =\alpha_{\mathrm{em}}^{2}\left[E^{(2,0)}+\frac{m_{\mathrm{e}}}{\mu_{\mathrm{N}}} E^{(2,1)}+\left(\frac{m_{\mathrm{e}}}{\mu_{\mathrm{N}}}\right)^{2} E^{(2,2)}+\ldots\right] \\
& +\alpha_{\mathrm{em}}^{4}\left[E^{(4,0)}+\frac{m_{\mathrm{e}}}{\mu_{\mathrm{N}}} E^{(4,1)}+\ldots\right]+\alpha_{\mathrm{em}}^{5} E^{(5,0)}+\alpha_{\mathrm{em}}^{6} E^{(6,0)}+\ldots \tag{2.25}
\end{align*}
$$

Here, the expansion parameters $\alpha_{\mathrm{em}}$ and $\frac{m_{\mathrm{e}}}{\mu_{\mathrm{N}}}$ have been split off the terms $E^{(i, j)}$. All terms displayed are fully known, while there exists also a partial determination of the leading $\mathcal{O}\left(\alpha_{\text {em }}^{7}\right)$ contribution in the literature [86-91, 93, 94]. Moreover, the correction due to the finite size of the nuclei at $\mathcal{O}\left(\alpha_{\mathrm{em}}^{4}\right)$ is also known [71] but not displayed here.
All corrections are implemented in the computer code H2spectre [92, 95], allowing to compute the energy levels of hydrogen-like molecules to state-of-the-art precision. Moreover, H 2 spectre also internally determines the nuclear wave function $\chi_{v, J}(\mathbf{R})$ as obtained from the nuclear Schrödinger equation (2.19). Extracting the internal nuclear wave function $\chi_{v, J}(R)$ from H 2 spectre and combining it with the BornOppenheimer wave function $\varphi_{\mathrm{el}}$ from H2solv [81] as described above, these codes give access to the full unperturbed wave function (2.13).

Results The relative precision of the energy levels of hydrogen-like molecules achieved with H 2 spectre is of $\mathcal{O}\left(10^{-8}\right)$. Running the code for example for the rovibrational ground state with $v=J=0$, this level is predicted to have an energy $E_{(0,0)}$ of

$$
\begin{equation*}
E_{(0,0)}=36118.06952(24) \mathrm{cm}^{-1} \tag{2.26}
\end{equation*}
$$

In particular, the leading relativistic correction will be of $\mathcal{O}\left(\alpha_{\mathrm{em}}^{4}\right)$.

The H2spectre code had to be modified since it does not allow for an extraction of the nuclear wave function $\chi_{v, J}(R)$ by default.


Figure 2.1: Visualization of our theory uncertainty estimate. Given two energy levels $E_{1,2}$ with theory uncertainties $\delta E_{1,2}$, the real energies of these levels are contained in the intervals $\left[E_{i}-\delta E_{i}, E_{i}+\delta E_{i}\right]$ for $i=1,2$. As a result, the smallest possible transition energy is given by $\Delta E-\left(\delta E_{1}+\delta E_{2}\right)$ with $\Delta E=E_{1}-E_{2}$, while $\Delta E+\left(\delta E_{1}+\delta E_{2}\right)$ yields the largest possible energy difference. This motivates that the real transition energy is contained in the interval $[\Delta E-\delta \Delta E, \Delta E+\delta \Delta E]$ and that the theory uncertainty $\delta \Delta E$ of the transition is given by the sum of the two level uncertainties $\delta \Delta E=\delta E_{1}+\delta E_{2}$.

The Bethe logarithm is given by $\frac{\left\langle\varphi_{\mathrm{el}}\right| \hat{j}^{\prime} \ln \left(2 \hat{H}^{\prime}\right) \overrightarrow{\mathrm{j}}\left|\varphi_{\mathrm{el}}\right\rangle_{\mathrm{el}}}{\left\langle\varphi_{\mathrm{el}}\right| \hat{j}^{\prime}{ }^{\prime} \dot{j}\left|\varphi_{\mathrm{el}}\right\rangle_{\mathrm{el}},}$ where $\hat{H}^{\prime}=\hat{H}_{\text {el }}-\mathcal{E}$ and $\overrightarrow{\mathbf{j}}=-\frac{\overrightarrow{\mathbf{p}}_{1}+\overrightarrow{\mathbf{p}}_{2}}{m_{\mathrm{e}}}[71]$.
given in units of inverse wave lengths.
Currently, the dominant uncertainty arises from the yet unknown nonadiabatic correction to the Quantum Electrodynamics (QED) effects at $\mathcal{O}\left(\alpha_{\text {em }}^{5}\right)$ according to the uncertainty budget displayed by H 2 spectre. This effect is difficult to compute due to the Bethe logarithm appearing in the Hamiltonian $[71,92]$. All other terms exhibit a relative uncertainty of at most $\mathcal{O}\left(10^{-9}\right)$. In particular, this holds for the effect of the finite nucleus size which depends on the imprecisely measured nuclear radii [71].
In our work, we employ a more conservative estimate of the theoretical uncertainty for transitions between two different levels than the authors of H2spectre. Since theory uncertainties should reflect the interval in which the real value is located, one must not treat them as statistical quantities. Thus, we linearly add the theory errors, that is given a transition between two levels $E_{1}$ and $E_{2}$ with uncertainties $\delta E_{1}$ and $\delta E_{2}$, respectively, we estimate the uncertainty in the transition energy $\Delta E=E_{2}-E_{1}$ as

$$
\begin{equation*}
\delta \Delta E=\delta E_{1}+\delta E_{2} \tag{2.27}
\end{equation*}
$$

see Figure 2.1.
We find theoretical predictions of $\mathcal{O}\left(4000 \mathrm{~cm}^{-1}\right)$ and $\mathcal{O}\left(100 \mathrm{~cm}^{-1}\right)$ for vibrational and rotational transitions, respectively, see also Table 2.1. Both values match their corresponding estimates in Equations (2.5) and (2.7). Hence, the full calculation confirms the expectation that each of the electronic levels splits into vibrational levels which themselves contain several rotational levels, see Figure 2.2.


Figure 2.2: Visualization of a molecular spectrum. Each electronic level splits into several vibrational levels, which themselves contain rotational levels. The energy of a purely vibrational transition is of $\mathcal{O}(0.1 \mathrm{eV})$, while rotational transitions are of $\mathcal{O}(0.01 \mathrm{eV})$ and thus smaller by about an order of magnitude. The image is adapted from Reference [96].

### 2.2 EXPERIMENTAL STATUS

Over the course of the century, experimental techniques measuring transition frequencies of molecular hydrogen and its isotopologues have greatly improved and achieved a relative precision of up to $\mathcal{O}\left(10^{-10}\right)$, see for instance References [97-99]. Experimental measurements of a certain vibrational transition are usually classified by the associated change in the angular momentum quantum number $\Delta J$ with $Q, R$ and $S$ branches referring to $\Delta J=0,1,2$, respectively. Different methods are used since there is no single technique suited for precise measurements of all isotopologues.

DOPPLER-FREE LASER SPECTROSCOPY One problem of precision spectroscopy is the Doppler shift broadening of the spectral lines due to the thermal motion of the gas molecules. To overcome this limitation, Doppler-free Laser Spectroscopy was invented in the 1970s, see Reference [100] for a review. If the target molecule is moving at a velocity $\mathbf{v}$ with respect to the laboratory frame, the photon with frequency $\omega$ is absorbed with a Doppler-shifted frequency $\omega_{1}^{\prime}=\omega-\mathbf{k} \cdot \mathbf{v}$, where $\overrightarrow{\mathbf{k}}$ is the wave vector of the photon in the laboratory frame. To get rid of the unknown velocity-dependent term $-\mathbf{k} \cdot \mathbf{v}$, one can add a second counterpropagating photon to the first one with the inverse wave vector $-\mathbf{k}$ and hence a frequency $\omega_{2}^{\prime}=\omega+\mathbf{k} \cdot \mathbf{v}$ in the rest frame of the molecule, see Figure 2.3a. Once a molecule absorbs these two photons, the resonance condition for a transition with energy $\Delta E$ becomes

For example, some techniques need large probe volumes which are not realizable for the instable tritium due to the need of transportation to the spectroscopy laboratory.

(a) Doppler-free Laser Spectroscopy.

(b) Stokes and Anti-Stokes transitions.

Figure 2.3: Visualization of different spectroscopy concepts. Left: Doppler-free Laser Spectroscopy uses two counterpropagating photons (red) with wave vectors $\pm \mathbf{k}$ to cancel the Doppler shift of the molecule (black dot) moving with velocity $\mathbf{v}$ in the laboratory frame. Right: In Raman Spectroscopy, a pump laser with frequency $\omega_{\mathrm{P}}$ excites the ground state (lower solid line) to a virtual level (dashed line), which decays to an excited level (upper solid line) emitting a Stokes photon with frequency $\omega_{\mathrm{S}}$. If the excited level absorbs another pump photon, the so-obtained virtual state can decay back to the ground state by emitting the anti-Stokes photon with frequency $\omega_{\mathrm{AS}}$, which is observed in Coherent Anti-Stokes Raman Spectroscopy.

$$
\begin{equation*}
\Delta E=\hbar \omega_{1}^{\prime}+\hbar \omega_{2}^{\prime}=\hbar(\omega-\mathbf{k} \cdot \mathbf{v})+\hbar(\omega+\mathbf{k} \cdot \mathbf{v})=2 \hbar \omega \tag{2.28}
\end{equation*}
$$

and thus does not exhibit a Doppler shift.
In the case of hydrogen-like molecules, Doppler-free laser spectroscopy has been applied to experimentally determine several energy levels and transition energies of $\mathrm{H}_{2}, \mathrm{D}_{2}$ and HD [97-99]. A high relative precision of $\mathcal{O}\left(10^{-10}\right)$ was achieved with this method.
stimulated raman spectroscopy Raman Spectroscopy is another important technique and is described in Reference [101] and references therein. Here, the molecule of interest in its ground state is illuminated by a pump laser of a certain frequency $\omega_{P}$, exciting the molecule to some virtual state. From this virtual state, the molecule decays back to one of the real atomic levels. If this target level is one of the higher excitations, the photon emitted in this process has a smaller frequency $\omega_{\mathrm{S}}<\omega_{\mathrm{P}}$ than the incident photon and the molecule remains in an excited state after this process, see Figure 2.3b. Measuring this so-called Stokes photon, one obtains the transition energy between the ground state and the final state of the molecule as the difference $\Delta \omega=\omega_{\mathrm{P}}-\omega_{\mathrm{S}}$ in the frequencies of the two photons.
If one also provides the Stokes photon externally by a second laser beam, the emission rate of Stokes photons can be resonantly enhanced, leading to a clearer experimental signal. This observation is exploited in Stimulated Raman Spectroscopy [101], where one varies the frequency of a second laser beam until a resonantly enhanced Stokes signal is seen. In this case, the second laser beam is at the same frequency as the Stokes photon allowing for precise measurements of transition energies.

Table 2.1: Measurement of several $\left(v_{2}, J_{2}\right) \rightarrow\left(v_{1}, J_{1}\right)$ transition energies $\Delta E_{\text {exp }}$ for molecular hydrogen $\mathrm{H}_{2}$ and theoretical predictions $\Delta E_{\text {theo }}$ for these transitions as obtained from H 2 spectre $[92,95]$. The theoretical uncertainty has been estimated according to Equation (2.27). The experimental values are taken from Reference [98].

| transition | $\Delta E_{\text {theo }}\left[\mathrm{cm}^{-1}\right]$ | $\Delta E_{\exp }\left[\mathrm{cm}^{-1}\right]$ |
| :---: | :---: | :---: |
| $(1,0) \rightarrow(0,0)$ | $4161.16612(45)$ | $4161.16635(15)$ |
| $(1,1) \rightarrow(0,1)$ | $4155.25376(44)$ | $4155.25400(21)$ |
| $(1,2) \rightarrow(0,2)$ | $4143.46529(44)$ | $4143.46553(15)$ |

The application of Stimulated Raman Spectroscopy allowed to record the energies of several lines in hydrogen isotopologues with a relative precision of $\mathcal{O}\left(10^{-6}\right)$ [101].

COHERENT ANTI-STOKES RAMAN SPECTROSCOPY An improvement of Stimulated Raman Spectroscopy is given by the technique of Coherent Anti-Stokes Raman Spectroscopy [102]. Here instead, the anti-Stokes line having a larger energy than the pumping frequency $\omega_{\mathrm{P}}$ is observed. This line occurs if the final state of the molecule after a Raman transition is excited again to another virtual level by the pump laser and decays back to the ground state afterwards, see Figure 2.3b. Again, a resonant enhancement is observed when the Stokes laser is set to a frequency matching the transition energy of the ground state to some higher excited level of the molecule.
Since the anti-Stokes photon has a higher energy than the incoming pump photon, it is not polluted by fluorescence like the Stokes photon. Hence, the anti-Stokes line is observed in a region with lower background, allowing for a cleaner measurement despite the transition being less likely as a higher-order effect. Moreover, faster signal collection and the possibility of smaller probe volumes make Coherent Anti-Stokes Raman Spectroscopy advantageous if one deals with instable molecules like $T_{2}$. Indeed, the world's best spectra of molecular tritium $\mathrm{T}_{2}$, DT, and HT were recorded using these techniques [102105]. In all cases, a relative precision of $\mathcal{O}\left(10^{-7}\right)$ was achieved.

### 2.3 COMPARISON BETWEEN THEORY AND EXPERIMENT

Theoretical prediction and experimental measurements agree very well for most isotopologues. For instance, energies for several $v=1 \rightarrow$ $v=0$ transitions in molecular hydrogen $\mathrm{H}_{2}$ agree within one standard deviation, see Table 2.1.
There is, however, a discrepancy between data and prediction in the tritium dataset at the level of $2-3$ standard deviations depending on the error estimation, see Table 2.2. An explanation of this tension in terms of a New Physics particle is challenging since the measurements

Table 2.2: Measurement of several transition energies $\Delta E_{\text {exp }}$ for molecular tritium $T_{2}$ for the $Q(J)$ band and theoretical predictions $\Delta E_{\text {theo }}$ for these transitions as obtained from H2spectre [92,95]. The theoretical error estimate is calculated according to Equation (2.27). The experimental values are taken from Reference [103].

| transition | $\Delta E_{\exp }\left[\mathrm{cm}^{-1}\right]$ | $\Delta E_{\text {theo }}\left[\mathrm{cm}^{-1}\right]$ | difference $\left[\mathrm{cm}^{-1}\right]$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{Q}(\mathrm{o})$ | $2464.5052(4)$ | $2464.5042(3)$ | 0.0010 |
| $\mathrm{Q}(1)$ | $2463.3494(3)$ | $2463.3484(3)$ | 0.0010 |
| $\mathrm{Q}(2)$ | $2461.0388(3)$ | $2461.0392(3)$ | -0.0004 |
| $\mathrm{Q}(3)$ | $2457.5803(4)$ | $2457.5814(3)$ | -0.0011 |
| $\mathrm{Q}(4)$ | $2452.9817(4)$ | $2452.9821(3)$ | -0.0004 |
| $\mathrm{Q}(5)$ | $2447.2510(4)$ | $2447.2509(3)$ | 0.0001 |

show an angular momentum dependence of the discrepancy, while a New Physics contribution is usually rotationally invariant. In particular, different transitions in the $Q$ band yield different signs in the deviations between theory and experiment.
As a consequence, a resolution of this tension either by further experimental scrutiny or by improvements of the Standard Model prediction is more likely. Indeed, new measurements in a recent study with an improved setup show agreement with the Standard Model result [105]. While there is no direct hint for Beyond the Standard Model physics in data, one can nevertheless infer limits on the New Physics parameter space which complement independent measurements of the same quantities. We study the New Physics potential of molecular spectroscopy in the next chapter.

NEW PHYSICS EFFECTS ON MOLECULAR SPECTRA

A massive new mediator particle would lead to modifications of the Coulomb potential on length scales of the inverse mediator mass. In particular, if the bond length of a molecule is of $\mathcal{O}(1 \AA)$, this means that molecular spectra are sensitive to new particles with masses in the keV range. The effect of such particles in the non-relativistic world of molecules can be modeled by effective potentials that are added to the Hamilton operator.
We explain the perturbative treatment of New Physics effects on molecular spectra in Section 3.1 before we turn to discuss scalar and pseudoscalar mediators in Section 3.2 as well as vector and axialvector mediators in Section 3.3. In Section 3.4, we compare our bounds to those available in the literature. Finally, we comment on the feasibility of studying two-particle exchanges with molecules in Section 3.5 . This chapter is a revised version of the publication
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### 3.1 CALCULATION OF NEW PHYSICS EFFECTS

In contrast to atomic spectroscopy, molecular spectroscopy permits a direct probe of all possible New Physics interactions between all molecular and atomic constituents, that is between two electrons, two nuclei or between an electron and a nucleus. One can incorporate the effect of the exchange of a new particle by adding a low-energy effective potential to the Hamiltonian, which can be treated perturbatively.
effective potentials The Fourier-transformed effective potential $\widetilde{V}(\mathbf{q})$ of a mediator particle with momentum transfer $\mathbf{q}$ is determined from the quantum field theoretical amplitude $\mathcal{M}$ by means of the Born rule [106],

$$
\begin{equation*}
\mathcal{M}=-\left(\xi_{1}\right)_{\alpha}\left(\xi_{2}\right)_{\beta}\left(\xi_{3}^{+}\right)_{\gamma}\left(\xi_{4}^{\dagger}\right)_{\delta}[\widetilde{V}(\mathbf{q})]_{\gamma \delta, \alpha \beta} \tag{3.1}
\end{equation*}
$$

Here, $\xi_{i}$ denote the two-component Pauli spinors of the two incoming fermions 1 and 2 and outgoing fermions 3 and 4 in non-relativistic

This is in contrast to atoms where at least the nucleus-nucleus coupling cannot be probed due to the lack of the second nucleus.
normalization, while $\alpha, \beta, \gamma, \delta$ refer to the spinor components. Due to translational symmetry, the effective potentials only depend on the distance $r_{i j}$ of the two interacting particles $i$ and $j$. Thus, the full New Physics potential $V_{\mathrm{NP}}$ is given by a sum over all combinations of particles in the molecule,

$$
\begin{equation*}
V_{\mathrm{NP}}\left(\left\{r_{i j}\right\}\right)=\sum_{i<j} V_{i j}\left(r_{i j}\right) . \tag{3.2}
\end{equation*}
$$

For instance, the simplest incarnation of New Physics is the exchange of a scalar particle of mass $m$, resulting in the well-known Yukawa potential [107],

$$
\begin{equation*}
V_{\mathrm{Y}}(r)=-\frac{\alpha_{\mathrm{Y}}}{r} \mathrm{e}^{-m r} . \tag{3.3}
\end{equation*}
$$

Here, $\alpha_{\mathrm{Y}}$ is the fine structure constant of the new interaction which is proportional to the product of the fundamental couplings $g_{i}$ and $g_{j}$ of the scalar to the particles $i$ and $j$, respectively,

$$
\begin{equation*}
\alpha_{\mathrm{Y}}=\frac{g_{i} g_{j}}{4 \pi}=\frac{g_{i j}}{4 \pi} . \tag{3.4}
\end{equation*}
$$

As a consequence of their multiplicative nature, couplings $g_{i j}=g_{i} g_{j}$ between the same type of particles are always positive, while the coupling between a nucleus and an electron can have both signs.
We expect a significant modification of the leading Coulomb potential in the case where the range of the new force is similar to molecular scales. In particular, bond lengths of $\mathcal{O}(1 \AA)$ correspond to mediator masses of $m \sim \mathcal{O}(1 \mathrm{keV})$. If the mediator is much lighter, the potential is too long-ranged to be distinguished from the Coulomb law, while for masses much above the keV scale the force would be too suppressed at molecular scales to yield any measurable effect.
A scalar mediator coupling to both electrons 1 and 2 and nuclei A and $B$ leads to the potential

$$
\begin{align*}
& V_{\mathrm{NP}-\text { full }}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{R}_{\mathrm{A}}, \mathbf{R}_{\mathrm{B}}\right) \\
& =\alpha_{\mathrm{em}}\left\{\left(-1-\frac{g_{\mathrm{eN}}}{4 \pi \alpha_{\mathrm{em}}} \mathrm{e}^{-m r_{1 \mathrm{~A}}}\right) \frac{1}{r_{1 \mathrm{~A}}}+\left(-1-\frac{g_{\mathrm{eN}}}{4 \pi \alpha_{\mathrm{em}}} \mathrm{e}^{-m r_{1 \mathrm{~B}}}\right) \frac{1}{r_{1 \mathrm{~B}}}\right. \\
& \quad+\left(-1-\frac{g_{\mathrm{eN}}}{4 \pi \alpha_{\mathrm{em}}} \mathrm{e}^{-m r_{2 \mathrm{~A}}}\right) \frac{1}{r_{2 \mathrm{~A}}}+\left(-1-\frac{g_{\mathrm{eN}}}{4 \pi \alpha_{\mathrm{em}}} \mathrm{e}^{-m r_{2 \mathrm{~B}}}\right) \frac{1}{r_{2 \mathrm{~B}}} \\
& \left.\quad+\left(1-\frac{g_{\mathrm{ee}}}{4 \pi \alpha_{\mathrm{em}}} \mathrm{e}^{-m r_{12}}\right) \frac{1}{r_{12}}+\left(1-\frac{g_{\mathrm{NN}}}{4 \pi \alpha_{\mathrm{em}}} \mathrm{e}^{-m R}\right) \frac{1}{R}\right\} \tag{3.5}
\end{align*}
$$

with the positive electron-electron and nucleus-nucleus couplings $g_{\text {ee }}$ and $g_{\mathrm{NN}}$, respectively, and the electron-nucleus coupling $g_{\mathrm{eN}}$. Note


Figure 3.1: Electron-nucleus scattering mediated by a scalar particle. The presence of this process also implies effective couplings between two electrons and two nuclei since it depends on the fundamental couplings $g_{e}$ and $g_{\mathrm{N}}$ of the mediator to electrons and nuclei, respectively.
that we are considering the coupling to the whole nucleus, while instead the neutron coupling is determined in some of the literature. These works assume that the nucleus coupling is proportional to the neutron number. Therefore, it could be necessary to take into account a factor of up to 4 due to different definitions of the couplings when comparing our results to those of other groups.
The new mediator could also couple not to all of the molecular constituents so that some of the couplings $g_{\mathrm{ee}}, g_{\mathrm{NN}}$ and $g_{\mathrm{eN}}$ may vanish. However, the presence of an electron-nucleus coupling $g_{\text {eN }}$ automatically implies that the mediator couples to both electrons and nuclei so that additionally the electron-electron coupling $g_{\text {ee }}$ and nucleusnucleus coupling $g_{\text {NN }}$ should be present, see Figure 3.1.
perturbative calculation In order to study exclusively one of the possible new interactions, we set all but one coupling $g_{i j}$ to zero. Even though a non-vanishing coupling $g_{\text {eN }}$ would also imply non-zero couplings $g_{\text {ee }}$ and $g_{\mathrm{NN}}$ as described above, the presence of the latter only changes the bound by an $\mathcal{O}(1)$ number due to increased combinatorics when non-hierarchical couplings are assumed.
Since theoretical prediction and experimental measurements currently agree within uncertainties [92], any New Physics effect is expected to be small, not exceeding the current uncertainties. Thus, a treatment of the New Physics potential $V_{\mathrm{NP}}$ in first-order perturbation theory is sufficient. We can derive the first-order correction following the arguments which led to the first relativistic correction in Equation (2.24) by formally replacing $\hat{H}_{\mathrm{N}}$ by $\hat{H}_{\mathrm{N}}+V_{\mathrm{NP}}$. As a result, the New Physics correction $E_{v, J}^{\mathrm{NP}}$ to a rovibrational level with quantum numbers $(v, J)$ and Standard Model energy $E_{v, J}^{\mathrm{SM}}$ reads

$$
\begin{equation*}
E_{v, J}^{\mathrm{NP}}=\left\langle\chi_{v, J}\right|\left(\left\langle\varphi_{\mathrm{el}}\right| V_{\mathrm{NP}}\left|\varphi_{\mathrm{el}}\right\rangle_{\mathrm{el}}\right)\left|\chi_{v, J}\right\rangle \tag{3.6}
\end{equation*}
$$

so that the full energy $E_{v, J}$ of the level including the effects of the new mediator is given by

$$
\begin{equation*}
E_{v, J}=E_{v, J}^{\mathrm{SM}}+E_{v, J}^{\mathrm{NP}} . \tag{3.7}
\end{equation*}
$$

In particular, this would imply that New Physics does not couple to protons, which would require some tuning on the model-building side. Moreover, this would exclude hydrogen from our analysis.

Analogously to all corrections, $\varphi_{\mathrm{el}}$ and $\chi_{v, J}$ correspond to the BornOppenheimer wave functions for the electronic and nuclear part and can be extracted from the codes H2solv [81] and H2spectre [92, 95], respectively.
The case of a pure nuclear force, that is a force between the two nuclei only depending on their distance $R$, is simple to evaluate since the scalar product of the properly normalized electronic wave functions evaluates to unity, leaving

$$
\begin{equation*}
E_{v, J}^{\mathrm{NP}}=\left\langle\chi_{v, J}\right| V_{\mathrm{NP}}(R)\left|\chi_{v, J}\right\rangle . \tag{3.8}
\end{equation*}
$$

Only for an interaction involving at least one electron we need the electronic wave function $\varphi_{\mathrm{el}}$ and the calculation becomes more involved. In this case, we first need to evaluate the electronic matrix element

$$
\begin{equation*}
\mathcal{E}_{\mathrm{NP}}(R)=\left\langle\varphi_{\mathrm{el}}\right| V_{\mathrm{NP}}\left(r_{12}, r_{1 \mathrm{~A}}, r_{1 \mathrm{~B}}, r_{2 \mathrm{~A}}, r_{2 \mathrm{~B}}, R\right)\left|\varphi_{\mathrm{el}}\right\rangle_{\mathrm{el}} \tag{3.9}
\end{equation*}
$$

by inserting the wave function $\varphi_{\mathrm{el}}$ from H 2 solv [81] and performing the six-dimensional integral over the electronic coordinates. Afterwards, we solve the nuclear integral

$$
\begin{equation*}
E_{v, J}^{\mathrm{NP}}=\left\langle\chi_{v, J}\right| \mathcal{E}_{\mathrm{NP}}(R)\left|\chi_{v, J}\right\rangle \tag{3.10}
\end{equation*}
$$

using the nuclear wave function $\chi_{v, J}$ from H2spectre [92, 95].
There is an additional complication for spin-dependent potentials as the matrix depends on the nuclear spin state $\left|f_{1}, m_{\mathrm{f}, 1}, f_{2}, m_{\mathrm{f}, 2}\right\rangle$ in this case. Here, $f_{i}$ is the total nuclear spin of nucleus $i$ and $m_{\mathrm{f}, i}$ is the corresponding projection on the z -axis. Since the full nuclear state must be either symmetric (for deuterium) or antisymmetric (for hydrogen or tritium) under the exchange of indistinguishable particles, the nuclear spin state depends on the symmetry of the spatial wave function. In particular, only the angular part proportional to the spherical harmonics $Y_{J}^{m}$ with parity $(-1)^{J}$ changes under the interchange of the nuclei. Hence, the exact nuclear spin states depend not only on the isotopologue but also on the angular momentum $J$. For more details on the calculation of the spin matrix elements see Appendix A.2.
In all cases, the ground state energy might be degenerate by the multiplicity of the nuclear spin states allowed. Hence, degenerate perturbation theory has to be applied and we have to diagonalize the New Physics contribution in the degenerate spin space to find the real energy corrections. This also holds for the mixed molecules HD, HT, and DT, where there is no restriction on the nuclear spin state from the Pauli principle. By contrast, there is no such problem for electrons as the electronic spin state is always the anti-symmetric singlet state due to the symmetric position space wave function in the ground state.

Finally, the energy of a transition between levels $\left(v_{1}, J_{1}\right)$ and $\left(v_{2}, J_{2}\right)$ can be obtained from their energy difference,

$$
\begin{equation*}
\Delta E_{\left(v_{1}, J_{1}\right) \rightarrow\left(v_{2}, J_{2}\right)}=E_{v_{2}, J_{2}}-E_{v_{1}, J_{1}} \tag{3.11}
\end{equation*}
$$

where $E_{v, J}=E_{v, J}^{\mathrm{SM}}+E_{v, J}^{\mathrm{NP}}$ is the level energy including the New Physics correction.
Since experimental measurements confirm the Standard Model predictions, any New Physics effect should be at most of the order of the Standard Model uncertainty $\delta E_{v, J}^{\mathrm{SM}}$. In perturbation theory, the error $\delta E_{v, J}^{\mathrm{NP}}$ should be much smaller than the New Physics contribution $E_{v, J}^{\mathrm{NP}}$ itself, $\delta E_{v, J}^{\mathrm{NP}} \ll \Delta E_{v, J}^{\mathrm{NP}} \sim \delta E_{v, J}^{\mathrm{SM}}$. As a consequence, we keep the Standard Model uncertainty on the energy level as a good approximation of the theory uncertainty even in the New Physics case,

$$
\begin{equation*}
\delta E_{v, J}=\delta E_{v, J}^{\mathrm{SM}}+\delta E_{v, J}^{\mathrm{NP}} \approx \delta E_{v, J}^{\mathrm{SM}} \tag{3.12}
\end{equation*}
$$

TECHNICAL IMPLEMENTATION Since the electronic wave function is not known analytically, we employ numerical integration techniques to solve the integrals in the electronic matrix element (3.9). In particular, we use the VEGAS algorithm as implemented in the GNU Scientific Library and the LocalAdaptive numerical integration routine in Mathematica as a check.
Since the New Physics potential depends on the new coupling $g_{i j}$ and the mass $m$ of the new mediator, the electronic energy correction $\mathcal{E}_{\mathrm{NP}}(R)$ will depend on the three parameters $\left(R, m, g_{i j}\right)$. However, the dependence on the coupling $g_{i j}$ can be factored out so that only the dependence on $(R, m)$ is non-trivial. In order to avoid time-consuming numerical integrations during the parameter scan, we calculate the electronic matrix element $\mathcal{E}_{\mathrm{NP}}(R)$ on a grid in $(R, m)$ once. Afterwards, we approximate the full dependence on these parameters by an interpolation with splines of degree two using the RectBivariateSpline class in SciPy.
Finally, we compute the nuclear matrix element (3.10) analogously to the determination of all higher-order corrections in H 2 spectre using the radial nuclear wave function $u_{v}$ in a discrete value representation with grid spacing $\Delta R$ [92,95]. In order to obtain the nuclear wave function, we modified the H 2 spectre code by adding an exporting routine. Then, the energy correction reads [92, 95]

$$
\begin{equation*}
E_{v}^{\mathrm{NP}}=\Delta R \cdot \sum_{i} \mathcal{E}_{\mathrm{NP}}^{i} \cdot\left(u_{v}^{i}\right)^{2} \tag{3.13}
\end{equation*}
$$

where $u_{v}^{i}=u_{v}\left(R_{i}\right)$ and $\mathcal{E}_{\mathrm{NP}}^{i}=\mathcal{E}_{\mathrm{NP}}\left(R_{i}\right)$ are the radial nuclear wave function and electronic matrix element evaluated at the grid points $R_{i}$,

In particular, we linearly add the uncertainties for transitions as in Equation (2.27).

This corresponds to an approximation of the integral by a sum of the integrand evaluated at sampling points.

Note that confidence levels of $90 \%$ or two sigma are chosen in some of the literature.
respectively. Note that we assumed a radially symmetric New Physics potential where the energy correction is independent of angular momentum $J$. Moreover, the same expression also applies to the case of the pure nuclear force as given in Equation (3.8) if $\mathcal{E}_{\mathrm{NP}}$ is replaced by the potential $V_{\mathrm{NP}}$.
We have automated the calculation in a Python program package hyc.py [108] which expects the type of potential, the coupling $g$ and mass $m$ of the mediator and the isotopologue as inputs and yields level or transition energies and their uncertainties. hyc.py can be run standalone with the desired transitions defined in the program code or it can be imported as a package from own code. In order to calculate many transitions efficiently, hyc.py heavily uses NumPy's vectorization feature, allowing to pass multiple transitions at once to the code.

CONDITION FOR NEW PHYSICS BOUNDS Since the measurements confirm the Standard Model value, we place bounds on the parameter space by requiring that the transition energy including New Physics effects is still compatible with the experimental value $\Delta E_{\exp }$ within three standard deviations $\sigma_{\text {exp. }}$. We assume that the theory value of a transition energy $\Delta E=\Delta E_{\left(v_{1}, J_{1}\right) \rightarrow\left(v_{2}, J_{2}\right)}$ is contained in the interval

$$
\begin{equation*}
[\Delta E-\delta \Delta E, \Delta E+\delta \Delta E] \tag{3.14}
\end{equation*}
$$

given by the theory uncertainty $\delta \Delta E$ which is calculated as in Equation (2.27).
In conclusion, a parameter point $\left(m, g_{i j}\right)$ for a new mediator with mass $m$ and coupling $g_{i j}$ is excluded if its energy is not contained in the interval

$$
\begin{equation*}
\left[\Delta E_{\exp }-3 \sigma_{\exp }-\delta \Delta E, \Delta E_{\exp }+3 \sigma_{\exp }+\delta \Delta E\right] \tag{3.15}
\end{equation*}
$$

This criterion allows us to derive upper bounds on the couplings $g_{i j}$ for a given mediator mass $m$ by checking against all measurements listed in Appendix A.3.

### 3.2 SCALAR AND PSEUDOSCALAR MEDIATORS

Scalar and pseudoscalar particles are among the simplest extensions of the Standard Model and could resolve several problems such as Dark Matter or the Strong CP Puzzle. For instance, this class of particles includes additional light Higgs bosons [109, 110] as well as remnants of spontaneously or softly broken continuous global symmetries such as the Majoron [111]. A prime example of a pseudoscalar arising from a broken global $U(1)$ symmetry is the axion [34-37], which also occurs in models addressing the Flavor Puzzle [38-41].

Scalar and pseudoscalar couplings $g_{\psi}^{\mathrm{S}}$ and $g_{\psi}^{\mathrm{P}}$ of a spinless mediator $\varphi$ to fermions $\psi$ are described by the Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\text {int }}=\bar{\psi}\left(g_{\psi}^{\mathrm{S}}+g_{\psi}^{\mathrm{P}} \gamma_{5}\right) \psi \varphi . \tag{3.16}
\end{equation*}
$$

If such a mediator with mass $m$ and either purely scalar or purely pseudoscalar coupling $g_{\mathrm{ab}}^{\mathrm{S}}=g_{\mathrm{a}}^{\mathrm{S}} g_{\mathrm{b}}^{\mathrm{S}}$ or $g_{\mathrm{ab}}^{\mathrm{P}}=g_{\mathrm{a}}^{\mathrm{P}} g_{\mathrm{b}}^{\mathrm{P}}$, respectively, is exchanged between two spin- $\frac{1}{2}$ fermions $a$ and $b$ with masses $m_{a, b}$, the low-energy potentials read [112]

$$
\begin{aligned}
& V_{\mathrm{S}}(\mathbf{r})=-g_{\mathrm{ab}}^{\mathrm{S}} \frac{\mathrm{e}^{-m r}}{4 \pi r} \\
& \begin{aligned}
V_{\mathrm{P}}(\mathbf{r})= & -g_{\mathrm{ab}}^{\mathrm{P}} \frac{m^{2}}{4 m_{\mathrm{a}} m_{\mathrm{b}}}\left[\left(\boldsymbol{\sigma}_{\mathrm{a}} \cdot \boldsymbol{\sigma}_{\mathrm{b}}\right)\left(\frac{1}{m^{2} r^{2}}+\frac{1}{m r}+\frac{4 \pi r}{3 m^{2}} \delta^{(3)}(\mathbf{r})\right)\right. \\
& \left.\quad-\left(\boldsymbol{\sigma}_{\mathrm{a}} \cdot \hat{\mathbf{r}}\right)\left(\boldsymbol{\sigma}_{\mathrm{b}} \cdot \hat{\mathbf{r}}\right)\left(1+\frac{3}{m^{2} r^{2}}+\frac{3}{m r}\right)\right] \frac{\mathrm{e}^{-m r}}{4 \pi r} \cdot
\end{aligned}
\end{aligned}
$$

Here, $\boldsymbol{\sigma}_{\mathrm{a}, \mathrm{b}}=\left(\sigma_{\mathrm{x}}, \sigma_{\mathrm{y}}, \sigma_{\mathrm{z}}\right)$ is the tuple of Pauli matrices referring to the spin subspace of fermion $a$ or $b$ and $\hat{\mathbf{r}}$ denotes the unit vector pointing from particle a to particle b. For a derivation of these potentials, see also Appendices A.1.1 and A.1.2.
Notice that the scalar potential is always attractive and therefore lowers the level energy, while the pseudoscalar potential can change sign due to the relative minus sign between the first and second line. As a consequence, strong bounds could be obtained if the Standard Model prediction is close to the left boundary of the exclusion interval in Equation (3.15). Then, a calculated value will lie outside the allowed interval already if the energy is lowered only slightly.
In contrast to the scalar case, all terms in the pseudoscalar potential are spin-dependent. Moreover, we can define an effective pseudoscalar coupling

$$
\begin{equation*}
g_{\mathrm{ab}}^{\mathrm{P}, \mathrm{eff}}=g_{\mathrm{ab}}^{\mathrm{P}} \frac{m^{2}}{4 m_{\mathrm{a}} m_{\mathrm{b}}} \tag{3.18}
\end{equation*}
$$

since the coupling $g_{\mathrm{ab}}^{\mathrm{P}}$ is always accompanied by the mass ratios of the mediator and the fermions. As a sizable effect of a pseudoscalar exchange on molecular scales is only expected for mediator masses $m \sim \mathcal{O}(\mathrm{keV})$, this results in a suppression of the electron-electron coupling by at least four orders of magnitude. Hence, we do not expect any strong bounds on pseudoscalar mediators, especially not for interactions involving nucleons. Furthermore, the pseudoscalar potential in Equation (3.17b) assumes spin- $\frac{1}{2}$ fermions and, hence, should not be applied for molecules involving spin-1 deuterium nuclei.

In particular, an equivalent derivative coupling $\frac{\partial_{\mu} \varphi}{\Lambda} \bar{\psi} \gamma^{\mu}\left(\widetilde{g}_{\psi}^{\mathrm{S}}+\widetilde{g}_{\psi}^{\mathrm{P}} \gamma_{5}\right) \psi$
with mass scale
$\Lambda$ is often used for pseudoscalar particles.

In principle, one could use the potential in the case of the heteronuclear molecules HD and DT by only considering the coupling to hydrogen or tritium. However, this would mean a tuning to a vanishing deuterium coupling. Moreover, we expect similar results as for the other molecules.

In general the mediator features both types of couplings, giving also rise to a mixed scalar-pseudoscalar potential [112].

On the contrary, the bounds will be rather weak if the Standard Model prediction is larger than the experimental value.

(a) Scalar electron-electron interaction. The curves for $\mathrm{T}_{2}, \mathrm{HT}$, and DT as well as the ones for $\mathrm{H}_{2}$ and HD are almost identical.

(c) Scalar nucleus-nucleus interaction. The curves for $\mathrm{T}_{2}$ and DT are almost identical, while the one for HT differs only above masses of 10 keV from them.

(b) Pseudoscalar electron-electron interaction. The curves for $\mathrm{T}_{2}$ and DT are almost identical.

(d) Scalar electron-nucleus interaction with positive coupling $g_{\mathrm{eN}}^{\mathrm{S}}>0$. The curves for $\mathrm{H}_{2}$ and HD as well as the ones for $\mathrm{T}_{2}, \mathrm{HT}$ and DT are almost identical.

(e) Scalar electron-nucleus interaction with negative coupling $g_{\mathrm{eN}}^{\mathrm{S}}<0$. The curves for $\mathrm{T}_{2}$ and DT are almost identical.

Figure 3.2: Upper limits on the scalar and pseudoscalar couplings $g_{i j}^{\mathrm{S}}$ and $g_{i j}^{\mathrm{P}}$ as obtained from molecular spectroscopy by the combination of all available data listed in Appendix A.3.
electron-electron coupling For a pure coupling between two electrons, we find restrictive bounds on the scalar coupling $g_{\text {ee }}^{S}$ of $g_{\text {ee }}^{S} \lesssim \mathcal{O}\left(10^{-8}\right)$ for mediator masses $m$ below $m \lesssim 10 \mathrm{keV}$, see Figure 3.2a. The best constraints arise from measurements of $\mathrm{H}_{2}$ and HD, while those from tritiated isotopologues are weaker by about one order of magnitude. Although the measurements have about the same precision, this observation is due to the fact that the central values of the $\mathrm{H}_{2}$ and HD measurements are smaller than the theoretical prediction and that the attractive scalar potential lowers the energy. Note that for masses $m \lesssim \mathcal{O}\left(10^{-1} \mathrm{keV}\right)$ the exponential in the Yukawa potential can be neglected at molecular scales, $\frac{\mathrm{e}^{-m r}}{r} \simeq \frac{1}{r}$. Thus, the New Physics potential would have the same shape as the Coulomb potential, resulting in a redefinition of the electromagnetic fine structure constant [113]. As a consequence, the New Physics effect would already be contained in the low-energy value of the electromagnetic fine structure constant and should not be added again as in this analysis. Therefore, no bounds can be inferred in the low mass regime, contrary to what one would expect when one extrapolates the exclusion plots to masses below $\mathcal{O}\left(10^{-1} \mathrm{keV}\right)$.
In the case of a pseudoscalar coupling, we indeed find the mass suppression leading to weaker bounds by about five orders of magnitude, see Figure 3.2b. There is also a cancellation between the terms with different spin structures occurring at mediator masses of about $m \sim 7 \mathrm{keV}$ so that the bound becomes ineffective at that point. The use of polarized probes can help to disentangle the two terms, however, competitive bounds on pseudoscalar particles are still not to be expected from molecular spectroscopy due to the mass suppression.
nucleus-nucleus coupling Due to the huge mass suppression of $g_{\mathrm{NN}}^{\mathrm{P}, \text { eff }} \sim 10^{-12} g_{\mathrm{NN}}^{\mathrm{P}}$ in the pseudoscalar potential, we do not get any bounds on the pseudoscalar coupling. In the case of the scalar coupling, we find limits of about the same size of up to $g_{\mathrm{NN}}^{\mathrm{S}} \sim \mathcal{O}\left(10^{-8}\right)$ for the nucleus-nucleus coupling as for the electron-electron coupling, see Figure 3.2c. Again, the best constraints arise from $\mathrm{H}_{2}$ and HD while bounds from molecules containing tritium are weaker by one order of magnitude. Kinks in the plot indicate that another line becomes more constraining. Moreover, the two levels involved in the transition receive New Physics contributions of the same size for mediators with masses of about 10 keV which thus cancel in the transition energy. This explains the apparent divergences in the curves in Figure 3.2c. Comparing to the literature, the authors of References [43, 104] quote upper bounds on the scalar coupling of $g_{N N}^{S} \sim 10^{-10}$ which are stronger than our results. The main reasons for this apparent discrepancy are on the one hand our more conservative exclusion criterion and on the other hand that we consider an effective coupling to the whole nucleus instead of the single nucleons. Due to the latter fact,
we do not split off the nucleon numbers $A$ from the couplings and the bounds in References [43,104] are better than ours by a factor of $A^{2}=9$ for tritium-tritium interactions.

ELECTRON-NUCLEUS COUPLING In the case of the electron-nucleus coupling, only a scalar coupling is possible since the matrix element of the pseudoscalar potential vanishes in the electronic ground state, see Appendix A.2. Our exclusion limits for the scalar coupling can be found in Figures 3.2d and 3.2e, showing the limits for both possible signs of the coupling. In contrast to a purely electronic or pure nuclear force, the bounds are slightly stronger with constraints of up to $\left|g_{\mathrm{eN}}^{\mathrm{S}}\right| \lesssim \mathcal{O}\left(10^{-9}\right)$. This is not surprising since there are four possible combinations of one electron with one nucleon, yielding a combinatorical factor of four compared to the other two cases. Bearing in mind that an electron-nucleus coupling also implies an electron-electron and nucleus-nucleus coupling, the bounds should further improve by an $\mathcal{O}(1)$ number. Again, the best constraints stem from $\mathrm{H}_{2}$ and HD measurements.

### 3.3 VECTOR AND AXIALVECTOR MEDIATORS

Another popular possibility for New Physics interactions are Spin-1 mediators with vector or axialvector couplings. The most prominent example in this category is the Dark Photon stemming from a new gauged $U(1)^{\prime}$ symmetry [114]. The gauge-invariant kinetic mixing term $F_{\mu \nu} F^{\prime \mu \nu}$ allows for small vector or axialvector couplings to Standard Model fermions. Moreover, rather heavy vector mediators arise in the Stueckelberg mechanism which, however, also leads to pseudoscalar axion-like particles (ALPs) [115, 116].
The Lagrangian for such a spin- 1 mediator $V^{\mu}$ with mass $m$ interacting with fermions $\psi$ with couplings $g_{\psi}^{\mathrm{V}, \mathrm{A}}$ is given by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{int}}=\bar{\psi} \gamma^{\mu}\left(g_{\psi}^{\mathrm{V}}+g_{\psi}^{\mathrm{A}} \gamma_{5}\right) \psi V_{\mu} \tag{3.19}
\end{equation*}
$$

Considering only purely vector couplings $g_{\mathrm{ab}}^{\mathrm{V}}=g_{\mathrm{a}}^{\mathrm{V}} g_{\mathrm{b}}^{\mathrm{V}}$ or axialvector couplings $g_{\mathrm{ab}}^{\mathrm{A}}=g_{\mathrm{a}}^{\mathrm{A}} g_{\mathrm{b}}^{\mathrm{A}}$ of the mediator to Standard Model fermions a and $b$, we find the non-relativistic potentials [112]

$$
\begin{align*}
& V_{\mathrm{V}}(\mathbf{r})=\frac{g_{\mathrm{ab}}^{\mathrm{V}}}{4 \pi} \frac{\mathrm{e}^{-m r}}{r} \\
& +g_{\mathrm{ab}}^{\mathrm{V}} \frac{m^{2}}{4 m_{\mathrm{a}} m_{\mathrm{b}}}\left[\boldsymbol{\sigma}_{\mathrm{a}} \cdot \boldsymbol{\sigma}_{\mathrm{b}}\left(\frac{1}{m^{2} r^{2}}+\frac{1}{m r}+1-\frac{8 \pi r}{3 m^{2}} \delta^{(3)}(\mathbf{r})\right)\right. \\
& \left.-\left(\boldsymbol{\sigma}_{\mathrm{a}} \cdot \hat{\mathbf{r}}\right)\left(\boldsymbol{\sigma}_{\mathrm{b}} \cdot \hat{\mathbf{r}}\right)\left(\frac{3}{m^{2} r^{2}}+\frac{3}{m r}+1\right)\right] \frac{\mathrm{e}^{-m r}}{4 \pi r},  \tag{3.20a}\\
& V_{\mathrm{A}}(\mathbf{r})=-g_{\mathrm{ab}}^{\mathrm{A}}\left[\sigma_{\mathrm{a}} \cdot \boldsymbol{\sigma}_{\mathrm{b}}\left(1+\frac{1}{m^{2} r^{2}}+\frac{1}{m r}+\frac{4 \pi r}{3 m^{2}} \delta^{(3)}(\mathbf{r})\right)\right. \\
& \left.-\left(\boldsymbol{\sigma}_{\mathrm{a}} \cdot \hat{\mathbf{r}}\right)\left(\boldsymbol{\sigma}_{\mathrm{b}} \cdot \hat{\mathbf{r}}\right)\left(1+\frac{3}{m^{2} r^{2}}+\frac{3}{m r}\right)\right] \frac{\mathrm{e}^{-m r}}{4 \pi r} . \quad \text { (3.20b) } \tag{3.20~b}
\end{align*}
$$

Here, $\sigma_{\mathrm{a}, \mathrm{b}}=\left(\sigma_{\mathrm{x}}, \sigma_{\mathrm{y}}, \sigma_{\mathrm{z}}\right)$ denotes the tuple of Pauli matrices acting on the spin subspace of fermion a and b and $\hat{\mathbf{r}}$ is the unit vector of the vector connecting the two particles $a$ and $b$. Note that again these potentials only apply if the interacting particles are spin- $\frac{1}{2}$ fermions, excluding couplings to deuterium nuclei.
The spin-dependent terms in the vector mediator potential $V_{V}$ are mass-suppressed like in the pseudoscalar case so that it can be approximated by the leading Yukawa potential. Due to this fact we do not expect qualitatively different limits than those shown for scalar couplings in Figure 3.2, although the different sign compared to the scalar potential in Equation (3.17a) leads to a slight modification of the bounds. Moreover, since the dominant term is spin-independent, we can apply the vector potential also to deuterium. For the axialvector force, all terms are spin-dependent, while the mass suppression is absent so that large effects are expected.
electron-electron coupling The constraints on the vector electron-electron coupling as shown in Figure 3.3a are similar to those of a scalar coupling as a result of the leading Yukawa term in the vector potential. However, the opposite signs result in a slight difference as a consequence of the central theory value not exactly matching the experimental value. Hence, the exclusion interval around the theory value is asymmetric allowing for larger or lower New Physics contributions depending on the direction.
Again, measurements of $\mathrm{H}_{2}$ and HD are most limiting with upper bounds on the vector coupling $g_{\text {ee }}^{\mathrm{V}}$ of $\mathcal{O}\left(10^{-8}\right)$ for mediator masses $m \lesssim \mathcal{O}(10 \mathrm{keV})$. As before, constraints should not be trusted if the mass $m$ of the new particle is much below the keV regime since the electromagnetic fine structure constant would be modified there [113]. For the axialvector electron-electron interaction we now find strong bounds as expected. Axialvector couplings $g_{\text {ee }}^{\mathrm{A}}$ of up to $\mathcal{O}\left(10^{-10}\right)$ are excluded for mediators masses $m \lesssim \mathcal{O}(1 \mathrm{keV})$, while for larger masses $m \lesssim \mathcal{O}(10 \mathrm{keV})$ the excluded region still reaches up to $\mathcal{O}\left(10^{-8}\right)$ in the coupling, see Figure 3.3c.

Again also a mixed vector-axialvector potential would be possible if the mediator features both type of couplings [112].


Figure 3.3: Upper limits on the vector and axialvector couplings $g_{i j}^{V}$ and $g_{i j}^{\mathrm{A}}$ as obatined from molecular spectroscopy by the combination of all available data in Appendix A. 3 .
nUCLEUS-NUCLEUS COUPLING The overall picture for the vector nucleus-nucleus coupling is similar to the electron-electron counterpart, see Figure 3.3b. Still, molecules containing tritium give loose contraints so that again $\mathrm{H}_{2}$ and HD yield the best limits of $g_{\mathrm{NN}}^{\mathrm{V}} \sim \mathcal{O}\left(10^{-9}\right)$. Similarly to the electron-electron coupling, the vector nucleus-nucleus coupling is slightly better constrained than the scalar nucleus-nucleus coupling as a consequence of the different sign in the Yukawa potential.
In the case of the axialvector nucleus-nucleus coupling, the bounds are similar to the electron-electron axialvector coupling with a limit of up to $\mathcal{O}\left(10^{-10}\right)$ for mediator masses below 1 keV . Since the spindependent potentials are only valid for fermionic nuclei, we only show the bounds for molecular hydrogen $\mathrm{H}_{2}$ and tritium $\mathrm{T}_{2}$ as well as HT in Figure 3.3d. While the best constraints still arise from hydrogen, tritium limits are now only slightly worse, in contrast to the other cases.
electron-nucleus coupling Since the dominant vector contribution is the Yukawa potential, the bounds for the electron-nucleus coupling are the same as for the scalar correspondent as shown in Figures 3.2d and 3.2e. Note however that the leading Yukawa part has opposite sign so that Figure 3.2d represents the case of a negative vector coupling $g_{\mathrm{eN}}^{\mathrm{V}}$, while Figure 3.2 e corresponds to a positive coupling $g_{\text {eN }}^{V}$. Again, the limits are slightly better than those for the vector electron-electron or vector nucleus-nucleus coupling due to the increased number of combinations, yielding bounds of $\mathcal{O}\left(10^{-9}\right)$.
Analogously to the pseudoscalar case, we cannot place any bounds on the electron-nucleus axialvector coupling since the spin dependence cancels in the electronic ground state, see Appendix A.2.

### 3.4 COMPARISON TO OTHER EXPERIMENTS

The New Physics potential of scalar mediators has been explored with other methods. In particular, the electron-neutron coupling has been analyzed in the context of atomic spectroscopy [45], atomic isotope shifts [46, 48], and Rydberg atoms [47]. From these studies, upper bounds on the electron-neutron coupling of $\mathcal{O}\left(10^{-13}\right)$ were derived with possible improvements of two orders of magnitude to be expected by future experiments [45]. Note that these bounds cannot be directly compared to those given in this work since we do not extract the coupling to neutrons directly but only consider the coupling to the whole nucleus. However, we expect our limits to be of the same order due to the low neutron numbers of the nuclei considered in this work. The same picture applies to the nucleus-nucleus coupling where there are limits from neutron scattering [49] which are several orders of magnitude better than those obtained in this work. However, we derive


Figure 3.4: In the low-energy theory where the momentum transfer $q$ is much smaller than the $Z$ boson mass $M_{Z}$, the effective four-fermion interaction of fermions with neutrinos becomes an interaction between the two fermions mediated by the exchange of two neutrinos.
nucleus couplings so that we also get a bound on a coupling to protons from $\mathrm{H}_{2}$ which is not tested in neutron scattering.
In the case of the electron-electron coupling, atomic spectroscopy in Helium atoms derives upper limits of $\mathcal{O}\left(10^{-9}\right)$ [45] so that molecular spectroscopy is competitive. Still, measurements of the anomalous magnetic moment of the electron yield more stringent boundsalthough the effect of a new interaction enters this observable indirectly at loop level.
Indirect astrophysical searches for example from the cooling of stars provide constraints on these couplings that are much stronger than those from any laboratory experiment [55, 117, 118]. We explore supernova bounds for pseudoscalar mediators with flavor-violating couplings in Part III of this thesis. Moreover, there are also stringent bounds from cosmology, see for instance Reference [119]. Still, laboratory methods provide important insights as being performed in a controlled experimental environment, while astrophysical and cosmological determinations suffer from large uncertainties.

### 3.5 ESTIMATION OF TWO-PARTICLE EXCHANGES

While the exchange of a heavy Standard Model Higgs or electroweak gauge boson leads to a Yukawa-like potential which is too shortranged to be observed in molecular spectroscopy, it was claimed in the literature that the effective coupling of fermions to neutrinos mediated for example by a Z boson exchange, see Figure 3.4, leads to a measurable effect [68,120-129]. This observation is supported by an analysis done by Stadnik in Reference [125] for hydrogen atoms and positronium.
Based on early works by Feinberg and Sucher [120] as well as Hsu and Sikivie [122], Grifols et al. derived the long-range potentials for massive Dirac or Majorana-type neutrinos to be [123]

$$
\begin{align*}
& V_{\mathrm{D}}(r)=\frac{\mathrm{G}_{\mathrm{eff}}^{2} m_{v}^{3}}{16 \pi^{3} r^{2}} K_{3}\left(2 m_{v} r\right) \stackrel{m_{v} r \gg 1}{\approx} \frac{G_{\mathrm{eff}}}{32 \pi^{2}} \sqrt{\frac{m_{v}^{5}}{\pi r^{5}}} \mathrm{e}^{-2 m_{v} r}  \tag{3.21}\\
& V_{\mathrm{M}}(r)=\frac{\mathrm{G}_{\mathrm{eff}}^{2} m_{v}^{3}}{8 \pi^{2} r^{3}} K_{2}\left(2 m_{v} r\right) \stackrel{m_{v} r \gg 1}{\approx} \frac{G_{\mathrm{eff}}}{16 \pi^{2} r^{2}} \sqrt{\frac{m_{v}^{3}}{\pi r^{3}}} \mathrm{e}^{-2 m_{v} r} \tag{3.22}
\end{align*}
$$

Here, the functions $K_{n}(x)$ are the modified Bessel functions [130] and we show the long-range behavior, which matches the intuition that there is an exponential suppression of twice the neutrino mass, analogously to the mediator mass before. The short-range behavior of these potentials which is also corresponding to the massless neutrino limit, however, features a strong $r^{-5}$ divergence, yielding the expression by Feinberg and Sucher [120],

$$
\begin{equation*}
V(r)=\frac{G_{\mathrm{eff}}^{2}}{16 \pi^{3} r^{5}} \tag{3.23}
\end{equation*}
$$

for both Dirac and Majorana neutrinos.
This highly singular behavior for short distances is an artifact of the effective theory where the electroweak gauge boson are integrated out and requires a careful treatment. In particular, one should introduce a cut-off to account for the limited validity of the theory in the highenergy regime. Naively, the cut-off parameter should be of order of the $Z$ boson mass $M_{Z}$. Such a high value would however assume that the wave function also captures effects of length scales much smaller than the inverse electron mass $m_{\mathrm{e}}^{-1}$, contradicting the assumption of the non-relativistic approximation. Therefore, a cut-off of $r \gtrsim\left(m_{\mathrm{e}} \alpha_{\mathrm{em}}\right)^{-1}$ would be appropriate as it is the scale at which effects are integrated out in the non-relativistic effective theory of Quantum Electrodynamics (NRQED) [131].
In the case of molecular physics, we can estimate the dependence of the New Physics energy shift in Equation (3.10) on the cut-off as follows. We shift $\mathbf{r}_{2} \rightarrow \mathbf{r}_{1}-\mathbf{r}_{2}=\mathbf{r}_{12}=\mathbf{r}$ in the integral over the coordinates of the second electron and introduce a cut-off $r_{\text {cut }}$ for the distance $\mathbf{r}=\mathbf{r}_{12}$. Since also basis functions $\psi_{n_{0}, \ldots, n_{4}}^{0}$ with $n_{0}=0$ are included in the expansion of the electronic ground state wave function, see Equation (2.11), the leading term of the wave function is constant in $r=\left|\mathbf{r}_{12}\right|$. Thus, we can infer the cut-off dependence by power counting

$$
\begin{equation*}
E_{v, J}^{\mathrm{NP}} \stackrel{r \rightarrow 0}{\sim} \int \mathrm{~d}^{3} r_{2} \frac{1}{r^{5}}=\int_{r_{\mathrm{cut}}} \mathrm{~d}^{3} r \frac{1}{r^{5}} \sim \frac{1}{r_{\mathrm{cut}}^{2}} \tag{3.24}
\end{equation*}
$$

where we dropped all factors constant in $r$.
Thus, we find a quadratic dependence of the result on the cut-off $r_{\text {cut }}$ so that changes in the arbitrary scale result in large differences. This signals an incorrect treatment of the ultraviolet divergence and

Note that the other integrals are finite due to the exponential suppresion in the wave function.


Figure 3.5: One of the possible $W$ box diagrams contributing to the two-neutrino exchange potential. The curly lines represent $W$ bosons.
we conclude that the use of the potentials (3.21) and (3.22) does not provide reliable results. As a consequence, we also doubt the strong bounds derived by Stadnik claiming that the Standard Model value for $G_{\text {eff }}$ is within reach of experiments since his conclusions actually rely on the fact that his contribution diverges quadratically [125]. This has also been noticed by other authors [132, 133].
A careful treatment would involve a proper matching in the tower of effective theories and a suitable regularization of the occuring divergences, for instance by dimensional regularization. For the scope of this thesis, we restrict ourselves to a rough upper estimate of the effect by looking at the short-distance behavior of one of the $W$ box diagrams as depicted in Figure 3.5 .
Denoting the $W$ boson mass by $M_{W}$ and the Fermi constant by $G_{F}$, this diagram is of $\mathcal{O}\left(G_{\mathrm{F}}^{2} M_{\mathrm{W}}^{2}\right)$ in the coupling as it is also the case for the neutrino exchange shown above. However, we expect a further suppression if we consider for example sterile neutrinos instead of the Standard Model neutrinos due to small mixing factors. In this sense, one should view the discussion below as a generous upper limit that is orders of magnitude larger than the actual result.
Evaluating the short-distance behavior of the box diagram, see Appendix A.1.3, we derive the low-energy effective contact potential

$$
\begin{equation*}
V_{\mathrm{W}-\mathrm{box}}(r)=\frac{4}{3} \pi G_{\mathrm{F}}^{2} M_{\mathrm{W}}^{2} \delta^{(3)}(\mathbf{r}) . \tag{3.25}
\end{equation*}
$$

Plugging in numbers, we find an energy correction of $\mathcal{O}\left(10^{-11} \mathrm{~cm}^{-1}\right)$, which is far below the current experimental sensitivity. Hence, we can completely neglect the two-neutrino exchange in the case of molecules and, more generally, in all atomic systems where the Coulomb force is present.

LONG-RANGE FORCES INDUCED bY Higgs bosons Another interesting possibility for a long-range potential is the exchange of two light pseudo-Goldstone bosons a coupling to the Standard Model Higgs boson $H$ via a scalar interaction given by the Lagrangian $\mathcal{L}_{\text {Haa }}=g_{\text {Hаa }} a a H$ [124], see Figure 3.6. While the low-energy potential reduces to a well-behaved $r^{-3}$ form in this case, the effective coupling


Figure 3.6: In the low-energy theory where the momentum transfer $q$ is much smaller than the Higgs boson mass $M_{H}$, the effective interaction of electrons with the scalar pseudoGoldstone bosons becomes an interaction between the two electrons mediated by the exchange of two pseudo-Golstone bosons.
will be proportional to the second power of the electron Yukawa coupling to the Higgs [124]. This introduces a large suppression and, hence, all effects on molecular spectra are again negligible.

## CONCLUSION AND OUTLOOK

## 4

In this work, we have performed the first systematic study of constraints on New Physics couplings arising from the spectroscopy of rovibrational molecular levels. In contrast to other direct probes, molecular spectroscopy offers the unique possibility to study different couplings in one measurement, namely the couplings between two electrons, between two nuclei or between one electron and one nucleus. While the nucleus-nucleus coupling has been studied before in the case of the Yukawa potential associated with a scalar force mediator exchange, we have extended the discussion by including pseudoscalar, vector, and axialvector mediators and by analyzing the other couplings. Moreover, we have briefly discussed the case of two-particle exchanges originating from effective couplings to the heavy gauge bosons and Higgs boson.
For this purpose, we have calculated the effect of a New Physics particle perturbatively starting from ab initio Standard Model predictions which are available in the form of computer codes in the literature. Currently, the Standard Model predictions agree with experimental measurements despite the already high relative precision of $\mathcal{O}\left(10^{-8}\right)$ of both calculation and experiment. Hence, we do not expect any signal of New Physics to be seen in existing spectroscopy data and use the current data to derive upper bounds on the new couplings. As a result, we have found that the best bounds can be obtained from the current measurements of molecular hydrogen $\mathrm{H}_{2}$ and hydrogendeuterium molecules HD for all couplings. Molecules containing tritium give worse constraints by about one order of magnitude which is a consequence of the position of the theory prediction in our exclusion interval rather than experimental precision. Note that the tension in tritium data has been resolved by new data so that the New Physics bounds are weakened, which is in contrast to the expectation that the higher nucleus mass could be advantageous for tritium molecules.
We find bounds of up to $g_{e e, N N} \sim \mathcal{O}\left(10^{-11}\right)$ for axialvector nucleusnucleus and electron-electron couplings and up to $\mathcal{O}\left(10^{-9}\right)$ for the other types. These results are compatible with atomic spectroscopy which, however, yields tighter constraints by about three orders of magnitude. Adding to existing literature results, our analysis discusses the spin-dependent pseudoscalar and axialvector forces. The same conclusion also applies to the nucleus-nucleus interaction, where our results are compatible with those from neutron scattering but less constraining. Concerning the electron-electron interaction, molecular bounds match the accuracy of those obtained from Helium spec-
troscopy. Measurements of the anomalous magnetic moment of the electron show greater sensitivity to the electron-electron coupling, but are indirect probes through loop-effects.
Astrophysical measurements provide constraints which are several orders of magnitude better than all bounds from laboratory experiments. The precise applicability of these bounds for mediators in the keV range is not entirely clear since for instance the core of a white dwarf features a temperature of $\mathcal{O}(\mathrm{keV})$. As also star models suffer from large uncertainties, it is nevertheless valuable to have a direct laboratory experiment in a controlled environment.
There are several possibilities to extend this work. First, a full calculation of the non-adiabatic Quantum Electrodynamics (QED) correction would reduce the theory uncertainty by one order of magnitude, allowing for tighter contraints. Moreover, improvements in experimental techniques or the use of polarized probes would further test the Standard Model. Lastly, it would be interesting to further analyze the fate of two-particle exchanges in a dedicated study involving a proper matching in the tower of effective field theories to evaluate the claims of strong limits in the literature.

## Part II

NEUTRINO PHYSICS ON EARTH AND IN THE SKY: NEUTRINO MASSES FROM A U(2) FLAVOR SYMMETRY

## A U(2) MODEL OF FLAVOR

Models based on a $U(2)$ flavor symmetry not only provide an explanation of the Flavor Puzzle, but also predictions for currently unknown neutrino observables. In this chapter, we introduce this general class of models and discuss the prototype model and its variants. We motivate the use of a $U(2)$ flavor symmetry in Section 5.1, before we analyze concrete realizations in the case of quarks and charged leptons in Section 5.2 and neutrinos in Section 5.3.
This chapter is based on the publications
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and
Matthias Linster, Jacobo Lopez-Pavon, and Robert Ziegler.
"Neutrino Observables from a U(2) Flavor Symmetry."
Phys. Rev. D 103.1 (2021), p. 015020 . DoI: 10.1103/PhysRevD.
103.015020. arXiv: 2009.10437 [hep-ph] .

### 5.1 MOTIVATION

One of the most intriguing puzzles of the Standard Model is the presence of a large hierarchical pattern in the parameters relevant for Flavor Physics. In particular, electron and top mass are separated by about six orders of magnitude [23], while neutrinos are at least another six orders of magnitude lighter than electrons [23,50]. Furthermore, the three quark mixing angles yielding the Cabibbo-Maskawa-Kobayashi (CKM) matrix are spread over three orders of magnitude ranging from $\mathcal{O}\left(10^{-3}\right)$ to $\mathcal{O}\left(10^{-1}\right)$ [135]. One might now expect that the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix describing lepton mixing is subject to similar hierarchies, however, with two angles being $\mathcal{O}(1)$ and one of $\mathcal{O}\left(10^{-1}\right)$ this is not the case [12, 136], deepening the mystery.
The quest for an explanation of this pattern, the so-called Flavor Puzzle, has attracted many physicists in the past, see Reference [18] for a review. Understanding a possible mechanism governing the value of the Standard Model parameters could, for example, hint to the absolute scale of neutrino masses [41] or predict the flavor structure of both light and heavy degrees of freedom in Beyond the Standard Model theories. Hence, solutions to the Flavor Puzzle can be linked to explanations of long-standing anomalies such as in B
meson decays [137, 138] or puzzles like the Strong CP Puzzle [38-41], providing a deeper insight into our world.
A plethora of ideas have been proposed as explanations for the Flavor Puzzle. Particularly nice resolutions are given by theories with flavor symmetries, for example in Froggatt-Nielsen-type models [139], where the spontaneous breaking of the flavor symmetry leads to hierarchical Yukawa matrices. Further attempts are based on extra dimensions with a hierarchy generated from the geometry of the extra dimension [140-142] or on a radiative generation of fermion masses [143146], so that the Yukawa couplings of the first and second family are loop-suppressed. For reviews of these and other ideas see also References [18, 65, 147].
Specifically, models with a $U(2)$ flavor symmetry provide nice realizations of Froggatt and Nielsen's idea and have been first proposed by Barbieri et al. [148, 149] in setups compatible with both supersymmetry (SUSY) and $S O$ (10) Grand Unification. However, these models were soon ruled out by precision data from B factories indicating a violation of the model prediction $\left|\frac{V_{\mathrm{ub}}}{V_{\mathrm{cb}}}\right|=\frac{m_{\mathrm{u}}}{m_{\mathrm{c}}}$ with the CKM matrix elements $V_{i j}$ and up and charm quark masses $m_{\mathbf{u}}$ and $m_{\mathrm{c}}$ [150]. The same conclusion holds for a variant of these original $U(2)$ models where the $S U(2)$ factor is replaced by a discrete symmetry $D_{3}$ [151], which would have had the advantage of explaining the absence of additional Goldstone bosons from the spontaneous breaking of the flavor symmetry.
Still, it has been noticed during the last decade that the $U(2)$ framework is viable if one lifts the restriction to $S O(10)$ Grand Unification and demands compatibility with $\operatorname{SU}(5)$ only [41, 152]. These models provide an excellent fit to current data and do not require supersymmetry at all [41]. Furthermore, viable models based on such a $U(2)$ flavor symmetry can be linked to other interesting phenomena such as axions [41] or explanations of the persisting B anomalies in scenarios with light $Z^{\prime}$ bosons [137] or leptoquarks [138].
These viable $U(2)$ models have also been successfully applied to the neutrino sector, yielding predictions for the absolute neutrino mass scale [41]. By choosing appropriate representations for the Standard Model fermions, Dirac-type neutrinos can be easily realized in the model. In particular, the overall neutrino mass scale is determined by the choice of sufficiently large $U(1)$ charges of the right-chiral neutrino fields, where the exact size of these charges can be inferred from the requirement that the observed neutrino mass differences should be reproduced by the model.
Majorana-type neutrinos in such a $U(2)$ scenario would need some tuning since the Weinberg operator [153] vanishes at leading order due to the antisymmetric $S U(2)$-invariant [41]. A way out is provided if one restricts the $S U(2)$ factor to the discrete subgroup $D_{6}$, which shares the phenomenologically essential features of $\operatorname{SU}(2)$ but allows

Table 5.1: Representations of a $U(2)$ flavor symmetry for the Standard Model fields [41]. $Q, u^{\text {c }}$, and $d^{\text {c }}$ denote the left-chiral quark doublet, up and down quark singlet, respectively, while $L$ and $\ell^{c}$ represent the left-chiral lepton doublet and singlet, respectively. The index $a$ indicates that the first two generations are combined into an $S U(2)$ doublet, while the index 3 refers to the third generation. $H$ is the Standard Model Higgs field.

|  | $Q_{a}$ | $u_{a}^{c}$ | $d_{a}^{c}$ | $Q_{3}$ | $u_{3}^{c}$ | $d_{3}^{c}$ | $L_{a}$ | $\ell_{a}^{c}$ | $L_{3}$ | $\ell_{3}^{c}$ | $H$ | $\varphi$ | $\chi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{SU}(2)$ | $\mathbf{2}$ | $\mathbf{2}$ | $\mathbf{2}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{2}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{1}$ |
| $U(1)$ | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | -1 | -1 |

for the Weinberg operator due to a symmetric group invariant [41]. In this setup, the choice of the representations of the Standard Model fields predicts the neutrino mass matrix to be anarchic, leading to an even better fit to data despite fewer parameters [41].

### 5.2 FERMION MASSES AND MIXINGS IN U(2)-LIKE SCENARIOS

In this section, we briefly review the realistic $U(2)$ models introduced in References [41, 152]. The starting point of $U(2)$ models is the observation that the largest breaking of the $U(3)^{5}$ flavor symmetry of the kinetic part of the Standard Model is due to the large Yukawa coupling of the top quark. This separates the third generation from the first two, which motivates a remaining $U(2)$ symmetry for the latter. In particular, this idea is realized when the first two generations form a doublet, while the third generation resides in a singlet representation. Put differently, the three-dimensional representation comprising the families is decomposed as $3=\mathbf{2} \oplus \mathbf{1}$.
The flavor symmetry cannot be exactly realized since otherwise the Yukawa couplings would in general be forbidden. Therefore, we introduce a spontaneous breaking by two spurion fields $\varphi$ and $\chi$ called flavons, which are responsible for the breaking of the $S U(2)$ and $U(1)$ factors, respectively. If their vacuum expectation values $v_{\varphi}$ and $v_{\chi}$ are smaller than the scale $\Lambda$ of the UV completion, the ratios of these vacuum expectation values and the new scale $\Lambda$ will be small numbers $\varepsilon_{\varphi}=\frac{v_{\varphi}}{\Lambda} \ll 1$ and $\varepsilon_{\chi}=\frac{v_{\chi}}{\Lambda} \ll 1$. These two small parameters $\varepsilon_{\varphi}$ and $\varepsilon_{\chi}$ are the only small parameters in the setup and will explain all hierarchies in the flavor parameters.

A specific model Choosing the representations of the Standard Model fermion fields as in Table 5.1, the up-type quark Yukawa Lagrangian reads [41]

An anarchic matrix features entries of the same size.

One U(3) symmetry for each type of Standard Model fields $Q, u^{\mathrm{c}}, d^{\mathrm{c}}, L$ and $\ell^{C}$.

We consider numbers between $\frac{1}{3}$ and

3 as desirable for $\mathcal{O}(1)$ quantities.

Note that the
$(1,2)$ and $(2,1)$ entry are linked as $Y_{12}^{\mathrm{u}, \mathrm{d}}=-Y_{21}^{\mathrm{u}, \mathrm{d}}$ so that both depend on the same Wilson coefficient $\lambda_{12}^{\mathrm{d}}$.

$$
\begin{align*}
\mathcal{L}_{\mathrm{Y}}^{\mathrm{u}}= & -\frac{\lambda_{11}^{\mathrm{u}}}{\Lambda^{6}} \varphi_{a}^{\dagger}\left(Q_{a} H\right) \varphi_{b}^{\dagger} u_{b}^{\mathrm{c}} \chi^{4} \\
& -\frac{\lambda_{22}^{\mathrm{u}}}{\Lambda^{2}} \varepsilon_{a b} \varphi_{a}\left(Q_{b} H\right) \varepsilon_{\alpha \beta} \varphi_{\alpha} u_{\beta}^{\mathrm{c}}-\frac{\lambda_{12}^{\mathrm{u}}}{\Lambda^{2}} \varepsilon_{a b}\left(Q_{a} H\right) u_{b}^{\mathrm{c}} \chi^{2} \\
\Lambda^{3} & \varphi_{a}^{\dagger}\left(Q_{a} H\right) u_{3}^{\mathrm{c}} \chi^{2}  \tag{5.1}\\
& -\frac{\lambda_{23}^{\mathrm{u}}}{\Lambda^{2}} \varepsilon_{a b} \varphi_{a}\left(Q_{b} H\right) u_{3}^{\mathrm{c}} \\
& -\frac{\lambda_{32}^{\mathrm{u}}}{\Lambda}\left(Q_{31} H\right) \varepsilon_{a b} \varphi_{a} u_{b}^{\mathrm{c}} \\
\Lambda^{3} & \left.-Q_{3} H\right) \varphi_{a}^{\dagger} u_{a}^{\mathrm{c}} \chi^{2} \\
& + \text { h.c. }
\end{align*}
$$

where $\varepsilon=\left(\varepsilon_{a b}\right)$ is the two-dimensional Levi-Civita tensor in matrix form. Moreover, $Q_{a}$ and $u_{a}^{\mathrm{c}}$ are the quark doublet and up-type quark singlet of generation $a=1,2,3$, respectively, while $H$ is the Higgs field and $\left(Q_{i} H\right)$ denotes the $S U(2)_{\mathrm{L}}$ singlet contraction of the electroweak gauge group. The complex Wilson coefficients $\lambda_{i j}^{u}$ should be chosen as being $\mathcal{O}(1)$ in order not to introduce any further hierarchy.
Once the flavor symmetry is broken and the flavons $\varphi$ and $\chi$ acquire their vacuum expectation values $v_{\varphi}=\varepsilon_{\varphi} \Lambda$ and $v_{\chi}=\varepsilon_{\chi} \Lambda$, the Standard Model Yukawa couplings are restored. As a consequence, the up-type quark Yukawa matrix is given by [41]

$$
Y^{\mathrm{u}}=\left(\begin{array}{ccc}
\lambda_{11}^{\mathrm{u}} \varepsilon_{\varphi}^{2} \varepsilon_{\chi}^{4} & \lambda_{12}^{\mathrm{u}} \varepsilon_{\chi}^{2} & \lambda_{13}^{\mathrm{u}} \varepsilon_{\varphi} \varepsilon_{\chi}^{2}  \tag{5.2}\\
-\lambda_{12}^{\mathrm{u}} \varepsilon_{\chi}^{2} & \lambda_{22}^{\mathrm{u}} \varepsilon_{\varphi}^{2} & \lambda_{23}^{\mathrm{u}} \varepsilon_{\varphi} \\
\lambda_{31}^{\mathrm{u}} \varepsilon_{\varphi} \varepsilon_{\chi}^{2} & \lambda_{32}^{\mathrm{u}} \varepsilon_{\varphi} & \lambda_{33}^{\mathrm{u}}
\end{array}\right) \approx\left(\begin{array}{ccc}
0 & \lambda_{12}^{\mathrm{u}} \varepsilon_{\chi}^{2} & 0 \\
-\lambda_{12}^{\mathrm{u}} \varepsilon_{\chi}^{2} & \lambda_{22}^{\mathrm{u}} \varepsilon_{\varphi}^{2} & \lambda_{23}^{\mathrm{u}} \varepsilon_{\varphi} \\
0 & \lambda_{32}^{\mathrm{u}} \varepsilon_{\varphi} & \lambda_{33}^{\mathrm{u}}
\end{array}\right)
$$

where we neglected the $(1,1),(1,3)$ and $(3,1)$ entries in the last step which result in subleading contributions to quark masses and mixing angles. From the Yukawa coupling matrix it is apparent that the spurion vacuum expectation values introduce a hierarchical pattern in the Yukawa couplings even when the Wilson coefficients $\lambda_{i j}^{\mathrm{u}}$ are chosen as of $\mathcal{O}(1)$.
Similarly, one can derive the Yukawa matrices for down-type quarks,

$$
Y^{\mathrm{d}} \sim\left(\begin{array}{ccc}
0 & \varepsilon_{\chi}^{2} & 0 \\
-\varepsilon_{\chi}^{2} & \varepsilon_{\varphi}^{2} & \varepsilon_{\varphi} \varepsilon_{\chi} \\
0 & \varepsilon_{\varphi} & \varepsilon_{\chi}
\end{array}\right),
$$

omitting the $\mathcal{O}(1)$ Wilson coefficients $\lambda_{i j}^{\mathrm{d}}$ in each entry and showing only the leading elements.
The Yukawa matrices $Y^{\mathrm{u}, \mathrm{d}}$ are diagonalized by a singular value decomposition,

$$
\begin{equation*}
\left(V_{\mathrm{L}}^{\mathrm{u}, \mathrm{~d}}\right)^{\dagger} Y^{\mathrm{u}, \mathrm{~d}} V_{\mathrm{R}}^{\mathrm{u}, \mathrm{~d}}=\operatorname{diag}\left(y_{1}^{\mathrm{u}, \mathrm{~d}}, y_{2}^{\mathrm{u}, \mathrm{~d}}, y_{3}^{\mathrm{u}, \mathrm{~d}}\right) \tag{5.4}
\end{equation*}
$$

with unitary matrices $V_{\mathrm{L}, \mathrm{R}}^{\mathrm{u}, \mathrm{d}}$. These unitary matrices can be parametrized in terms of three rotation angles, which are forced to be hierarchical by the hierarchical structure of the Yukawa matrices. For instance, the right-handed $(2,3)$ rotation angle $\vartheta_{23}^{\mathrm{R}, \mathrm{d}}$ in the down-type sector is of $\mathcal{O}(1), \vartheta_{23}^{\mathrm{R}, \mathrm{d}} \sim 1$, while the left-handed (2,3) rotation angle $\vartheta_{23}^{\mathrm{L}, \mathrm{d}}$ in the down-type sector is of $\mathcal{O}\left(\varepsilon_{\varphi}\right), \vartheta_{23}^{\mathrm{L,d}} \sim \varepsilon_{\varphi} \ll 1$, and thus small [41].
There are a three common properties of viable $U(2)$ Yukawa textures:

1. One needs a large right-handed rotation angle $\vartheta_{23}^{\mathrm{R}, \mathrm{d}}$ in the $(2,3)$ sector of down-type quarks in order to fix the incorrect prediction of the first $U(2)$ models [41, 137, 152].
2. The $(1,1),(1,3)$ and $(3,1)$ entries can be approximated by zero at leading order, which mimics supersymmetric scenarios where these texture zeros are exact [152].
3. The (1,2) and (2,1) entries are linked as $Y_{12}^{\alpha}=-Y_{21}^{\alpha}$ for $\alpha=u, d$ by means of the antisymmetric $S U(2)$ invariant.

These properties are special features of the $\mathbf{2} \oplus \mathbf{1}$ representation structure and we will use these observations to constrain the form of the charged lepton mass matrix in the following.
charged lepton masses A charged lepton Yukawa matrix with a $U(2)$ texture is determined by the choice of the representations of the lepton doublet $L$ and the lepton singlet $\ell^{c}$ and should share the basic features observed for the quark sector. In particular, there are two viable choices for models of Grand Unification [41, 138, 152]:

1. $\operatorname{su}(5)$ grand unification In an $\operatorname{SU}(5)$-compatible model [41], the lepton doublet $L$ shares the quantum numbers of the downtype quark singlet $d^{c}$, while the lepton singlet has those of the quark doublet $Q$. As a consequence, the orders of magnitude of the charged lepton matrix entries are the same as for the downtype quark matrix but with left and right rotations interchanged. Hence, the rotation angle $\vartheta_{23}^{\mathrm{L}, \ell}$ of the left-handed $(2,3)$ sector is of $\mathcal{O}(1)$ for charged leptons, while the right-handed $(2,3)$ rotation $\vartheta_{23}^{\mathrm{R}, \ell}$ is small, that is $\vartheta_{23}^{\mathrm{L}, \ell} \sim \vartheta_{23}^{\mathrm{R}, \mathrm{d}} \sim 1$ and $\vartheta_{23}^{\mathrm{R}, \ell} \sim \vartheta_{23}^{\mathrm{L}, \mathrm{d}} \sim \varepsilon_{\varphi} \ll 1$.
2. pati-salam unification In the case of a Pati-Salam scenario, the lepton doublet $L$ is combined with the quark doublet $Q$ in one representation, while the lepton singlet shares the quantum numbers of the down-type singlet $d^{c}$ [138]. Consequently, we find the same structure as for the down-type quark Yukawa matrix in Equation $(5.3)$ with a small left-handed $(2,3)$ rotation $\vartheta_{23}^{\mathrm{L}, \ell} \sim \vartheta_{23}^{\mathrm{L}, \mathrm{d}} \sim \varepsilon_{\varphi} \ll 1$ and an $\mathcal{O}(1)$ right-handed $(2,3)$ rotation $\vartheta_{23}^{\mathrm{R}, \ell} \sim \vartheta_{23}^{\mathrm{R}, \mathrm{d}} \sim 1$, which is opposite to the $S U(5)$ case.

Recall that
$d^{c}, L \in \overline{5}$, while
$Q, u^{c}, \ell^{c} \in \mathbf{1 0}$
in SU(5) Grand Unification models.

Recall that due to color and lepton number being treated on equal footing, $L$ becomes the "fourth color" of $Q$, while $d^{c}$ is combined with $\ell^{\text {c }}$, which is the correspondent of the lower component of the lepton doublet L, into an SU(4) representation.

Denoting the charged lepton mass matrix as

$$
M_{\ell}=\left(\begin{array}{ccc}
0 & m_{12}^{\ell} & 0  \tag{5.5}\\
-m_{12}^{\ell} & m_{22}^{\ell} & m_{23}^{\ell} \\
0 & m_{32}^{\ell} & m_{33}^{\ell}
\end{array}\right)
$$

it can be diagonalized by a singular value decomposition,

$$
\begin{equation*}
\left(V_{\mathrm{L}}^{\ell}\right)^{\dagger} M_{\ell} V_{\mathrm{R}}^{\ell}=\operatorname{diag}\left(m_{\mathrm{e}}, m_{\mu}, m_{\tau}\right) \tag{5.6}
\end{equation*}
$$

with electron, muon and tau masses $m_{\mathrm{e}}, m_{\mu}$ and $m_{\tau}$, respectively. The rotation matrices $V_{\mathrm{L}, \mathrm{R}}^{\ell}$ are unitary $3 \times 3$-matrices that can be parametrized by three angles $\vartheta_{12}^{h, \ell}, \vartheta_{13}^{h, \ell}$ and $\vartheta_{23}^{h, \ell}$ as well as 6 phases $\alpha_{1,2}^{h, \ell}, \beta_{1,2,3}^{h, \ell}$ and $\delta^{h, \ell}$ with $h=\mathrm{L}, \mathrm{R}$. A convenient choice for the rotation matrix is the standard form of the Particle Data Group (PDG) [23], given by

$$
\begin{equation*}
V_{h}^{\ell}=P_{h}^{\ell \prime} V_{23}^{h, \ell} V_{13}^{h, \ell} V_{12}^{h, \ell} P_{h}^{\ell} \tag{5.7}
\end{equation*}
$$

Here, $P_{h}^{\ell}=\operatorname{diag}\left(\mathrm{e}^{\mathrm{i} \alpha_{1}^{h, \ell}}, \mathrm{e}^{\mathrm{i} \alpha_{2}^{h, \ell}}, 1\right)$ and $P_{h}^{\ell \prime}=\operatorname{diag}\left(\mathrm{e}^{\mathrm{i} \beta_{1}^{h, \ell}}, \mathrm{e}^{\mathrm{i} \beta_{2}^{h, \ell}}, \mathrm{e}^{\mathrm{i} \beta_{3}^{h, \ell}}\right)$ are diagonal phase matrices and the rotation matrices read

$$
\begin{gather*}
V_{12}^{h, \ell}=\left(\begin{array}{ccc}
c_{12}^{h, \ell} & s_{12}^{h, \ell} & 0 \\
-s_{12}^{h, \ell} & c_{12}^{h, \ell} & 0 \\
0 & 0 & 1
\end{array}\right), \quad V_{23}^{h, \ell}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & c_{23}^{h, \ell} & s_{23}^{h, \ell} \\
0 & -s_{23}^{h, \ell} & c_{23}^{h, \ell}
\end{array}\right),  \tag{5.8}\\
V_{13}^{h, \ell}=\left(\begin{array}{ccc}
c_{13}^{h, \ell} & 0 & s_{13}^{h, \ell} \mathrm{e}^{-\mathrm{i} \delta^{h, \ell}} \\
0 & 1 & 0 \\
-s_{13}^{h, \ell} \mathrm{e}^{\mathrm{i} \delta^{h, \ell}} & 0 & c_{13}^{h, \ell}
\end{array}\right)
\end{gather*}
$$

That is $m_{11}^{\ell}=m_{13}^{\ell}=m_{31}^{\ell}=0$ and $m_{12}^{\ell}=-m_{21}^{\ell}$.
with the abbreviations $c_{i j}^{h, \ell}=\cos \left(\vartheta_{i j}^{h, \ell}\right)$ and $s_{i j}^{h, \ell}=\sin \left(\vartheta_{i j}^{h, \ell}\right)$.
The properties 2 and 3 above impose four complex constraints on the charged lepton matrix $M_{\ell}$, indicating that not all parameters are independent quantities [41, 137]. Indeed, exploiting these conditions, the 6 rotation angles $\vartheta_{12,13,23}^{h, \ell}$ can be expressed in terms of just two angles, which can be chosen as the left- and right-handed $(2,3)$ rotations $\vartheta_{23}^{\mathrm{L}, \ell}$ and $\vartheta_{23}^{R, \ell}$ [137]. Specifically, we find for the unified scenarios:

1. $\operatorname{sU}(5)$ grand unification Here, the right-handed $(2,3)$ rotation is small, $s_{23}^{\mathrm{R}, \ell} \ll 1$, while the left-handed angle $\vartheta_{23}^{\mathrm{L}, \ell}$ is a free parameter of $\mathcal{O}(1)$. As a consequence, the sine of the $(1,2)$ angle is given by [41]

$$
\begin{equation*}
s_{12}^{\mathrm{L}, \ell} \approx \sqrt{\frac{m_{\mathrm{e}}}{c_{23}^{\mathrm{L}, \ell} m_{\mu}}} \tag{5.9}
\end{equation*}
$$

with $c_{23}^{\mathrm{L}, \ell} \gtrsim \frac{m_{\mathrm{e}}}{m_{\mu}}$ and the $(1,3)$ rotation is small, $s_{13}^{\mathrm{L}, \ell} \ll 1$. Hence, the $(1,3)$ rotation can be neglected, while the $(1,2)$ and $(2,3)$ rotations could be sizable. Ignoring phases, this yields the left-handed rotation matrix

$$
V_{5}^{\mathrm{L}, \ell} \approx V_{23}^{\mathrm{L}, \ell} V_{12}^{\mathrm{L}, \ell}=\left(\begin{array}{ccc}
c_{12}^{\mathrm{L}, \ell} & s_{12}^{\mathrm{L}, \ell} & 0  \tag{5.10}\\
-c_{23}^{\mathrm{L}, \ell} s_{12}^{\mathrm{L}, \ell} & c_{23}^{\mathrm{L}, \ell} c_{12}^{\mathrm{L}, \ell} & s_{23}^{\mathrm{L}, \ell} \\
s_{23}^{\mathrm{L}, \ell} s_{12}^{\mathrm{L}, \ell} & -s_{23}^{\mathrm{L}, \ell} c_{12}^{\mathrm{L}, \ell} & c_{23}^{\mathrm{L}, \ell}
\end{array}\right)
$$

In this approximation, only two independent linear combinations $\beta_{1}$ and $\beta_{2}$ of the twelve phases enter the physical quantities of interest. As a result, the left-handed charged lepton rotations are at leading order characterized by three real parameters only: the angle $\vartheta_{23}^{\mathrm{L}, \ell}$ and the two effective phases $\beta_{1}$ and $\beta_{2}$.
2. Pati-salam unification Here, both left-handed $(2,3)$ and $(1,3)$ rotations are small, $s_{23}^{\mathrm{L}, \ell} \ll 1$ and $s_{13}^{\mathrm{L}, \ell} \ll 1$. This leaves us with [138]

$$
\begin{equation*}
s_{12}^{\mathrm{L}, \ell} \approx \sqrt{\frac{c_{23}^{\mathrm{R}, \ell} m_{\mathrm{e}}}{m_{\mu}}} \tag{5.11}
\end{equation*}
$$

to consider, where the right-handed $(2,3)$ rotation is of $\mathcal{O}(1)$. Up to phases, we find the left-handed rotation matrix in this scenario to be

$$
V_{\mathrm{PS}}^{\mathrm{L}, \ell} \approx V_{12}^{\mathrm{L}, \ell}=\left(\begin{array}{ccc}
c_{12}^{\mathrm{L}, \ell} & s_{12}^{\mathrm{L}, \ell} & 0  \tag{5.12}\\
-s_{12}^{\mathrm{L}, \ell} & c_{12}^{\mathrm{L}, \ell} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Moreover, the number of physical phases reduces to one which we denote by $\beta$. Thus, the left-handed charged lepton rotation is described by only two parameters at leading order, namely the angle $\vartheta_{23}^{R, \ell}$ and the effective phase $\beta$.

In both cases, the right-handed rotation matrices can be obtained similarly but are not of interest in the following.

### 5.3 MAJORANA NEUTRINOS IN U(2)-LIKE SCENARIOS

Proving successful in the quark sector, it is interesting to apply the $U(2)$ symmetry to neutrinos to check whether the yet unknown mass scale and phases in the PMNS matrix could be predicted. However, this analysis depends on whether neutrinos are of Dirac or Majorana type, so we have to analyze these cases separately.

DIRAC NEUTRINOS Dirac-type neutrinos are straightforward to include [41]: First, we introduce the right-chiral neutrino field $N_{i}^{c}$ as a gauge singlet to the Standard Model field content with $i$ being the generation index. Next, we choose representations under the flavor $U(2)$ group for these new fields. A reasonable choice is given by a $U(2)$ doublet for the first two generations and a singlet for the third family as for the other fermions [41], but with unfixed $U(1)$ charges $X_{a}^{\mathrm{N}}$ for the doublet and $X_{3}^{\mathrm{N}}$ for the singlet. Since the PMNS matrix features only a mild hierarchy, one expects equal charges $X_{a}^{\mathrm{N}}=X_{3}^{\mathrm{N}}$ to work well in order to obtain large mixing angles from the neutrino sector, which are needed to dominate over the partly small left-handed rotations of charged leptons.
Indeed, equal charges of $X_{a}^{N}=X_{3}^{N}=5,6$ provide the best fit to data which includes the measured neutrino parameters [41]. The large charges are needed to suppress the overall neutrino mass scale, which is essentially given by the square roots of the small mass-squared differences $\Delta m_{21}^{2}=7.42 \times 10^{-5} \mathrm{eV}^{2}$ and $\Delta m_{31}^{2}=2.514 \times 10^{-3} \mathrm{eV}^{2}[12$, 136] due to a small hierarchy induced by the flavor symmetry.

MAJORANA NEUTRINOS Majorana neutrinos are particularly appealing since they could be linked to several puzzles in the Standard Model. For instance, Majorana neutrinos arise in the seesaw mechanism possibly explaining the smallness of neutrino masses or could allow for the generation of lepton number in the early universe due to their lepton number violating nature in a process called Leptogenesis, see Reference [9] for a review.
Instead of discussing one of the many possible UV-complete theories, it is convenient to consider the dimension-five Weinberg operator [153]

$$
\begin{equation*}
\mathcal{L}_{\text {Weinberg }}=-\frac{y}{2 M}(L H)(L H) \tag{5.13}
\end{equation*}
$$

where $y$ is a dimensionless Yukawa coupling, $M$ is the Majorana mass scale and $(L H)$ is the electroweak $S U(2)_{\mathrm{L}}$ singlet contraction of the Standard Model lepton and Higgs doublets $L$ and $H$, respectively. The Weinberg operator provides a model-independent way to incorporate a Majorana neutrino mass term in the theory without the need for additional fields.
Augmenting the Weinberg operator with a $U(2)$ flavor symmetry we encounter a problem: Since the representation of the lepton doublet $L$ is already fixed by the requirement that charged lepton masses are reproduced, there is no freedom to choose representations to obtain the correct neutrino parameters. Instead, the neutrino mass pattern is predicted by the Standard Model representations. In the case of the viable $U(2)$ models reviewed in the previous section, however, the leading term in the $(1,2)$ and $(2,1)$ entries of the Yukawa matrices vanishes due to the antisymmetric $S U(2)$ invariant, $\varepsilon_{a b} L_{a} L_{b}=0$,
leading to a vanishing Weinberg operator. Therefore, the ( 1,2 ) and $(2,1)$ components receive a further suppression by $\varepsilon_{\varphi}^{2}$ so that the $(1,2)$ PMNS angle $\vartheta_{12} \sim \mathcal{O}\left(\varepsilon^{2}\right)$ is much smaller than the observed value of $\vartheta_{12} \sim 0.6$ [41].
As a consequence, Majorana neutrinos in realistic models would need some degree of fine-tuning in the Yukawa couplings not being $\mathcal{O}(1)$ anymore [41]. A way out is provided by replacing the $S U(2)$ factor of the flavor symmetry by the discrete dihedral group $D_{6}$ [41]. Within this group, one can assign representations to all fields such that the basic texture of the Yukawa matrices (5.2), (5.3) and (5.5) is maintained but with symmetric instead of antisymmetric ( 1,2 ) and ( 2,1 ) entries, that is with $Y_{12}^{i}=Y_{21}^{i}$ for $i=\mathrm{u}, \mathrm{d}, \ell$. Consequently, the symmetric $(1,2)$ entries in the Weinberg operator are now allowed at leading order.
While quark masses and mixings as well as charged lepton masses are still reproduced despite the different sign, the Weinberg operator now leads to an anarchic Yukawa texture [41]

$$
Y^{v} \approx \frac{v}{M}\left(\begin{array}{ccc}
0 & \lambda_{12}^{v} \varepsilon_{\chi}^{2} & 0  \tag{5.14}\\
\lambda_{12}^{v} \varepsilon_{\chi}^{2} & \lambda_{22}^{v} \varepsilon_{\varphi}^{2} & \lambda_{23}^{v} \varepsilon_{\varphi} \varepsilon_{\chi} \\
0 & \lambda_{23}^{v} \varepsilon_{\varphi} \varepsilon_{\chi} & \lambda_{33}^{v} \varepsilon_{\chi}^{2}
\end{array}\right)
$$

with the electroweak vacuum expectation value $v$. This corresponds to the well-studied " $A_{2}$ " texture [154-163] with two texture zeros, which are, however, again only approximate zeros and not exact ones. The use of the Weinberg operator for neutrino mass generation makes the model very predictive: The mild hierarchies in the neutrino sector are a consequence of the representations of the charged leptons and not an additional input. Moreover, the model leads to a better fit to data than the Dirac version despite the reduced number of free parameters due to the symmetric nature of the Weinberg operator [41].
In the neutrino Yukawa matrix (5.14), all relevant entries of the same order and the properties of a $U(2)$ texture are still maintained, except that the matrix is now symmetric. As a complex symmetric matrix, it can be diagonalized by a Takagi decomposition,

$$
\begin{equation*}
\left(V^{v}\right)^{\mathrm{T}} Y^{v} V^{v}=\operatorname{diag}\left(y_{1}, y_{2}, y_{3}\right), \tag{5.15}
\end{equation*}
$$

with a single unitary matrix $V^{v}$.
The comparison of this model to all available data, that is the masses of quarks and charged leptons, the mass-squared differences of neutrino masses and the parameters of the CKM and PMNS matrix, leads to an excellent fit with all Wilson coefficients $\lambda_{i j}^{a}$ for $a=\mathbf{u}, \mathrm{d}, \ell, \mathrm{N}$ being between $\frac{1}{3}$ and 2 [41]. If one scans the parameter space of successful fits, one finds a narrow range allowed for the neutrino mass scale [41]. In particular, the sum of neutrino masses is found to be less than $\sum m_{v} \lesssim 78 \mathrm{meV}$ and thus near the minimal possible value [41].

This is due to two additional insertions of the $\varphi_{a}$ spurion.

The dihedral group $D_{6}$ is the symmetry group of a regular hexagon.

The scale of
the neutrino Yukawa couplings $y^{v}$ is given by $y^{v} \sim \frac{v}{M} \varepsilon^{2}$ which reproduces the observed values for $M \sim 10^{10} \mathrm{GeV}[41]$.

## Recall that

$\sum m_{v} \gtrsim 58 \mathrm{meV}$
where the minimum
is saturated for the lightest neutrino being massless.

In this work, we statistically analyze whether these predictions can be further pinned down and whether predictions for the unknown phases can be made. Furthermore, we extend the predictions for neutrino observables to the Pati-Salam-type models in order to check their robustness with respect to variations of the model.

The predictions of flavor symmetries for neutrino observables could not only hint at the values of the currently unknown parameters, but also provide an important test for such models.
In this chapter, we study the consequences of a $U(2)$-like flavor symmetry on neutrino mass observables and the Dirac CP phase of the lepton sector. We begin with a short review of the current experimental status of these quantities in Section 6.1. Next, we show that the $U(2)$ texture implies a relation between the mass parameters and phases and the neutrino rotation angles, and we introduce scenarios parametrizing the influence of the charged lepton sector in Section 6.2. Finally, we present the statistical methods applied in this work in Section 6.3, before we discuss the results in Section 6.4. This chapter is based on the publication

Matthias Linster, Jacobo Lopez-Pavon, and Robert Ziegler. "Neutrino Observables from a U(2) Flavor Symmetry." Phys. Rev. D 103.1 (2021), p. 015020. DoI: 10.1103/PhysRevD. 103.015020. arXiv: 2009.10437 [hep-ph] .
6.1 THE STATUS OF NEUTRINO PROPERTIES

Despite the weakness of neutrino interactions, neutrino experiments have entered the precision era with percent-level uncertainties [12, 136]. Currently, five neutrino parameters are known with high precision: the three mixing angles $\vartheta_{i j}$ of the PMNS matrix and the two mass-squared differences $\Delta m_{i j}^{2}=m_{i}^{2}-m_{j}^{2}$. Nevertheless, there are quantities that still need to be measured.
The Dirac CP phase $\delta$ is up to a precise determination in the coming years and global analyses already start to pin down its valuealthough not yet at a statistically significant level [12, 136]. In particular, there is a tension between recent data from T2K [164] and NOvA [165] long baseline neutrino oscillation experiments, which yield central values of $\delta \approx 250^{\circ}$ and $\delta \approx 150^{\circ}$, respectively, for normal ordered neutrinos. There would be a $3 \sigma$ evidence for CP violation if inverted hierarchy was realized in nature [12, 136]. Next generation experiments like T2HK [166] and DUNE [167] are expected to achieve a $10-20^{\circ}$ precision on the CP violating phase $\delta$, which helps to distinguish the orderings.
Another important open question concerns neutrino masses: While the mass-squared differences can be inferred from the oscillation frequencies, the absolute scale has to be extracted from other experiments. The

Note however that there is still a large uncertainty for the $(2,3)$ angle $\vartheta_{23}$ at the $3 \sigma$ level.

Recall that the mass orderings $m_{1}<m_{2}<m_{3}$ (normal ordering) and $m_{3}<m_{1}<m_{2}$ (inverted ordering) cannot be distinguished by current data, although normal ordering is slightly preferred [12, 136].

In particular, the
$\Lambda C D M$ model is assumed.
current best bound of $m_{\beta} \lesssim 0.8 \mathrm{eV}$ on the effective beta decay mass $m_{\beta}=\sqrt{\sum_{i}\left|U_{\mathrm{e} i}\right|^{2} m_{i}^{2}}$ with the PMNS matrix $U$ was recently obtained by the KATRIN collaboration [51]. Their expected sensitivity after the full run is about 0.2 eV at $90 \%$ confidence level, with a possible further improvement down to 0.04 eV by the future Project 8 Neutrino-Mass Experiment [168].
On the other hand, cosmological observations and in particular the analysis of the Cosmic Microwave Background (CMB) combined with Baryon Acoustic Oscillations (BAO) yield much stronger limits on the sum of neutrino masses of $\sum_{i} m_{i} \lesssim 0.12 \mathrm{eV}$ [1], although this is only an indirect bound depending on assumptions on the cosmological model. Cosmic Microwave Background (CMB) satellites nearly disfavor the full parameter space $\left(\sum_{i} m_{i}\right)_{\mathrm{IO}} \gtrsim 0.1 \mathrm{eV}$ of inverted hierarchy at $95 \%$ confidence level. Further improvements are expected by nextgeneration satellites like EUCLID [169] and DESI [170] which aim at a measurement of the sum with an uncertainty of 0.02 eV .
If neutrinos are of Majorana-type, the possibility to look for neutrinoless double beta decay $(0 v \beta \beta)$ arises, which is sensitive to the effective Majorana mass $m_{\beta \beta}=\left|\sum_{i} U_{\mathrm{e} i}^{2} m_{i}\right|$. KamLAND-Zen reports an upper bound of $m_{\beta \beta} \lesssim 0.061-0.165 \mathrm{eV}$ at $90 \%$ confidence level [52], where the range arise from large uncertainties in nuclear matrix elements. Nextgeneration experiments like LEGEND [171] and nEXO [172] target at an improvement of about one order of magnitude, thus allowing to probe the entire parameter space of inverted hierarchy neutrinos.
The current constraints on the $m_{\beta \beta}-\sum m_{i}$ parameter space at $95.4 \%$ confidence level are displayed in Figure 6.1. Note that the effective beta decay mass $m_{\beta}$ is directly related to the sum up to small uncertainties in the PMNS angles, since any phases drop out in the modulus of the PMNS matrix elements. Hence, plots with $m_{\beta}$ do not contain any additional significant information compared to those with the sum $\sum_{i} m_{i}$.

### 6.2 SCENARIOS FOR U(2)-LIKE SYMMETRIES

It is appealing to predict the undetermined neutrino quantities from the ones that are already measured in the context of motivated models with only a few parameters. In this work, we analyze the predictions if one additionally imposes a $U(2)$-like flavor symmetry as described in Chapter 5. Indeed, neutrino observables provide an interesting test of $U(2)$-like flavor symmetries besides the successful fit of quark and charged lepton masses and CKM parameters.
In order to do so, we recognize that the characteristic $U(2)$ Yukawa textures are linked to the particle masses by unitary rotation matrices $V_{\mathrm{L}, \mathrm{R}}^{\ell}$ and $V^{\vee}$, see Equations (5.6) and (5.15), which themselves yield the PMNS matrix


Figure 6.1: Allowed parameter space in the $m_{\beta \beta}-\sum_{i} m_{i}$ plane at $95.4 \%$ confidence level as obtained by minimizing the NuFIT likelihood $[12,136]$ at each point. We do not show the current limits from the neutrino-less beta decay $(0 \nu \beta \beta)$ experiments due to large uncertainties in the nuclear matrix elements. The dashed lines indicate projected sensitivities of future experiments. This plot has been adapted from Reference [134] by removing the model constraints.

A Majorana field $\psi_{\mathrm{M}}$ cannot absorb a phase factor due to the reality condition
$\psi_{\mathrm{M}}^{\mathrm{C}}=\psi_{\mathrm{M}}$. The absence of this condition for Dirac spinors also allows to absorb the Majorana phases $\alpha_{i}$ into the neutrino fields for Dirac neutrinos.

Note that you can relate the other masses $m_{2,3}$ to $m_{1}$ by $m_{i}^{2}=\Delta m_{i 1}^{2}+m_{1}^{2}$.

$$
\begin{equation*}
U=\left(V_{\mathrm{L}}^{\ell}\right)^{\dagger} V^{\nu} \tag{6.1}
\end{equation*}
$$

The unitary PMNS matrix $U$ can be decomposed as in Equation (5.7) so that in principle it depends on three angles $\vartheta_{i j}$ and six phases $\delta, \alpha_{1,2}$ and $\beta_{1,2,3}$. The rephasing freedom of charged leptons allows to absorb the $\beta_{i}$ phases into the charged lepton fields, hence only the Dirac CP phase $\delta$ and the two Majorana phases $\alpha_{1,2}$ are physical in the case of Majorana neutrinos.
Therefore, the PMNS parameters can be obtained in terms of the rotations $V_{\mathrm{L}}^{\ell}$ and $V^{v}$ which connect flavor and mass basis and which are determined by the $U(2)$ symmetry. We will analyze these relations in the following.

NEUTRINO MASSES AND PHASES FROM A U(2) TEXTURE As discussed in Section 5.3, a Majorana mass matrix with $U(2)$ texture, see Equation (5.14),

$$
M^{v}=\left(\begin{array}{ccc}
0 & m_{12}^{v} & 0  \tag{6.2}\\
m_{12}^{v} & m_{22}^{v} & m_{23}^{v} \\
0 & m_{23}^{v} & m_{33}^{v}
\end{array}\right)=\left(V^{v}\right)^{*} \operatorname{diag}\left(m_{1}, m_{2}, m_{3}\right)\left(V^{v}\right)^{\dagger}
$$

features two approximate texture zeros $M_{11}^{v}, M_{13}^{v} \approx 0$. Parametrizing the neutrino rotation matrix as in Equation (5.7), the vanishing $(1,1)$ and $(1,3)$ entries impose two complex conditions on the rotation parameters,

$$
\begin{align*}
& \frac{m_{1}}{m_{3}} \mathrm{e}^{\mathrm{i} \widetilde{\alpha}_{1}}+\left(t_{12}^{v}\right)^{2} \frac{m_{2}}{m_{3}} \mathrm{e}^{\mathrm{i} \widetilde{\alpha}_{2}}+\frac{\left(t_{13}^{v}\right)^{2}}{\left(c_{12}^{v}\right)^{2}} \mathrm{e}^{-\mathrm{i} \delta}=0  \tag{6.3}\\
& \frac{m_{1}}{m_{3}} \mathrm{e}^{\mathrm{i} \widetilde{\alpha}_{1}}-\frac{m_{2}}{m_{3}} \mathrm{e}^{\mathrm{i} \widetilde{\alpha}_{2}}+A=0 \tag{6.4}
\end{align*}
$$

Here, we abbreviated $t_{i j}^{v}=\tan \left(\vartheta_{i j}^{v}\right), \widetilde{\alpha}_{i}=2 \alpha_{i}^{v}+\delta^{v}$ and defined

$$
\begin{equation*}
A=\frac{t_{13}^{v}}{c_{13}^{v} c_{12}^{v} s_{12}^{v} t_{23}^{v}} \tag{6.5}
\end{equation*}
$$

Taking real and imaginary parts and combining these two complex equations, one can express four real quantities in terms of the others. Since the rotation angles will be related to the already measured PMNS angles, it is particularly convenient to find expressions for the unknown neutrino mass scale $m_{1}$ and the three phases $\widetilde{\alpha}_{1,2}$ and $\delta^{v}$. As a result, we find an equation

$$
\begin{equation*}
\left(t_{13}^{v}\right)^{4}=\frac{m_{1}^{2}}{m_{1}^{2}+\Delta m_{31}^{2}}+\left(s_{12}^{v}\right)^{2} \frac{\Delta m_{21}^{2}}{m_{1}^{2}+\Delta m_{31}^{2}}-\left(s_{12}^{v}\right)^{2}\left(c_{12}^{v}\right)^{2} A^{2} \tag{6.6}
\end{equation*}
$$

yielding the mass $m_{1}$ in terms of the neutrino angles $\vartheta_{i j}^{v}$ and masssquared differences $\Delta m_{i j}^{2}$. Afterwards, the solution to this equation can be used to determine the phases up to signs as

$$
\begin{align*}
& \cos \left(\delta^{v}\right)=\frac{A}{2\left(t_{13}^{v}\right)^{2}}\left[1-2\left(s_{12}^{v}\right)^{2}-\frac{\Delta m_{21}^{2}}{m_{3}^{2} A^{2}}\right],  \tag{6.7}\\
& \cos \left(\widetilde{\alpha}_{1}\right)=\frac{\Delta m_{21}^{2}-m_{3}^{2} A^{2}}{2 m_{1} m_{3} A},  \tag{6.8}\\
& \cos \left(\widetilde{\alpha}_{2}\right)=\frac{\Delta m_{21}^{2}+m_{3}^{2} A^{2}}{2 m_{2} m_{3} A}, \tag{6.9}
\end{align*}
$$

where $m_{i}=\sqrt{\Delta m_{i 1}^{2}+m_{1}^{2}}$ for $i=2,3$. Due to the symmetry of the cosine, two signs are possible for each phase which leads to eight possible sign combinations. However, all phases must have equal sign as can be seen as follows:

1. The imaginary part of Equation (6.4) can be rearranged as

$$
\begin{equation*}
\frac{\sin \left(\widetilde{\alpha}_{1}\right)}{\sin \left(\widetilde{\alpha}_{2}\right)}=\frac{m_{2}}{m_{1}}>0 \tag{6.10}
\end{equation*}
$$

so that $\widetilde{\alpha}_{1}$ and $\widetilde{\alpha}_{2}$ must have equal sign,

$$
\begin{equation*}
\operatorname{sign}\left(\widetilde{\alpha}_{1}\right)=\operatorname{sign}\left(\widetilde{\alpha}_{2}\right) \tag{6.11}
\end{equation*}
$$

2. Taking the imaginary part of Equation (6.3), one finds

$$
\begin{equation*}
\sin \left(\delta^{v}\right)=\frac{\left(c_{12}^{v}\right)^{2}}{\left(t_{13}^{v}\right)^{2}}\left[\frac{m_{1}}{m_{3}} \sin \left(\widetilde{\alpha}_{1}\right)+\left(t_{12}^{v}\right)^{2} \frac{m_{2}}{m_{3}} \sin \left(\widetilde{\alpha}_{2}\right)\right], \tag{6.12}
\end{equation*}
$$

where the right-hand side is larger than zero in the case of positive $\sin \left(\widetilde{\alpha}_{1}\right)>0$ and $\sin \left(\widetilde{\alpha}_{2}\right)>0$ and smaller than zero otherwise. Hence, also $\delta^{v}$ must have the same sign as the phases $\widetilde{\alpha}_{1,2}$. Hence,

$$
\begin{equation*}
\operatorname{sign}\left(\delta^{v}\right)=\operatorname{sign}\left(\widetilde{\alpha}_{1}\right)=\operatorname{sign}\left(\widetilde{\alpha}_{2}\right) \tag{6.13}
\end{equation*}
$$

In conclusion, given a set of the neutrino angles and mass-squared differences there exist either two possible solutions for the neutrino mass scale and phases or none at all.

DIAGONAL CHARGED LEPTON SCENARIO In a first approximation, one can neglect the contribution of charged leptons to the PMNS matrix $U$ as defined in Equation (6.1), that is by approximating $U \approx V^{v}$. We call this case the Diagonal Charged Lepton scenario. Since charged leptons are expected to yield only a small correction to neutrino observables, the results of this scenario will serve as a useful reference point for cases with charged lepton effects included.

This expectation results from the need of a hierarchical Yukawa matrix to explain the charged lepton masses.

Table 6.1: Predictions for the neutrino parameters in the Diagonal Charged Lepton scenario for normal (NO) and inverted ordering (IO), assuming NuFIT central values. The values are published in Reference [134].

|  | $m_{1}[\mathrm{meV}]$ | $\delta\left[{ }^{\circ}\right]$ | $\sum_{i} m_{i}[\mathrm{meV}]$ | $m_{\beta}[\mathrm{meV}]$ | $m_{\beta \beta}[\mathrm{meV}]$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NO | 5 | $(76,284)$ | 65 | 10 | 0 |  |
| IO |  | not possible |  |  |  |  |

In this scenario, the PMNS parameters will coincide with the ones from the neutrino rotation matrix $V^{v}, \vartheta_{i j}=\vartheta_{i j}^{\vee}, \delta=\delta^{v}$ and $\alpha_{1,2}=\alpha_{1,2}^{v}$. Therefore, Equations (6.6)-(6.9) yield the first neutrino mass $m_{1}$ as well as the three phases $\delta$ and $\alpha_{1,2}$ immediately in terms of the already measured PMNS parameters. This fact makes this scenario very predictive with the only unknown being the sign of the phases.
Indeed, we obtain the predictions in Table 6.1 when we plug in the current NuFIT central values [12, 136]. The low overall mass scale results in a sum $\sum_{i} m_{i}$ near the minimal possible value. Hence, the sum automatically satisfies the current bound from cosmology [1], while the effective beta decay mass $m_{\beta}$ is too low to be observed by KATRIN [51] or Project 8 [168]. For the Dirac phase, we obtain a value near the one obtained by T2K [164].
The zero ( 1,1 ) entry of the $U(2)$ texture implies a vanishing effective Majorana mass,

$$
\begin{equation*}
m_{\beta \beta}=\left|\sum_{i} U_{\mathrm{e} i}^{2} m_{i}\right|=m_{3}\left(c_{12}^{v}\right)^{2}\left(c_{13}^{v}\right)^{2}\left|M_{11}^{v}\right|=0 . \tag{6.14}
\end{equation*}
$$

Hence, also the Majorana mass $m_{\beta \beta}$ is well below the experimental reach. From this observation and Figure 6.1, it is evident that both the sum of neutrino masses $\sum_{i} m_{i}$ and the effective beta decay mass $m_{\beta}$ also need to be small since a vanishing Majorana mass $m_{\beta \beta}$ is only possible for a narrow range of the sum. Moreover, inverted hierarchy is also excluded since the different terms in the Majorana mass cannot cancel if $m_{3}$ is too small so that $m_{\beta \beta}$ will be non-zero, see Figure 6.1. The results of a more extensive analysis including uncertainties are presented in Section 6.4.
u(2) scenarios In realistic scenarios, charged leptons could yield a sizable effect and cannot be neglected when one of the left-handed rotation angles is large. In particular, additional phases in the charged lepton sector can smear out the predictions for the Dirac CP phase $\delta$ or the Majorana phases $\alpha_{1,2}$ and the valid range for the overall neutrino mass scale might be modified. In order to estimate the effect of charged leptons, one needs to make assumptions on the texture of their Yukawa matrix.

In this work, we assume a $U(2)$ texture also for the charged lepton sector. In principle, viable unified $U(2)$ models allow for two possible textures being compatible with either $U(5)$ or Pati-Salam Grand Unification, see Section 5.2. As it was discussed, the conditions on a $U(2)$ texture allow us to relate the rotation parameters, severely constraining the charged lepton rotation matrix. In particular, the $U(5)$ case is described by the rotation matrix in Equation (5.10) with one additional rotation angle $\vartheta_{23}^{\mathrm{L}, \ell}$ and two additional phases $\beta_{1,2}$, while Pati-Salam models depend only on one angle $\vartheta_{23}^{R, \ell}$ and one additional phase $\beta$, giving the rotation matrix in Equation (5.12).
Since only the left-handed rotations are important for phenomenology, we note that all left-handed angles in the Pati-Salam case, which we refer to as the $U(2)_{\text {PS }}$ or Pati-Salam scenario, are small. This holds in particular for the $(1,2)$ angle which is bounded by $s_{12}^{\mathrm{L}, \ell} \leq \sqrt{\frac{m_{\mathrm{e}}}{m_{\mu}}} \simeq 0.07$. As a consequence, we do not expect any large deviations of the PatiSalam scenario from the Diagonal Charged Lepton scenario, except that the additional phases now spoil the vanishing Majorana mass $m_{\beta \beta}$ and the predictions for the CP phase $\delta$. For later use, we express the neutrino parameters needed for the calculation of the neutrino masses according to Equation (6.6) in terms of the PMNS angles and phases in Appendix B.1.
By contrast, both the $(1,2)$ and the $(2,3)$ rotation in the $U(5)$ case, which we call the $U(2)_{5}$ or $U(5)$ scenario, can be sizable. Therefore, the contribution of the charged lepton sector to the PMNS matrix and its related observables could be large so that we expect a deviation from the Diagonal Charged Lepton scenario. As a consequence, inverted hierarchy neutrinos might be allowed. Again, we show the neutrino rotation parameters in terms of the PMNS parameters in Appendix B.1. Since the charged lepton rotation angles and phases are free parameters that cannot be determined experimentally in the Standard Model, predictions of the central values for the neutrino observables cannot be obtained for the $U(2)$ scenarios, which was possible in the Diagonal Charged Lepton scenario. Hence, we will perform a statistical analysis in Section 6.4.

### 6.3 Description of the statistical analysis

In order to pin down the predictions of $U(2)$-like models for neutrino observables, we perform a Bayesian analysis in the following. This method also allows us to obtain information on the uncertainty intervals and possible correlations which could help to confirm or exclude certain models. We restrict our analysis to the three scenarios presented in Section 6.2.
parameters of the scenarios The three scenarios differ in the number of free parameters. Common parameters to all scenarios are

Note that the charged lepton parameters might be correlated to other observables in the presence of additional dynamics such as a light axion field [41].

Table 6.2: Summary of the input parameters of the three scenarios where DCL refers to the Diagonal Charged Lepton scenario, see Section 6.2 for more details. Note that $\ell=1$ for normal ordering and $\ell=2$ for inverted ordering.

| Parameter | DCL | $U(2)_{\text {PS }}$ | $U(2)_{5}$ | prior |
| :---: | :---: | :---: | :---: | :---: |
| PMNS parameters | $\vartheta_{12}, \vartheta_{13}, \vartheta_{23}, \Delta m_{21}^{2}, \Delta m_{3 \ell}^{2}$ | NuFIT $\chi^{2}[12,136]$ |  |  |
| charged lepton angle | - | $\vartheta_{23}^{\mathrm{R}, \ell}$ | $\vartheta_{23}^{\mathrm{L} \ell}$ | flat |
| charged lepton phases | - | $\beta$ | $\beta_{1}, \beta_{2}$ | flat |

The probability distribution $p$ as a function of the PMNS parameters and mass-squared
differences can be obtained as $p=\mathrm{Ne}^{-\frac{1}{2} \chi^{2}}$
with a proper normalization $N$.
the angles $\vartheta_{12}, \vartheta_{13}$ and $\vartheta_{23}$ of the PMNS matrix and the mass-squared differences $\Delta m_{21}^{2}$ and $\Delta m_{31}^{2}$, for which information is provided by global fits such as NuFIT [12, 136]. In principle, one could also add the Dirac CP phase $\delta$ to the list of input parameters, but we refrain from doing so since the uncertainties on this parameter are large and there is a slight tension in T2K [164] and NOvA [165] data at the moment. While we think that this procedure is currently appropriate, one should include the CP phase $\delta$ to the list of inputs as soon as its uncertainty has significantly decreased.
While the PMNS angles and the mass differences form the full input for the Diagonal Charged Lepton scenario, the $U(2)_{5}$ and $U(2)_{\text {PS }}$ scenarios feature additional variables related to the charged lepton sector. In particular, these are one angle $\vartheta_{23}^{R, \ell}$ or $\vartheta_{23}^{\mathrm{L}, \ell}$ for the $U(2)_{P S}$ or $U(2)_{5}$ case, respectively, as well as one or two phases $\beta$ or $\beta_{1,2}$ for the $U(2)_{\text {PS }}$ and $U(2)_{5}$ scenarios, respectively. We assume flat prior distributions for these input parameters.
The parameters and their assumed prior distributions are summarized in Table 6.2.
statistical analysis In this work, we perform a Bayesian analysis of the scenarios for a given neutrino mass ordering according to the following steps:

1. We draw a random sample of the model parameters from the probability distributions indicated in Table 6.2. In particular, we use the NuFIT $\chi^{2}$ to infer the probability distributions for the PMNS parameters and the mass-squared differences, where we use the two-dimensional projection for $\left(s_{23}, \Delta m_{31}^{2}\right)$ and the onedimensional projections for all other parameters. The unknown charged lepton parameters are chosen from flat priors on their range of validity in the case of the $U(2)$ scenarios.
2. The neutrino rotation parameters are given by the PMNS parameters in the Diagonal Charged Lepton scenario, while we calculate them in the $U(2)_{\text {PS }}$ and $U(2)_{5}$ scenarios from formulas (B.6)-(B.8) and (B.16)-(B.18), respectively. This allows us to
derive the lightest neutrino mass $m_{1}$ using Equation (6.6), the Dirac CP phase (6.7) and the two Majorana phases from Equations (6.8) and (6.9).
3. Next, we compute the sum of neutrino masses $\sum_{i} m_{i}$, the effective beta decay mass $m_{\beta}$ and the effective Majorana mass $m_{\beta \beta}$ and determine their posterior distributions using histograms with a suitable binning. If there are two solutions we add them with a weight of $\frac{1}{2}$.
4. Finally, we derive constraints at $p \%$ confidence level by choosing a threshold number such that all bins with a count larger than this threshold sum up to $p \%$ of the points generated.

In the case of the Diagonal Charged Lepton scenario, we also performed a frequentist analysis by minimizing the NuFIT likelihood for each point in the parameter space. While this approach is numerically challenging due to the non-linear constraints imposed on the neutrino parameters and the flat directions for the unknown parameters, we obtain similar results for the frequentist and Bayesian approach in the Diagonal Charged Lepton scenario. Based on this observation, we do not expect large deviations in a frequentist analysis of the $U(2)$-motivated models compared to the Bayesian method.
technical implementation Our sampling code has been implemented in the programming language $C++$, combining several external libraries for specific tasks. In particular, we approximate the $\chi^{2}$ data points provided by NuFIT $[12,136]$ using linear interpolation with splines in one or two dimensions using the GNU Scientific Library. In order to solve the equations, we employ the Hybrids algorithm from that library, which we start 100 times at different initial points sampled from a quasi random Sobol sequence to obtain all solutions. Specifically, we use the Sobol sequence implementation in CERN's R00T framework [173, 174], which also provides us with classes for histograms and data export. The ROOT framework is also used to sample points from the NuFIT likelihood, where we pass the interpolated functions to TF1 and TF2 objects offering a sampling of points distributed according to the function defined. A random subset of the generated points is extracted and exported to Mathematica, where we assert the numerical reliability.

### 6.4 RESULTS

We have performed the analysis for the three scenarios separately, each with normal and inverted hierarchy. The results are shown in Table 6.3 as well as in Figures 6.2 and 6.3. Note that we do not show plots for the effective beta decay mass $m_{\beta}$ since it is correlated with the sum of neutrino masses.

This is statistically equivalent to the random choice of one of the solutions.

Table 6.3: Predictions for the neutrino observables as obtained from the Bayesian analysis described in Section 6.3. The confidence intervals are defined as containing $68.3 \%, 95.4 \%$ and $99.7 \%$ of the points for $1 \sigma, 2 \sigma$ and $3 \sigma$, respectively, and the central value quoted corresponds to the most likely value. Note that we found no solution for inverted hierarchy in the Diagonal Charged Lepton (DCL) and Pati-Salam scenario $U(2)_{\text {PS }}$. The values are published in Reference [134].

| Scenario | $\mathrm{NO} / \mathrm{IO}$ | $\sum m_{i}[\mathrm{meV}]$ | $m_{\beta}[\mathrm{meV}]$ | $m_{\beta \beta}[\mathrm{meV}]$ |
| :---: | :---: | :---: | :---: | :---: |
| DCL | NO | $65.0_{-0.6}^{+0.9}$ | $10.0_{-0.2}^{+0.3}$ | $0_{-0}^{+0}$ |
|  |  | $(64 \rightarrow 68)_{2 \sigma}$ | $(10 \rightarrow 11)_{2 \sigma}$ | $(0 \rightarrow 0)_{2 \sigma}$ |
|  |  | $(63 \rightarrow 69)_{3 \sigma}$ | $(9 \rightarrow 12)_{3 \sigma}$ | $(0 \rightarrow 0)_{3 \sigma}$ |
| $\mathrm{U}(2)_{\mathrm{PS}}$ | NO | $65.7_{-2.1}^{+3.8}$ | $9.8_{-0.3}^{+1.6}$ | $1.2_{-0.3}^{+0.5}$ |
|  |  | $(62 \rightarrow 72)_{2 \sigma}$ | $(9 \rightarrow 13)_{2 \sigma}$ | $(0 \rightarrow 2)_{2 \sigma}$ |
|  |  | $(62 \rightarrow 75)_{3 \sigma}$ | $(9 \rightarrow 14)_{3 \sigma}$ | $(0 \rightarrow 2)_{2 \sigma}$ |
| $U(2)_{5}$ | NO | $63.7_{-2.1}^{+4.4}$ | $9.5_{-0.3}^{+1.5}$ | $1.8_{-0.8}^{+1.3}$ |
|  |  | $(60 \rightarrow 74)_{2 \sigma}$ | $(9 \rightarrow 13)_{2 \sigma}$ | $(0 \rightarrow 4)_{2 \sigma}$ |
|  |  | $(59 \rightarrow 272)_{3 \sigma}$ | $(9 \rightarrow 85)_{3 \sigma}$ | $(0 \rightarrow 54)_{3 \sigma}$ |
|  | IO | $224.2_{-36.1}^{+173.8}$ | $77_{-10}^{+54}$ | $68.0_{-12.2}^{+31.0}$ |
|  |  | $(173 \rightarrow 1070)_{2 \sigma}$ | $(65 \rightarrow 303)_{2 \sigma}$ | $(49 \rightarrow 255)_{2 \sigma}$ |
|  |  | $(167 \rightarrow 5584)_{3 \sigma}$ | $(63 \rightarrow 497)_{3 \sigma}$ | $(1 \rightarrow 299)_{3 \sigma}$ |



Figure 6.2: $m_{\beta \beta}-\sum_{i} m_{i}$ parameter space at $95.4 \%$ confidence level in logarithmic (top) and linear scaling (bottom). The Diagonal Charged Lepton (DCL) scenario is marked in yellow with the most likely value indicated by a star, the Pati-Salam scenario $U(2)_{\text {PS }}$ in green and the $U(5)$-compatible scenario $U(2)_{5}$ in orange for normal and in purple for inverted ordering. Inverted ordering is not possible for the other scenarios. We also show the experimentally allowed regions for normal (blue) and inverted ordering (red), see also Figure 6.1. The gray region is excluded by cosmology, while expected future upper limits from cosmology and neutrinoless double beta decay ( $0 v \beta \beta$ ) experiments are marked with dashed lines. The plots are published in Reference [134].


Figure 6.3: Predictions for the Dirac CP phase $\delta$ in terms of $\sin ^{2}\left(\vartheta_{23}\right)$ of the PMNS matrix. The blue and red regions show the allowed parameter space from NuFIT for normal and inverted ordering, respectively. The other colors correspond to the scenarios as indicated in the caption below the plots. In each case, light colors correspond to $68.3 \%$ and dark colors to $95.4 \%$ confidence level. The plots have been published in Reference [134].
neutrino mass observables Our results confirm the expectations outlined in Section 6.2. The Diagonal Charged Lepton scenario corresponding to the pure $A_{2}$ texture [154-163] allows for a small mass range of $63-69 \mathrm{meV}$ at the $3 \sigma$ level only in the case of normal ordering. As a consequence, all predictions automatically fall below the current bounds, even below the stringent bound from cosmology. This also holds for the case of the Pati-Salam scenario $U(2)_{\mathrm{PS}}$, where, however, the $3 \sigma$ mass range of up to 75 meV is slightly larger due to the additional angle from the charged lepton sector. Moreover, the effective Majorana mass $m_{\beta \beta}$ does not vanish in this case but is far below the reach of current and near-future experiments, even at the $3 \sigma$ level.
As expected, the situation is different for the $U(5)$-compatible scenario. Due to the additional left-handed rotation the $3 \sigma$ range extends up to sums of 272 meV and thus into the region excluded by cosmological searches. The corresponding beta decay mass of $m_{\beta} \lesssim 85 \mathrm{meV}$ is still too low to be measured by KATRIN [51], but possibly in the reach of Project 8 [168]. However, our analysis shows that even though such large values are conceivable, they are improbable since the $2 \sigma$ interval suggests that the sum should be smaller than 74 meV , that is that a long tail of the distribution is responsible for the large $3 \sigma$ range. These observations confirm the ones in Reference [41] where the valid fits span a range of $59-78 \mathrm{meV}$, which is approximately the $2 \sigma$ region in this full analysis. Finally, the effective Majorana mass $m_{\beta \beta}$ is tightly constrained at the $2 \sigma$ level and therefore below the expected sensitivities of future experiments.
Furthermore, the possibility of inverted hierarchy arises in the $U(2)_{5}$ scenario due to the large left-handed rotation. If the $U(2)_{5}$ scenario with inverted ordering was realized in nature, this would lead to a tension with cosmological observations since the whole viable parameter space with sums larger than 167 meV at $3 \sigma$ is already excluded. On the other hand, a discovery of inverted order neutrinos would imply that a $U(2)$ texture is ruled out completely.

DIRAC CP PHASE In the case of the Diagonal Charged Lepton scenario, there is a correlation between the size of the $(2,3)$ angle $\vartheta_{23}$ of the PMNS matrix and the CP phase $\delta$, see Figure 6.3a. As discussed, the model makes no prediction as to the sign of the CP phase so that we find an axial symmetry about $180^{\circ}$. However, we also notice a slight tension of about $2 \sigma$ between the most probable model value and the current best fit point from NuFIT [12, 136]. If future experiments confirm the current central value from global fits, this would imply that a charged lepton effect is needed for a viable $A_{2}$ texture in the neutrino sector. Note also that the Diagonal Charged Lepton scenario prefers the octant where $\vartheta_{23}>\frac{\pi}{4}$, while the global fits still allow a tiny range in the other octant at the $1 \sigma$ level.

The additional phase in the $U(2)_{\text {PS }}$ case spoils the predictivity of the Diagonal Charged Lepton scenario by allowing all values for the Dirac CP phase $\delta$ at the $2 \sigma$ level. However, CP-conserving values are disfavored at slightly more than $1 \sigma$. While the current best fit point from global fits is in an approximately $2 \sigma$ tension with the most probable value of the scenario, the $1 \sigma$ regions from the fits and the model prediction now overlap. It is interesting to note that for PMNS angles $\vartheta_{23} \lesssim \frac{\pi}{4}$ a range of the CP phase around the CP-conserving value of $\delta=180^{\circ}$ is disfavored at the $2 \sigma$ level.
In the normal ordered $U(2)_{5}$ scenario, the two charged lepton phases result in the whole range for the Dirac phase $\delta$ being allowed at the $1 \sigma$ level, although the most probable value is still disfavored at slightly more than $1 \sigma$ when considering the experimental uncertainties. It is interesting to see that the most probable value is closest to the current best fit point from NuFIT [12, 136] compared to the other scenarios discussed in this work. In the inverted hierarchy case, only the second octant for the angle $\vartheta_{23}$ is allowed at the $2 \sigma$ level. Again, no values for the phase $\delta$ are excluded, although the region around the CP-conserving value $180^{\circ}$ is disfavored.
It would be interesting to reconsider all scenarios once both the CP phase $\delta$ and the angle $\vartheta_{23}$ are measured with better precision. The CP phase should be treated as an input then and it might be possible to compare the goodness of fits for all scenarios.

In this part, we have studied the predictions for neutrino observables in a broad class of models exhibiting a $U(2)$ flavor symmetry. Such a $U(2)$ family symmetry or variants like $D_{6} \times U(1)$ prove to be successful in reproducing the observed hierarchies in the quark sector and charged lepton masses. Extensions of this idea to the neutrino sector based on Majorana neutrinos with masses originating from the Weinberg operator provide a viable way to explain the absence of hierarchies in the PMNS matrix using Standard Model fields only.
In order to cover a broad class of $U(2)$ models, we only assumed the same properties for the neutrino Yukawa matrix which also the Yukawa matrices of quarks and charged leptons exhibit. Such a structure can be realized in several models, especially in unified scenarios. The resulting neutrino texture is the well-studied $A_{2}$ texture, which has been analyzed in the literature many times-although in pure texture analyses without taking an underlying symmetry structure into a account. Therefore, these analyses usually ignore the effect of charged lepton rotations on the PMNS matrix which could alter neutrino observables significantly.
In this work, we have augmented the pure $A_{2}$ model with charged lepton effects by assuming $U(2)$-like structures for all Yukawa matrices. In particular, the charged lepton sector can be characterized bybesides several new phases-essentially two angles at leading order, of which one is small in specific models motivated by theories of Grand Unification. To this extent, we considered three scenarios: a pure $A_{2}$ texture and the two unified scenarios $U(2)_{\mathrm{PS}}$ and $U(2)_{5}$ corresponding to $U(2)$ models with Pati-Salam or $U(5)$ unification, respectively, where either of the two angles is small.
For normal ordering, we find that the pure $A_{2}$ scenario predicts a small range of $63-69 \mathrm{meV}$ for the sum of neutrino masses $\sum_{i} m_{i}$ at $3 \sigma$ confidence level, which consequently translates into a narrow window for the effective beta mass $m_{\beta}$ and effective Majorana mass $m_{\beta \beta}$. These predictions are also valid for the unified scenarios at the $2 \sigma$ level. Only the $U(2)_{5}$ case allows for larger values at $3 \sigma$ due to the long tail in the distribution, which is a consequence of the large left-handed rotation. This means that all scenarios are below the current and near future laboratory bounds at $95.4 \%$ confidence level and only the near future indirect cosmological searches will be able to probe the parameter space. On the other hand, any observation of one of the mass parameters by near-future laboratory experiments would immediately rule out all scenarios.

Inverted hierarchy is only possible in the $U(5)$ Unification model, with all of the parameter space being excluded by measurements of the PLANCK satellite. While these indirect measurements already exclude inverted hierarchy for the $U(2)$-like scenarios, also the next generation of neutrino-less double beta decay experiments will be able to disfavor the inverted hierarchy parameter space in a controlled laboratory experiment. A detection of inverted hierarchy on the other hand would again rule out $U(2)$-like models provided that the cosmological measurements prove to be reliable.
Due to the additional phases from the charged lepton sector, the prediction for the Dirac CP phase $\delta$ in the pure $A_{2}$ scenario gets smeared out in the $U(2)$ cases to the whole parameter space at $2 \sigma$ confidence. Depending on the precise value for the $(2,3)$ PMNS angle $\vartheta_{23}$, several areas of the parameter space are disfavored. Therefore, it might be interesting to revisit this case again once the precise value of the CP phase and the octant of the $(2,3)$ PMNS angle have been pinned down.
Besides the already mentioned improvements in experiments which would allow to constrain the parameter space further when using their results as further input to the analysis, one could also try to find limits for the observables by correlating the free charged lepton parameters to other observables. For instance, the $U(1)$ factor could be linked to a flavor-violating axion where the rotation parameters enter the flavor-violating couplings to charged leptons, which contribute to flavor-changing decays like muon decays into electrons and axions, $\mu \rightarrow e^{-}+a$.

Part III
LIGHT NEW PHYSICS IN THE SKY: SUPERNOVA BOUNDS ON FLAVOR-VIOLATING COUPLINGS

## LIGHT PARTICLES IN SUPERNOVAE

The standard cooling picture of the remnant of a core-collapse supernova explosion can be severely influenced by the presence of new light particles. If such a light particle is produced inside the newly formed proto-neutron star and if it is sufficiently long-lived to carry away energy, the emission of neutrinos is affected. The consistency of the neutrino cooling mechanism with the observations of the SN1987A supernova by three neutrino experiments places a tight bound on the additional energy loss due to new particles. This in turn constrains the interactions of the light particle with all Standard Model particles existing inside the proto-neutron star.
We briefly review the supernova explosion mechanism and some properties of the neutron star remnants in Section 8.1, before turning to a short discussion of the way to obtain New Physics bounds in Section 8.2.

### 8.1 CORE-COLLAPSE SUPERNOVAE

The death of a massive star serves as a starting point to one of the most fascinating phenomena in the universe: a supernova. During the explosion, the star ejects not only most of its mass into interstellar space, but also radiates away the gravitational binding energy of $\mathcal{O}\left(10^{53} \mathrm{erg}\right)$ of the compact remnant formed during the collapse of the star's core, mostly in the form of neutrinos and antineutrinos [175]. This process takes only a fraction of a second and is a consequence of an interplay of all four known forces of nature [176]. While the precise mechanism is still debated, recent state-of-the-art simulations by several groups agree that the explosion is predominantly driven by neutrino heating. However, asymmetric initial conditions and hydrodynamical instabilities seem to provide the necessary perturbations for successful explosions in stars with more than 10 solar masses [176, 177]. This consensus among scientists also stems from the lack of convincing alternative explanations based on established physical principles [175]. We present a brief overview of these neutrino-driven core-collapse supernovae which is based on the Reviews [175, 176, 178-180].
start of the collapse The starting point is a heavy star with mass $M \gtrsim 8 M_{\odot}$, where $M_{\odot}$ denotes the mass of our Sun. At the end of its lifetime, such a star has an onion-like structure: it consists of several shells of different chemical elements produced at each step in the fusion chain [175]. The reason for this shell-like structure is that
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Degenerate electrons feature a distribution that can be approximated by a step function, corresponding to a Fermi gas at zero temperature.

Note that the neutrino energy
$E_{v}$ enters the cross section $\sigma$ squared, $\sigma \sim G_{\mathrm{F}}^{2} E_{v}^{2}$ with the Fermi constant $G_{F}$, which can be seen from dimensional analysis. The proton coupling is suppressed by $1-4 \sin ^{2}\left(\vartheta_{\mathrm{W}}\right)$ with the weak mixing angle $\vartheta_{\mathrm{W}}[183]$.

The dissociation of iron happens mainly by photons created due to the increased temperature in the shock region [175].
the conditions needed to ignite heavier elements are at first realized in the center. In particular, stars with masses above approximately $10 M_{\odot}$ succeed in burning silicon to iron [176], which cannot be ignited any further since it is the most tightly bound element [181]. Thus, an iron core is formed at the center which is stabilized by the pressure of degenerate electrons.
While silicon burning is adding iron to the core, the core reaches the Chandrasekhar mass of about $1.4 M_{\odot}$ [182], at which the degeneracy pressure cannot stabilize the core against gravity anymore. As a consequence, the iron core starts to collapse. The increasing density leads to an increase in the electron chemical potential which eventually overcomes the mass gap between neutron and proton [178]. At this point, the electron capture process of protons, $e^{-}+p \rightarrow n+v_{\mathrm{e}}$, becomes efficient, reducing the electron density. Hence, the collapse is even accelerated due to the further reduction of electronic pressure and the iron core turns to more neutron-rich isotopes [178].
The increasing temperature and neutron number $N$ of the nuclei enhances the cross section of neutrino-nucleus scattering so that neutrinos are trapped [183]. Therefore, a neutrino sphere with a radius of $\mathcal{O}(40 \mathrm{~km})$ forms where neutrinos are in thermal equilibrium [180]. This situation is analogous to photons in our Sun: They cannot stream freely within the Sun and are emitted from its surfacethe photosphere-so that the photon spectrum is given by a Planck spectrum at the surface temperature, despite much higher temperatures in the inner Sun.

Shock formation and neutrino heating about $\mathcal{O}(100 \mathrm{~ms})$ after the collapse started, the core density is so high that the repulsive forces between the nuclei become important [178]. Thus, the collapse is decelerated and eventually stopped, forming an object which is now stabilized by the pressure of nuclear matter. The still inwards falling material from the outer core bounces on the halted inner core, triggering a shock wave to the outer region of the star [175]. On its way outwards, the shock wave dissociates the iron nuclei in the outer core into free protons and neutrons, on which electron capture is more efficient. This leads to the production of neutrinos, which leave the star in a short burst of $\mathcal{O}(10 \mathrm{~ms})$ once the shock wave crosses the surface of the neutrino sphere [183], see Figure 8.2a.
While it was believed in the past that this shock wave triggers the supernova explosion, state-of-the-art simulations by several groups agree that the energy of the shock is exhausted from the dissociation of iron nuclei so that the shock wave halts at a radius of $100-200 \mathrm{~km}$ [175]. It is established that the shock is revived by heating from neutrinos emitted from the core [184]. In particular, the inner core continues to accrete material and becomes a proto-neutron star. The increasing temperature increases the energy of the neutrinos emitted from the
neutrino sphere which then hit the free protons and neutrons behind the shock front. This neutrino heating by mainly $v_{\mathrm{e}}+n \rightarrow p+e^{-}$ and $\bar{v}_{\mathrm{e}}+p \rightarrow n+e^{+}$reactions not only deposits energy in that layer and hence increases the temperature, but also results in a higher lepton number with a larger degeneracy pressure. Morever, a turbulent flow is created which constantly transports neutrino-heated material to the shock region while bringing cooler material to the region of efficient neutrino-heating [175]. As a result of the increasing thermal pressure which is supported by turbulent pressure, the shock wave is revived and the outer layers of the star get ejected into the interstellar space [175]. While the core-collapse and the revival of the shock wave take several hundreds of milliseconds only, the triggered explosion reaches the surface of the progenitor star after several hours [175].
the remnant of the explosion The further evolution depends on the mass of the dying star. If it is larger than about $25 M_{\odot}$, the proto-neutron star will further collapse to a black hole, while for lower masses it will cool and eventually become a neutron star [178]. Focussing on the latter case, the proto-neutron star with a radius of $\mathcal{O}(10 \mathrm{~km})$ and a mass of $\mathcal{O}\left(1.5 M_{\odot}\right)$ is initially rather hot with temperatures of tens of MeV and features a large fraction of protons of about $20 \%$ [175].
However, the large temperature and chemical potentials also allow for the production of heavier particles such as muons [185, 186] or even hyperons [187]. In particular, large chemical potentials imply large kinetic energies so that scattering processes could have a center-ofmass energy larger than the mass gap between, for instance, neutron and $\Lambda$ baryon so that $\Lambda$ particles may be produced. The thermal production of a particle $i$ with mass $m_{i}$ can be roughly estimated by assuming Boltzmann distributions for the number densities $n_{i}$, that is $n_{i} \sim \mathrm{e}^{-\frac{m_{i}}{T}}$. For example, this relates neutron and $\Lambda$ densities as

$$
\begin{equation*}
\frac{n_{\Lambda}}{n_{\mathrm{n}}}=\mathrm{e}^{-\frac{m_{\Lambda}-m_{\mathrm{n}}}{T}} \sim 0.01 \tag{8.1}
\end{equation*}
$$

assuming a temperature of $T \sim 40 \mathrm{MeV}$. Thus, $\Lambda$ baryons have a sizable abundance in these proto-neutron stars.

EQUATIONS OF STATE An important ingredient to the prediction of the properties of a neutron star by simulations is the equation of state which relates the thermodynamical quantities characterizing the star to each other, see Reference [188] for a review. The main difficulty in the construction of such an equation of state is the modelling of nuclear interactions, where full calculations based on Quantum Chromodynamics (QCD) are complicated, especially in extremely dense environments. Thus, these processes have to be simplified or fitted to data [188]. There are many proposals of such equations of

In fact, this turbulence [180] and potential initial asymmetries [177] are needed to achieve explosions in stars with masses $\geq 10 M_{\odot}$, where neutrino heating alone is usually not sufficient.
$T=10 \mathrm{MeV}$ correspond to $10^{11} \mathrm{~K}$.

Hyperons are baryons consisting of up, down and at least one strange quark, for example the $\Lambda$ baryon being the isospin- 0 bound state of uds quarks.

This approximation with Boltzmann distributions is applicable since all baryons are non-relativistic in stars.


Figure 8.1: Temperature (left) and composition (right) profiles about 1 s after the core bounce of the SN1987A supernova proto-neutron star as a function of the radius $r$. The temperature $T$ is shown for three possible masses of the progenitor star, where the indicated numbers are given in units of the solar mass $M_{\odot}$. The composition profiles are plotted for the progenitor with mass $18.8 M_{\odot}$ for neutrons ( n ), protons (p), electrons ( $e^{-}$) and $\Lambda$ baryons. Note that the apparent net charge between 15 km and 20 km is compensated by the abundances of deuterium and tritium nuclei not shown in the plot. The temperature profiles are based on the supernova simulation in Reference [186], while the compositions have been obtained using the CompOSE framework [194] with the SFHoY equation of state [187] and the supernova input from Reference [186].

All particle numbers are net numbers, for instance the electron number density $n_{\mathrm{e}}$ is the difference of the densities of electrons $n_{\mathrm{e}^{-}}$ and positrons $n_{\mathrm{e}^{+}}$, $n_{\mathrm{e}}=n_{\mathrm{e}^{-}}-n_{\mathrm{e}^{+}}$. The baryon number density $n_{\mathrm{b}}$ is obtained by summing the number densities of all baryons, $n_{\mathrm{b}}=\sum_{i} B_{i} n_{i}$, where $B_{i}$ is the baryon number of particle $i$.
state in the literature differing, among other things, in the particle degrees of freedom and the interactions between them. Examples of general-purpose equations of state which can be applied to a large range of the parameter space include LS220 [189, 190], DD2Y [191] or SFHo [192, 193], where the latter two are compatible with all present constraints [188].
In this work, we restrict ourselves to the SFHo equation of state which is available in a variant called SFHoY [187] with hyperons included. There are three input parameters necessary to infer all thermodynamical quantities including the composition of the star: the baryonic energy density $\varrho_{\mathrm{b}}$, the temperature $T$ and the lepton fraction $Y_{\ell}=Y_{\mathrm{e}}+Y_{\mu}$, where the fractions $Y_{i}$ are given by the ratio of the number density $n_{i}$ of the considered particle to the baryon number density $n_{\mathrm{b}}, Y_{i}=\frac{n_{i}}{n_{\mathrm{b}}}$ [194]. In the case of supernovae, these input parameters can be obtained from a simulation of the supernova, where we take the recent simulation in Reference [186] that is available from the Garching Core-Collapse Supernova Archive [195] in this work. In particular, the authors simulated the SN1987A supernova for three possible masses $M=18.6 M_{\odot}, 18.8 M_{\odot}, 20 M_{\odot}$ of the progenitor star. This leads to the temperature profiles and abundances of several particle species as a function of the radius $R$ of the star 1 s after the bounce as shown in Figure 8.1.


Figure 8.2: The neutrino signal of a supernova as obtained in a recent simulation [177]. Both the luminosity $L_{v}$ (left) and the mean energy $\left\langle\epsilon_{v}\right\rangle$ (right) of electron neutrinos (blue), electron antineutrinos (orange) and heavy lepton neutrinos (green) are shown in terms of the time $t$ after the core bounce. The narrow peak at a time $t \simeq 0 \mathrm{~s}$ corresponds to the short neutrino burst once the shock wave crosses the surface of the neutrino sphere and the slow decline afterwards to the cooling of the neutron star remnant.

In order to calculate the thermodynamical quantities, the computer code CompOSE [194] can be used. The temperature profiles obtained in this way, see Figure 8.1a, are similar in shape but different in scale. Peak temperatures vary between $40-60 \mathrm{MeV}$, justifying the use of $T \sim 40 \mathrm{MeV}$ in the Approximation (8.1) above. As expected, neutrons are the most common particle species with a fraction of $Y_{n} \sim 80 \%$, while there still is a large population of protons of $\mathcal{O}(20 \%)$, see Figure 8.1b. The simulated abundances of the $\Lambda$ baryons match the estimate in Equation (8.1). While the $\Lambda$ fraction $Y_{\wedge}$ reaches its maximum of $\mathcal{O}\left(10^{-2}\right)$ at the radius where also temperature peaks, it quickly vanishes for radii above about 10 km . This observation indicates that the population of $\Lambda$ baryons is indeed mainly due to thermal production.

### 8.2 THE NEUTRINO SIGNAL AS A BOUND FOR NEW PHYSICS

The neutrino-driven core collapse supernova mechanism reviewed in the previous section implies that nearly all of the nascent neutron star's binding energy of $\mathcal{O}\left(10^{53} \mathrm{erg}\right)$ is radiated away in the form of neutrinos [183]. Simulations predict a characteristic time evolution of the neutrino emission, see Figures 8.2a and 8.2b. At first, a short neutrino burst occurs as a consequence of the shock wave crossing the surface of the neutrino sphere [117]. The reduced cross section of coherent neutrino scattering due to the dissociation of the heavy elements by the shock wave spoils neutrino trapping which leads to a

Only about $1 \%$ of the energy is carried away by the ejected material, while photon radiation contains even less energy. large number of neutrinos leaving the star.


Figure 8.3: Temperature at a radius of $R=7.5 \mathrm{~km}$ at time $t$ after the core bounce as obtained from the supernova simulation of a progenitor star with mass $18.8 M_{\odot}$ in References [186].

Note that muon and tau neutrinos have slightly higher temperatures since their energy is too low to produce muons or taus in charged current interactions, reducing their scattering cross section [55].

While this sudden neutrino burst carries away already about half of the binding energy, the more interesting phase for Beyond the Standard Model physics is the following cooling phase [55]. Since new particles are more likely to be produced in the core of the star where density and temperature are highest, a significant energy loss due to a new particle would occur during that phase. This is due to the fact that the energy of the initial neutrino burst stems mainly from the accretion of material and contraction at the shock front, whereas the cooling neutrinos deplete the energy of the inner core [55]. Since neutrinos are trapped there, this cooling of the inner core starts only after the time which neutrinos need to reach the neutrino sphere.
New particles with weaker couplings, however, might leave the star earlier than neutrinos, thus providing an additional energy loss channel which reduces the temperatures of the core and the neutrino sphere more rapidly [55]. As a consequence, the exponential decay of the neutrino luminosity during the cooling phase of the proto-neutron star can be severely modified in the presence of new particles. Since neutrinos are emitted from the neutrino sphere, their energies are distributed around the temperature of the star of $\mathcal{O}(20 \mathrm{MeV})$, which quickly drops below 10 MeV after about 10 s , see also Figure 8.3. This expectation is confirmed by a recent simulation of the neutrino energies with mean values of about $10-15 \mathrm{MeV}$ for 5 s after the core bounce, see Figure 8.2b. Additional energy loss would cause the temperature and consequently also the energies of the emitted neutrinos to drop faster. Thus, an observation of a nearby supernova measuring the energies of such cooling-phase neutrinos with time leads to insights into the cooling mechanism [55].

SUPERNOVA SN1987A The only nearby supernova of which the neutrino signal could be detected was observed on February 24, 1987 in an event called SN1987A, where the star Sanduleak - 69202 in the Large Magellanic Cloud underwent a core-collapse supernova. At a distance of about 50 kpc it was still close enough to yield a significant neutrino flux on earth, which was independently seen by the three experiments Kamiokande in Japan [196], Irvine-Michigan-Brookhaven (IMB) in the United States [197] and Baksan in Soviet Union [198]. These detectors have lower detection thresholds of $10-20 \mathrm{MeV}$ so that one expects a neutrino pulse of $\mathcal{O}(10 \mathrm{~s})$ in their data corresponding to the predicted time scale of the drop in mean neutrino energies [55], see also Figure 8.2b.
Indeed, the total number of 24 observed neutrinos arrived during a time span of $5-12 \mathrm{~s}$ and combined fits are in agreement with the predictions from the core-collapse mechanism [199]. In particular, the Kamiokande group reports a probability for a background fluctuation of less than $10^{-7}$ [55]. The neutrino luminosity $L_{v}$ during the cooling phase is compatible with a value of

$$
\begin{equation*}
L_{v} \simeq 3 \times 10^{52} \mathrm{ergs}^{-1} \tag{8.2}
\end{equation*}
$$

corresponding to a total energy of $\mathcal{O}\left(10^{53} \mathrm{erg}\right)$ integrated over the pulse duration [55].
new particles As discussed above, the presence of a new particle would accelerate the cooling of the core and shorten the neutrino pulse seen by neutrino experiments. Since the cooling time observed in 1987 was compatible with the Standard Model model predictions, the coupling of the new particle can be constrained by requiring that the cooling time is not significantly affected [117]. While a full simulation of proto-neutron star cooling including all new degrees of freedom would be necessary to establish the bound, an estimate is given by the criterion that the luminosity $L_{X}$ of a new particle $X$ should not exceed the neutrino luminosity $L_{v}$ [117], that is

$$
\begin{equation*}
L_{X} \lesssim L_{v}=3 \times 10^{52} \mathrm{ergs}^{-1} \tag{8.3}
\end{equation*}
$$

If the luminosity of the $X$ particle was larger, then considerably less energy would be available to neutrinos so that the neutrino energy would drop below the detection threshold. Although this criterion is ad hoc, it is agreed upon as a good estimate by numerical simulations of axion emission [118].
There are some limitations to the bound [55]. First, the new particle must be produced within the proto-neutron star, which places an upper bound on its mass depending on the temperature of the star

Note that the neutrino pulse observed by the Mont Blanc Observatory several hours before the other signals is not attributed to SN1987A [55].

This bound is sometimes referred to as the "Raffelt criterion".

Internal stellar dynamics would also be changed drastically at such strong couplings, requiring a modification of the simulations. Hence, the bound in Equation (8.3) should only be applied for modest trapping.
and potential mass gaps between initial and final state particles. Furthermore, there is no supernova limit for an arbitrarily small coupling of the new particle because the energy loss would not be efficient if the particle is rarely produced. On the other hand, there is also an upper limit of applicability for this criterion: For large couplings, the new particle would be trapped in the star as is the case for neutrinos [55]. As a consequence, there would also be an $X$ sphere where the $X$ particles are in equilibrium and the new particles would be thermally emitted from the surface of that sphere. If this sphere had a radius larger than the one of the neutrino sphere, then again energy would be more efficiently lost by neutrinos which escape the star earlier and the neutrino signal on earth would not be affected [118].
To conclude, one can place limits for a novel kind of particle by calculating its luminosity $L_{X}$ which can be compared to the bound in Equation (8.3) at least in the case of only weakly trapped particles. While this is a rough estimate, it is still appropriate given the nonnegligible uncertainties in supernova modelling. The huge advantage of supernovae for Beyond the Standard Model physics is the high production number of particles which allows to test feebly interacting light particles and to place tight bounds on their couplings.
Any future nearby supernova would shed more light on the exact laws governing an explosion since more neutrino detectors are assembled and running nowadays [200]. For instance, the IceCube experiment is expected to record $\mathcal{O}\left(10^{6}\right)$ neutrinos from a supernova at a distance of 10 kpc which would allow for a measurement of the neutrino light curve and thus the resolution of the different phases in the collapse [200]. With that information at hand, also the reliability of the New Physics bound could be improved.

## SN1987A CONSTRAINTS ON FLAVOR-VIOLATING

 COUPLINGSThe constraint on the energy loss due to the emission of a new light particle has been used in the past to derive strong bounds on axion couplings to nucleons. Because of the sizable abundance of $\Lambda$ baryons in the proto-neutron star, one can extend this analysis to flavor-violating couplings of axions which mediate transitions from strange to down quarks.
In Section 9.1, we present the basic formulas which yield the luminosity of a new particle produced in stars, also discussing effects due to the modified dispersion relation and trapping. In the presence of a flavor-violating coupling, axions are dominantly produced in $\Lambda$ decays into neutrons and axions, which we use to place limits in Section 9.2. In Section 9.3, we finally estimate the bounds for $\Lambda$ bremsstrahlung as a possibility to extend the constraints to axion-like particles with masses above the mass difference between the $\Lambda$ hyperon and neutron.

### 9.1 ENERGY-LOSS FORMULA FOR A NEW PARTICLE

If a light particle $X$ produced in the core is sufficiently weakly interacting to escape the stellar plasma, it can efficiently drain the energy of the star. In order to place bounds on the mass and couplings of the new particle, we have to calculate the energy loss of the stellar medium due to the emission of that particle from first principles. In the following, we evaluate the luminosity $L_{X}$ which is the energy loss per unit time.
Since the thermodynamic properties of a star vary with its radius, we determine the energy loss rate per volume $Q$ and integrate over the volume $V_{v}$ of the neutrino sphere with radius $R_{v} \sim \mathcal{O}(40 \mathrm{~km})$ [55, 201],

$$
\begin{equation*}
L_{X}=\int_{V_{v}} \mathrm{~d}^{3} r Q(r)=4 \pi \int_{0}^{R_{v}} \mathrm{~d} r r^{2} Q(r), \tag{9.1}
\end{equation*}
$$

where in the last step we assumed spherical symmetry. The reason why this integral is cut at the neutrino sphere is that only particles produced within the neutrino sphere reduce the energy available to neutrino emission and thus affect the observed neutrino signal, see Section 8.2.
The energy loss rate per volume $Q$ is obtained from the usual thermal average, taking the rate $\Gamma_{\text {prod }}$ into account at which the light particle is produced. Specifically, this means that $Q$ is given by the integration

The thermal average of a quantity $O$ is the sum over all quantum numbers $i, j, \ldots$ of the distribution function $f(E)$ times that quantity, $\langle O\rangle=$ $\sum_{i, j, \ldots} O_{i, j, \ldots} f\left(E_{i, j, \ldots}\right)$, with the particle energy $E$.
The " $1 \pm$ " occurs since we are considering a final state particle.

Note that unlike for particle decays we do not average over initial state polarizations but only sum since we are considering an ensemble of particles instead of individual ones.
and summation of the light particle's energy $E_{X}$ and production rate $\Gamma_{\text {prod }}$ over its phase space and internal degrees of freedom $[55,201]$,

$$
\begin{equation*}
Q=\sum_{\text {pol }_{\mathrm{X}}} \int \frac{\mathrm{~d}^{3} p_{\mathrm{X}}}{(2 \pi)^{3}} E_{\mathrm{X}} \Gamma_{\mathrm{prod}} \tag{9.2}
\end{equation*}
$$

In principle, one would have to consider also a distribution factor $\left(1 \pm f_{X}\left(\mathbf{p}_{X}\right)\right)$, where the upper sign refers to bosons and the lower one to fermions. However, we neglect this factor since an escaping particle cannot build up a thermal population so that $f_{X} \simeq 0$.
The production rate $\Gamma_{\text {prod }}$ is a straightforward generalization of the decay rate of a particle. It is proportional to the probability $|\langle f| S| i\rangle\left.\right|^{2} \sim$ $(2 \pi)^{4} \delta^{(4)}\left(\sum_{i} k_{i}-\sum_{f} p_{f}\right)|\mathcal{M}|^{2}$ for the production process to occur, where $\mathcal{M}$ is the Feynman amplitude and $\sum_{i} k_{i}$ and $\sum_{f} p_{f}$ are sums over the initial and final state momenta $k_{i}$ and $p_{f}$, respectively. Moreover, we have to incorporate the occupation probabilities for the initial particles given by the Bose-Einstein (BE) or Fermi-Dirac (FD) distributions

$$
\begin{equation*}
f_{i}^{\mathrm{BE} / \mathrm{FD}}\left(\mathbf{p}_{i}\right)=\frac{1}{\mathrm{e}^{\frac{E_{i}\left(\mathbf{p}_{i}\right)-\mu_{i}}{T}} \mp 1} \tag{9.3}
\end{equation*}
$$

with the chemical potential $\mu_{i}$ of the particle and temperature $T$. Similarly, Bose enhancement or Pauli blocking factors $\left(1+f_{f}\right)$ and ( $1-f_{f}$ ), respectively, need to be taken into account for the final state. Finally, we have to integrate over the phase space and sum over the internal degrees of freedom of each particle, yielding in total [201]

$$
\begin{array}{r}
\Gamma_{\text {prod }}=\frac{1}{2 E_{\mathrm{X}}} \prod_{i} \int \frac{\mathrm{~d}^{3} k_{i}}{(2 \pi)^{3} 2 E_{i}} f_{i}\left(\mathbf{k}_{i}\right) \prod_{f \neq \mathrm{X}} \int \frac{\mathrm{~d}^{3} p_{f}}{(2 \pi)^{3} 2 E_{f}}\left(1 \pm f_{f}\left(\mathbf{p}_{f}\right)\right) \\
\times(2 \pi)^{4} \delta^{(4)}\left(\sum_{i} k_{i}-\sum_{f} p_{f}\right) \sum_{\text {pol }}|\mathcal{M}|^{2} \tag{9.4}
\end{array}
$$

where the index $i$ refers to all initial particles, while the index $f$ runs over all final state particles including the new light particle $X$.
In order to calculate the luminosity $L_{X}$, one needs to know the chemical potential $\mu_{i}$ of each particle $i$ and the temperature $T$ of the star. While the temperature is the same for all particles in thermal equilibrium, five basic chemical potentials are sufficient to describe all particles due to conserved quantum numbers. These are given by $\mu_{\mathrm{b}}$, $\mu_{\mathrm{q}}, \mu_{\mathrm{s}}, \mu_{\mathrm{le}}$ and $\mu_{l \mu}$ corresponding to baryon number, electric charge, strangeness, electron lepton number and muon lepton number symmetries, respectively [194]. Then, a particle $i$ with baryon number $B_{i}$, electric charge $Q_{i}$, strangeness $S_{i}$, electron number $L_{i}^{\mathrm{e}}$ and muon number $L_{i}^{\mu}$ features a chemical potential [194]

$$
\begin{equation*}
\mu_{i}=B_{i} \mu_{\mathrm{b}}+Q_{i} \mu_{\mathrm{q}}+S_{i} \mu_{\mathrm{s}}+L_{i}^{\mathrm{e}} \mu_{\mathrm{le}}+L_{i}^{\mu} \mu_{1 \mu} \tag{9.5}
\end{equation*}
$$

The input quantities, that is temperature $T$ and the chemical potentials $\mu_{i}$, have to be obtained from a simulation of the star and generally depend on its radius $r$ so that both $\Gamma_{\text {prod }}$ and $Q$ become radius-dependent. Moreover, the production rate $\Gamma_{\text {prod }}$ also depends on the energy $E_{X}$ of the new particle.

TRAPPING A light particle produced in the core of a proto-neutron star might be absorbed again in outer regions, thus reducing the luminosity of the new particle [201]. In particular, energy deposited by the absorption process would be available to neutrinos if it happens in a region where neutrino emission is still efficient, see Figure 9.1a. In this case, the neutrino pulse observed on earth would not be influenced despite the presence of a new particle. Hence, we need to take the reduction of the luminosity by absorption into account in order not to overestimate the effect of a new particle.
For weak couplings, absorption happens only rarely so that the energy loss rate $Q$ per volume in Equation (9.2) yields a good approximation of the luminosity attributed to new particle emission. If instead the couplings are large, then trapping effects are efficient and the new particle scatters multiple times before it reaches a radius at which the star becomes transparent. The consequence is the formation of an $X$ sphere within which the new particles cannot leave the star so that they are effectively emitted thermally from the surface of that sphere [202], see Figure 9.1b. This situation is analogous to neutrinos and photons which are mostly emitted from the surface of the neutrino sphere or from the surface of the star, respectively, due to their trapping.
The quantity characterizing these trapping effects is the optical depth $\tau$. For homogeneous materials it is defined as the product of the inverse of the mean-free path $\lambda_{\mathrm{mfp}}$ and the distance $\Delta R$ travelled, $\tau=\lambda_{\mathrm{mfp}}^{-1} \Delta R$. If a particle covers a distance of the mean-free path, the optical depth becomes unity and the particle number gets suppressed by $\mathrm{e}^{-\tau}=\mathrm{e}^{-1}$. Therefore, we can include trapping in our calculations by multiplying the production rate $\Gamma_{\text {prod }}$ by an exponential damping [201],

$$
\begin{equation*}
\Gamma_{\text {prod }} \rightarrow \Gamma_{\text {prod }} \mathrm{e}^{-\tau} \tag{9.6}
\end{equation*}
$$

The energy-loss rate $Q$ per volume in Equation (9.2) is modified to [201]

$$
\begin{equation*}
Q=\sum_{\text {pol }}^{X} \left\lvert\, ~ \int \frac{\mathrm{~d}^{3} p_{\mathrm{X}}}{(2 \pi)^{3}} E_{\mathrm{X}} \Gamma_{\mathrm{prod}}\left(E_{\mathrm{X}}, r\right) \mathrm{e}^{-\tau\left(E_{\mathrm{X}}, r\right)}\right. \tag{9.7}
\end{equation*}
$$

In this expression, we considered the general case of a non-constant optical depth that depends on the energy $E_{\mathrm{X}}$ and the radius $r$ where

(a) Modest trapping. Energy deposited within the gain radius $R_{\text {gain }}($ blue) by $X$ particle absorption is converted to neutrino energy and does not contribute to the $X$ luminosity in the energy-loss criterion (8.3). Only $X$ particles exiting the gain sphere (blue) drain the neutrino energy and affect the neutrino signal on earth.

(b) Large trapping. The $X$ particles are effectively emitted from an $X$ sphere (red) with radius $R_{X}$ and scatter many times before reaching that radius. The neutrino signal on earth is affected since $X$ particles are emitted from within the neutrino sphere (black) and thus drain its energy.

(c) Very large trapping. $X$ particles are even trapped outside of the neutrino radius $R_{v}$ (black) and are emitted from an $X$ sphere (red). Since neutrinos are emitted from within that sphere, the neutrino signal on earth is unchanged and no New Physics bound can be placed in this situation.

Figure 9.1: Visualization of the different trapping regimes. Neutrinos are mostly emitted from the neutrino sphere (black) at radius $R_{\nu}$ but also to a lesser extent at larger radii. Top left: For modest trapping, most of the $X$ particles freely stream out of the star, while some are absorbed. The energy of $X$ particles absorbed before the gain radius $R_{\text {gain }}$ (blue) is available to neutrino emission so that they do not affect the neutrino signal. Top right: For large trapping, the $X$ particles scatter many times before reaching the radius $R_{X}$ at which the star becomes effectively transparent. Hence, an $X$ sphere (red) forms and most of the $X$ emission originates from its surface, which is similar to the neutrino sphere. Bottom: If the radius of that $X$ sphere is larger than the one of the neutrino sphere, $R_{\mathrm{X}}>R_{V}$, the neutrino signal is again unchanged. New Physics bounds can only be obtained in the situations (a) and (b) since the neutrino signal on earth is modified in these cases.
the new particle is produced. The reasons for these dependencies are on the one hand that the mean-free path $\lambda_{\text {mfp }}$ varies with radius $r$ due to the different densities and temperatures and on the other hand that the energy of the incoming particle provides an energy scale to the absorption process. The definition of the optical depth $\tau\left(E_{\mathrm{X}}, r\right)$ above is thus only valid infinitesimally and we obtain [201]

$$
\begin{equation*}
\tau\left(E_{\mathrm{X}}, r\right)=\int_{r}^{R_{\mathrm{far}}} \mathrm{~d} \widetilde{r} \lambda_{\mathrm{mfp}}^{-1}\left(E_{\mathrm{X}}, \widetilde{r}\right) \tag{9.8}
\end{equation*}
$$

for finite distances. Here, we integrate over the shell of possible absorption from the radius $r$ of production to a radius $R_{\text {far }}$ at which neutrino emission is not efficient anymore so that the deposited energy does not affect the neutrino signal on earth. While the value of the far radius $R_{\text {far }}$ should be at least larger than the radius $R_{v} \sim \mathcal{O}(40 \mathrm{~km})$ of the neutrino sphere, one should rather take a value of order $R_{\text {gain }} \sim \mathcal{O}(100 \mathrm{~km})$ which marks the border at which neutrino capture is more efficient than neutrino emission [201], see Figure 9.1a.
If the new particle $X$ is produced in $i_{1}+i_{2}+\ldots \rightarrow X+f_{1}+f_{2}+\ldots$ scattering with initial and final state particles $i_{j}$ and $f_{j}$, respectively, its mean-free path $\lambda_{\text {mfp }}$ is obtained from the rate $\Gamma_{\text {abs }}$ of the absorption process $X+f_{1}+f_{2}+\ldots \rightarrow i_{1}+i_{2}+\ldots$. In particular, we have $\lambda_{\operatorname{mfp}}=$ $\Gamma_{\text {abs }}^{-1}$ so that the optical depth reads

$$
\begin{equation*}
\tau\left(E_{\mathrm{X}}, r\right)=\int_{r}^{R_{\mathrm{far}}} \mathrm{~d} r \Gamma_{\mathrm{abs}}\left(E_{\mathrm{X}}, r\right) \tag{9.9}
\end{equation*}
$$

As we show in Appendix C.1, the absorption rate $\Gamma_{\mathrm{abs}}$ is proportional to the production rate $\Gamma_{\text {prod }}$ given in Equation (9.4),

$$
\begin{equation*}
\Gamma_{\text {abs }}=\mathrm{e}^{\frac{E_{X}}{T}} \Gamma_{\text {prod }} \tag{9.10}
\end{equation*}
$$

by the principle of detailed balance, which follows from thermal and chemical equilibrium as well as energy conservation and CP invariance of the matrix element. Note that we assumed the chemical potential of the new $X$ particle to vanish, see Equation (9.5).
Turning to the case of strong coupling, an $X$ sphere with radius $R_{X}$ forms within which the new particle is approximately in thermal equilibrium. This corresponds to a large optical depth, $\tau\left(E_{X}, r\right) \gtrsim 1$, for particles produced at radii $r \lesssim R_{\mathrm{X}}$. The radius $R_{\mathrm{X}}$ of this X sphere is usually chosen at the point where $\tau\left(E_{X}, R_{X}\right)=\frac{2}{3}$ [202], corresponding to the radius where the probability for the particle to leave the star without scattering drops below $50 \%$. Since particles produced at such small radii are trapped, the main contribution to the luminosity of the new particles is given by particles emitted near the surface of this $X$ sphere, see Figure 9.1b. This corresponds to a black body emitting

If we are to observe the new particles on earth, $R_{\text {far }}$ would be the distance to the earth. Since we detect the neutrino signal, we are however only sensitive to modifications of neutrino emission.

This situation is similar to photon emission from the sun where the surface temperature enters the Stefan-Boltzmann luminosity since the surface is the outermost place of photon scattering.

However, the effect of the X particle should be included in the supernova simulation then since it provides an additional energy transport mechanism.

The potential energy
$V_{\text {grav }}$ is obtained as $V_{\text {grav }}(r)=m_{\mathrm{X}} U_{\text {grav }}(r)$
from the gravitational potential $U_{\text {grav }}$.

Notice that
$E_{X} \gtrsim 1.12 m_{X}$ implies an Einstein gamma of $\gamma \gtrsim 1.12$, which corresponds to a velocity $v \gtrsim 0.45 c=v_{\text {esc }}$ with the escape velocity $v_{\text {esc }}$.
these new particles and we can approximate the luminosity by the Stefan-Boltzmann law [202],

$$
\begin{equation*}
L_{X}=\frac{\pi^{2}}{120} 4 \pi R_{X}^{2} T^{4}\left(R_{X}\right) \tag{9.11}
\end{equation*}
$$

where $T\left(R_{\mathrm{X}}\right)$ is the temperature of the star at the radius $R_{\mathrm{X}}$. Note that the Stefan-Boltzmann luminosity is only a valid approximation when the coupling is so strong that the transition from large to mild absorption occurs in a narrow region [186]. Between this strong trapping regime and the free-streaming regime one can only interpolate the luminosity as neither the Stefan-Boltzmann law (9.11) nor the modest trapping luminosity (9.7) are valid.
Since the probability for absorption increases with larger coupling, the $X$ sphere grows in size for larger couplings. If the radius $R_{X}$ exceeds the one of the neutrino sphere $R_{v}$, the new particles cannot efficiently drain the neutrino luminosity anymore, see Figure 9.1c. Consequently, the neutrino signal on earth is not changed compared to the case without new particles and one cannot use the measurement of the neutrino luminosity to infer bounds on the new particle. This sets an upper bound of applicability of the supernova limits on couplings.
New $X$ particles with masses of several 100 MeV can not only be trapped due to reabsorption but also due to their sizable gravitational interaction [203, 204]. In particular, their velocities must be large enough to overcome the escape velocity of $\mathcal{O}(0.5 c)$. One can approximately include the gravitational effect by considering only $X$ particles with a kinetic energy $E_{\text {kin }}$ larger than the absolute value of the gravitational potential $U_{\text {grav }}(r)=-G_{\mathrm{N}} \frac{M_{\text {encl }}(r)}{r}$ [204], where $M_{\text {encl }}(r)$ is the enclosed star mass within radius $r$ and $G_{\mathrm{N}} \simeq$ $6.67430 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~kg}^{-1} \mathrm{~s}^{-2}$ [23] is Newton's constant.
From the simulation in Reference [186], we find that the minimal gravitational potential $U_{\text {grav }}^{\min }=U_{\text {grav }}\left(R_{\min }\right) \simeq-0.12$ occurs at a radius of about $R_{\min } \simeq 14 \mathrm{~km}$. Consequently, particles produced at radii $r \lesssim R_{\text {min }}=14 \mathrm{~km}$ need to have an energy [204]

$$
\begin{equation*}
E_{\mathrm{X}}=m_{\mathrm{X}}+E_{\mathrm{kin}} \gtrsim m_{\mathrm{X}}+m_{\mathrm{X}}\left|U_{\mathrm{grav}}^{\min }\right| \simeq 1.12 m_{\mathrm{X}} \tag{9.12}
\end{equation*}
$$

to escape the star. For radii $r$ larger than this radius $R_{\text {min }}$ of minimal gravitational potential, the kinetic energy must overcome the potential $U_{\text {grav }}(r)$ so that the $X$ energy must fulfill [204]

$$
\begin{equation*}
E_{\mathrm{X}} \geq m_{\mathrm{X}}+m_{\mathrm{X}} U_{\mathrm{grav}}(r)=m_{\mathrm{X}}\left(1+G_{\mathrm{N}} \frac{M_{\mathrm{encl}}(r)}{r}\right) \tag{9.13}
\end{equation*}
$$

These conditions introduce a lower cut-off to the phase-space integral of the new $X$ particle in Equation (9.2).
matter effects Nucleons in the star cannot be viewed as free particles but are affected by the surrounding nuclear medium. Although this is a many-body problem, the particle can still be modeled by an effective single-particle dispersion relation. A particularly useful approach in hot and dense systems is given by relativistic mean field theory $[205,206]$ which is employed in many equations of state such as the SFHoY model [187] used in this work.
In this approach, the scalar and vector interactions between nucleons are modeled by the exchange of scalar and vector mesons $\varphi$ and $V^{\mu}$ [206]. In high density environments, the meson fields can be replaced by their expectation values $\varphi \rightarrow\langle\varphi\rangle=\varphi_{\mathrm{N}}$ and $\left(V^{\mu}\right) \rightarrow$ $\left(\left\langle V^{\mu}\right\rangle\right)=\left(V_{\mathrm{N}}^{\mu}\right)=\left(V_{\mathrm{N}}, 0\right)$, where the spatial components of the vector expectation values vanish due to rotational symmetry.
This leads to a modification of the Dirac equation of a nucleon with mass $m_{\mathrm{N}}$ and spinor $N$,

$$
\begin{equation*}
\left(\mathrm{i} \not \partial-V_{\mathrm{N}}-m_{\mathrm{N}}-\varphi_{\mathrm{N}}\right) N=0 \tag{9.14}
\end{equation*}
$$

As a consequence, the vector expectation value $V_{\mathrm{N}}$ enters the dispersion relation as a constant shift of the nucleon energy, $E_{\mathrm{N}} \rightarrow E_{\mathrm{N}}^{*}=$ $E_{N}+V_{N}$, while the scalar mean value $\varphi_{\mathrm{N}}$ modifies the nucleon mass $m_{\mathrm{N}} \rightarrow m_{\mathrm{N}}^{*}=m_{\mathrm{N}}+\varphi_{\mathrm{N}}$. Hence, the effective dispersion relation of a nucleon in a high-density medium reads [205, 206]

$$
\begin{equation*}
E_{\mathrm{N}}^{*}\left(\mathbf{p}_{\mathrm{N}}\right)=\sqrt{\left(m_{\mathrm{N}}^{*}\right)^{2}+\mathbf{p}_{\mathrm{N}}^{2}}+V_{\mathrm{N}} \tag{9.15}
\end{equation*}
$$

At the technical level, $\varphi_{\mathrm{N}}$ and $V_{\mathrm{N}}$ are obtained from the self-energy of the particle by separating it into scalar and vector parts. The scalar part determines $\varphi_{\mathrm{N}}$, while the zeroth component of the vector selfenergy yields $V_{N}$. For these reasons, $V_{N}$ and $m^{*}$ are usually referred to as the vector self-energy and the effective Dirac mass of a particle, respectively. In general, these medium corrections have to be calculated for each particle separately, leading to different values for each class of particles.
Incorporating matter effects, one has to carefully identify all instances where the dispersion relation enters the calculation. On the one hand, the mass-shell condition $p^{2}=m^{2}$ changes to

$$
\begin{equation*}
p^{2}=\left(m^{*}\right)^{2}+2 E^{*} V-V^{2} \tag{9.16}
\end{equation*}
$$

where $E^{*}=p^{0}$ is the particle energy including medium effects and $V$ is the vector self-energy. Moreover, the modified dispersion relation changes the polarization sum of fermions which becomes

$$
\begin{equation*}
\sum_{\mathrm{spin}} u \bar{u}=p-V \gamma^{0}+m^{*} \tag{9.17}
\end{equation*}
$$

Here and in the following we denote medium quantities by an asterisk.

Sometimes the vector expectation value $V_{i}$ is equivalently included into the chemical potential, $\mu_{i} \rightarrow \mu_{i}^{*}=\mu_{i}-V_{i}$.

Similarly, we find
$\sum_{\text {spin }} v \bar{v}=p-$ $V \gamma^{0}-m^{*}$ for the $v$ spinor


Figure 9.2: Profiles of the effective mass $m_{i}^{*}$ of protons $p$ and neutrons $n$ and their vector selfenergies $V_{i}$ with radius $r$ in the remnant of the supernova of a $18.8 M_{\odot}$ mass progenitor star 1 s after the core bounce. The effective masses $m_{i}^{*}$ for protons and neutrons are similar, $m_{\mathrm{N}}^{*}=m_{\mathrm{p}}^{*} \simeq m_{\mathrm{n}}^{*}$, so we show only one curve. The vacuum nucleon mass $m_{\mathrm{N}} \simeq 939 \mathrm{MeV}$ is indicated in red. The profiles were taken from the supernova simulation in Reference [186] with the SFHo equation of state.
for the $u$ spinor.
In the center of the remnant proto-neutron star of a supernova, medium effects can be significant, reducing proton and neutron masses by almost a factor of 2 compared to their vacuum value, see Figure 9.2a for the results of the simulation in Reference [186]. This reduction is due to a strong dependence of the scalar interactions on the nuclear density. In contrast, the vector interaction changes the energy by at most $10 \%$ and differs for proton and neutron, see Figure 9.2b.

### 9.2 HYPERON DECAYS

As it was discussed in Section 8.1, the high temperature in the core of the proto-neutron star remnant of a supernova leads to a sizable population of $\Lambda$ hyperons. While decays of the $\Lambda$ baryon to Standard Model particles are in chemical equilibrium with the stellar medium, the decay of a $\Lambda$ hyperon to a neutron and a feebly coupled light particle $X$ can contribute to the energy loss of the star, see Section 8.2. The large abundance of hyperons allows to test rare decays so that tight bounds on the branching ratio $\operatorname{Br}(\Lambda \rightarrow n+X)$ of the decay are expected. These decays were studied in Reference [66] in the context of QCD axions, axion-like particles (ALPs) and Dark Photons. In this section, we review this bound in the case of the axion, focussing on the size of the corrections due to trapping and matter effects. Moreover, we do not assume equal self-energies for $\Lambda$ baryons and neutrons as it was done in Reference [66].


Figure 9.3: Feynman diagram for the tree-level decay of a $\Lambda$ hyperon into a neutron and an axion due to flavor-violating couplings $g_{\mathrm{sd}}^{\mathrm{V}, \mathrm{A}}$.

In order to derive a bound on the axion parameter space, we have to evaluate the luminosity (9.1) for the emission of a QCD axion from $\Lambda$ decays to neutrons. In this analysis we set all axion couplings to zero except for the flavor-violating vector and axialvector strange-down couplings $g_{s d}^{\mathrm{V}, \mathrm{A}}$ so that axions are predominantly produced in these decays. Thus, the couplings of an axion $a$ to strange quarks $s$ and down quarks $d$ are determined by the Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\text {aff }}=\frac{\partial_{\mu} a}{2 f_{\mathrm{a}}} \bar{s} \gamma^{\mu}\left(g_{\mathrm{sd}}^{\mathrm{V}}+g_{\mathrm{sd}}^{\mathrm{A}} \gamma_{5}\right) d+\text { h.c. }, \tag{9.18}
\end{equation*}
$$

where $f_{\mathrm{a}}$ is the axion decay constant. In the presence of such flavorviolating couplings $g_{s d}^{\mathrm{V}, \mathrm{A}}$ the decay occurs at tree-level, see the Feynman diagram in Figure 9.3.
If the axion was also produced for instance in nucleon bremsstrahlung processes due to an axion-nucleon coupling, this would provide an additional production channel, adding to the production via decays and strengthening the bound on the axion coupling. Therefore, the restriction to only the flavor-violating couplings $g_{s d}^{V, A}$ provides a conservative upper limit.
production rate The production rate $\Gamma_{\text {prod }}$ of axions is determined from Equation (9.4). In order to assess the effects of the medium on the bounds, we evaluate the production rate for both cases of a vacuum and medium dispersion relation, where the latter is given in Equation (9.15).
In the vacuum case, the squared matrix element summed over fermion spins reads [66]

$$
\begin{equation*}
\sum_{\text {pol }}|\mathcal{M}|_{\text {free }}^{2}=2 \frac{\left|g_{\mathrm{sd}}^{\mathrm{V}}\right|^{2} f_{1}^{2}+\left|g_{\mathrm{sd}}^{\mathrm{A}}\right|^{2} g_{1}^{2}}{4 f_{\mathrm{a}}^{2}}\left(m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}\right)^{2} \tag{9.19}
\end{equation*}
$$

with the form factors $f_{1} \simeq-1.22$ and $g_{1} \simeq-0.89$ [54]. See Appendix C. 2 for details on the derivation.
The production rate without matter effects simplifies to [66]

$$
\Gamma_{\text {prod }}^{\text {free }}=\frac{2 m_{\Lambda}^{3} \Gamma_{\text {free }}(\Lambda \rightarrow n+a)}{\left(m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}\right) E_{\mathrm{a}}^{2}} \int_{E_{\Lambda}^{\text {min }}}^{\infty} \mathrm{d} E_{\Lambda} f_{\Lambda}\left(E_{\Lambda}\right)\left(1-f_{\mathrm{n}}\left(E_{\Lambda}-E_{\mathrm{a}}\right)\right),
$$

Another possibility is the production from $\Lambda$ bremsstrahlung, see Section 9.3.

The nucleon couplings are determined by the gluon and diagonal quark couplings [207].
where $\Gamma_{\text {free }}(\Lambda \rightarrow n+a)$ is the partial $\Lambda$ decay rate into a neutron and an axion in vacuum as measured in collider experiments, see Equation (C.10) for the expression in terms of the coupling constants $g_{\mathrm{sd}}^{\mathrm{V}, \mathrm{A}}$. Moreover, $E_{\Lambda}^{\min }$ is the minimum $\Lambda$ energy required to find an axion with energy $E_{a}$ in the rest frame of the star, see Equation (C.19). All masses and energies in Expression (9.20) refer to vacuum values without matter effects and we derive this result in Appendix C.2. If instead we consider the mean-field dispersion relation (9.15) for particles in high-density environments, the matrix element is proportional to the vacuum matrix element,

$$
\begin{equation*}
\sum_{\text {pol }}|\mathcal{M}|_{\text {medium }}^{2}=\alpha\left(E_{\Lambda}^{*}, E_{\mathrm{a}}\right) \sum_{\text {pol }}|\mathcal{M}|_{\text {free }}^{2} \tag{9.21}
\end{equation*}
$$

with the energy-dependent proportionality factor $\alpha\left(E_{\Lambda}^{*}, E_{\mathrm{a}}\right)$ in Equation (C.12).
Denoting the effective masses of $\Lambda$ and neutron in a medium by $m_{\Lambda, n}^{*}$ and the energies in a medium by $E_{\Lambda, n}^{*}$, we find the production rate $\Gamma_{\text {prod }}^{\text {medium }}$ for axions in stellar media

$$
\begin{align*}
& \Gamma_{\text {prod }}^{\text {medium }}=\frac{2 m_{\Lambda}^{3} \Gamma_{\text {free }}(\Lambda \rightarrow n+a)}{E_{\mathrm{a}}^{2}\left(m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}\right)} \int_{E_{\Lambda, \text { min }}^{*}}^{E_{\Lambda, \text { max }}^{*}} \mathrm{~d} E_{\Lambda}^{*} \alpha\left(E_{\Lambda}^{*}, E_{\mathrm{a}}\right) \\
& \quad \times \frac{\left(E_{\Lambda}^{*}-V_{\Lambda}\right)\left(E_{\Lambda}^{*}-V_{\mathrm{n}}-E_{\mathrm{a}}\right)}{E_{\Lambda}^{*}\left(E_{\Lambda}^{*}-E_{\mathrm{a}}\right)} f_{\Lambda}\left(E_{\Lambda}^{*}\right)\left(1-f_{\mathrm{n}}\left(E_{\Lambda}^{*}-E_{\mathrm{a}}\right)\right) . \tag{9.22}
\end{align*}
$$

Here, $m_{\Lambda, n}$ correspond to the vacuum masses of $\Lambda$ and neutron and $\Gamma_{\text {free }}(\Lambda \rightarrow n+a)$ is again the partial decay rate in vacuum, see Equation (C.10). Moreover, $V_{\Lambda, n}$ are the vector self-energies of $\Lambda$ and neutron and the minimal and maximal $\Lambda$ energies are defined in Equation (C.24). This expression reduces to the one given in Reference [66] in the limit of equal self-energies $V_{\Lambda}=V_{\mathrm{n}}$.
Note that the axion dispersion relation might also be subject to corrections in high-density media, for instance by a small reduction of the axion mass or a modification of baryonic couplings, see Reference [208]. We neglect this effect in this work and choose a vacuum dispersion for the axion.
luminosity In order to assess the effect of axion reabsorption, we determine the energy-loss rate $Q$ per volume both for modestly trapped axions by including the exponential suppression with the optical depth $\tau\left(E_{\mathrm{a}}, r\right) \neq 0$, see Equation (9.7), and for free-streaming axions with vanishing optical depth $\tau=0$, see Equation (9.2). The integral over the axion momentum $\mathbf{p}_{\mathrm{a}}$ simplifies to

$$
\begin{equation*}
\int \frac{d^{3} p_{\mathrm{a}}}{(2 \pi)^{3}}=\frac{1}{2 \pi^{2}} \int_{0}^{\infty} \mathrm{d} E_{\mathrm{a}} E_{\mathrm{a}}^{2} \tag{9.23}
\end{equation*}
$$

since the integrand only depends on the energy $E_{\mathrm{a}}$ of the massless axion.
Finally, we obtain the axion luminosity by integrating the energy loss rate $Q$ per volume, see Equation (9.1). Since the $\Lambda$ distribution function vanishes for radii larger than $R_{\Lambda} \gtrsim 12 \mathrm{~km}$, see Figure 8.1 b , the upper limits of the radial integrals in the luminosity (9.1) and optical depth (9.8) are effectively given by this maximal radius $R_{\Lambda}$ of $\Lambda$ abundance, that is $R_{\gamma}, R_{\mathrm{far}} \rightarrow R_{\Lambda}$. This means that trapping of axions only occurs at radii below $R_{\Lambda}$, while they stream freely for larger radii. Note, however, that this statement depends on the validity of the detailed balance approximation (9.10) for the absorption rate, which is possibly not justified as $\Lambda$ baryons produced from axion absorption do not have to be in thermal equilibrium at radii larger than $R_{\Lambda}$. Although this effect needs further investigation, we expect the absorption in outer regions to be small since the high-energetic neutrons needed to produce heavy $\Lambda$ baryons are less abundant due to low temperatures.
The distribution functions $f_{\Lambda}$ and $f_{\mathrm{n}}$ depend on the chemical potentials $\mu_{\Lambda, n}$ of the baryons and the temperature $T$ of the star. According to Equation (9.5), the chemical potentials of $\Lambda$ hyperon and neutron are both given by the baryon chemical potential, $\mu_{\Lambda}=\mu_{\mathrm{n}}=\mu_{\mathrm{b}}$, since the strangeness chemical potential is set to zero, $\mu_{\mathrm{s}}=0$ [194]. Since these parameters are inferred from simulations of a supernova and no closed expressions are available, we have to evaluate the integrals in the axion luminosity numerically.
Moreover, the effective Dirac masses $m_{i}^{*}$ and self-energies $V_{i}$ have to be extracted from supernova simulations. We use the CompOSE [194] code with the SFHoY equation of state [187] to calculate all stellar parameters with input values from the supernova simulations in References [186, 195]. Although these simulations were performed using the SFHo [192, 193] equation of state without hyperons, we do not expect a large influence of hyperons to stellar evolution since both the SFHo and SFHoY versions provide similar results at the densities of interest [187, 188].
All cases have been implemented in the programming language $\mathrm{C}++$ using algorithms from the GNU Scientific Library. Specifically, we use the adaptive QAG routine for numerical integration, which implements an adaptive integration with Gauss-Kronrod quadrature rules. Moreover, we interpolate the stellar data provided by the simulations [186, 195] and CompOSE [194] as a grid in the radius $r$ with the aid of linear splines from the GNU Scientific Library.

RESULTS In our analysis, we restrict ourselves to the simulation of an $18.8 M_{\odot}$ progenitor star which features the lowest temperatures out of the three considered masses, see Figure 8.1a, and thus leads to the most conservative bounds [66]. Moreover, we calculate the luminosity at time $t \simeq 1 \mathrm{~s}$ after the core bounce which is the conventional benchmark point, see for example References [186, 201, 204].
For the free-streaming regime, we determine the luminosity for the cases of vacuum and medium dispersion, both with and without trapping effects. Note that the cases in this work do not correspond to the ones in Reference [66]: The vacuum case in this work assumes all quantities to be at their vacuum values, while the "EoS" case in Reference [66] assumes a medium dispersion in the distribution functions. Moreover, the "EoS*" scenario in Reference [66] uses equal self-energies $V_{\Lambda}=V_{\mathrm{n}}$, while we also consider differences in these quantities.
Instead of determining the bound for the axion couplings $g$ sd $\mathrm{V}, \mathrm{A}$ directly, we first express the luminosity in terms of the vacuum branching ratio $\operatorname{Br}(\Lambda \rightarrow n+X)$ of $\Lambda$ baryons decaying into a neutron and an invisible particle $X$. This has the advantage that the bound can also be applied to other types of invisible particles in two-body decays. Note, however, that our discussion only applies to massless invisible particles. In particular, bounds were determined for Dark Photon couplings in Reference [66].
The luminosities for each of the four cases are shown in Figure 9.4. If one takes matter effects into account by choosing the mean-field dispersion relation (9.15), $E^{*}\left(\mathbf{p}_{i}\right)=\sqrt{\left(m^{*}\right)^{2}+\mathbf{p}_{i}^{2}}+V_{i}$, the luminosity decreases by about $30 \%$ compared to the pure vacuum dispersion $E\left(\mathbf{p}_{i}\right)=\sqrt{m_{i}^{2}+\mathbf{p}_{i}^{2}}$. By contrast, effects from trapping parametrized by a non-vanishing optical depth $\tau$, see Equation (9.7), only have a sizable impact on the luminosity in a regime which is excluded by the energy loss criterion (8.3). Trapping becomes important for branching ratios above $\mathcal{O}\left(10^{-7}\right)$ and is the dominant effect for branching ratios above $\mathcal{O}\left(10^{-5}\right)$ where matter effects lead to a slight increase of the luminosity.
At large couplings, axions are emitted from an axion sphere where trapping is efficient, see Figures 9.1b and 9.1c. Since axions cannot be absorbed by neutrons to produce $\Lambda$ baryons at radii larger than $r \gtrsim R_{\Lambda}=12 \mathrm{~km}$, the radius $R_{\mathrm{a}}$ of the axion sphere is bounded from above by this radius, $R_{\mathrm{a}} \leq R_{\Lambda}$. In particular, the radius $R_{\mathrm{a}}$ of the axion sphere is always smaller than the radius $R_{v} \sim \mathcal{O}(40 \mathrm{~km})$ of the neutrino sphere and the neutrino signal is therefore affected by the energy loss of trapped axions for all couplings. In other words, the situation depicted in Figure 9.1c does not occur for $\Lambda$ decays and thus the usual upper limit of applicability of the supernova bound is absent in this case. The luminosity derived from the Stefan-Boltzmann law (9.11) is constrained to be $L_{\mathrm{a}}^{\text {trapping }} \gtrsim \mathcal{O}\left(10^{54} \mathrm{erg} \mathrm{s}^{-1}\right)$ [66], which


Figure 9.4: Luminosities in terms of the vacuum branching ratio $\operatorname{Br}(\Lambda \rightarrow n+X)$ of a $\Lambda$ hyperon decaying into a neutron and a massless invisible $X$ particle. The gray region is excluded from the energy loss criterion (8.3). "Vacuum" refers to the use of a vacuum dispersion $E_{i}\left(\mathbf{p}_{i}\right)=\sqrt{m_{i}^{2}+\mathbf{p}_{i}^{2}}$ for $\Lambda$ and neutron, while "matter" incorporates the mean-field dispersion relation in Equation (9.15) for particles in high-density environments. "Trapping" means the inclusion of the exponential damping with the optical depth in Equation (9.7) which has been omitted in the "no trapping" case.

Table 9.1: Upper limits $\operatorname{Br}(\Lambda \rightarrow n+a)_{\max }$ on the branching ratio $\operatorname{Br}(\Lambda \rightarrow n+X)$ of a $\Lambda$ baryon decaying into a neutron and a light particle $X$ from SN1987A observations. We separately show the effect of using a vacuum and a medium dispersion relation for the baryons and of neglecting trapping which is characterized by a non-zero optical depth $\tau$. Note that our cases are different to the ones considered in Reference [66] which explains the different numbers, see text for details.

| $\operatorname{Br}(\Lambda \rightarrow n+X)_{\max }$ | dispersion relation |  |
| :---: | :---: | :---: |
|  | vacuum | medium |
| no trapping $(\tau=0)$ | $7.6 \times 10^{-9}$ | $10.5 \times 10^{-9}$ |
| trapping $(\tau \neq 0)$ | $7.1 \times 10^{-9}$ | $10.7 \times 10^{-9}$ |

violates the bound in Equation (8.3). As a consequence, the trapping regime and therefore large couplings are excluded.
While this reasoning depends on the validity of the detailed balance approximation (9.10), the luminosity in the regime where trapping becomes efficient exceeds the energy-loss criterion already by more than two orders of magnitude, see Figure 9.4. Hence, any effects beyond the detailed balance approximation would have to be large. In particular, the luminosity would have to develop a sharp dip to reach the allowed region since it has to saturate again at the trapping value $L_{\mathrm{a}}^{\text {trapping }} \sim \mathcal{O}\left(10^{54} \mathrm{erg} \mathrm{s}^{-1}\right)$ for large couplings, which is unlikely. Moreover, the branching ratio of $\Lambda$ decays is bounded from laboratory experiments to be smaller than $\operatorname{Br}(\Lambda \rightarrow n+X) \lesssim 9 \times 10^{-3}$ [54], constraining the $X$ coupling already to a value probably smaller than what is needed for strong trapping. Thus, this regime is also excluded by this argument.
Applying the energy loss criterion in Equation (8.3), one finds the upper limits on the branching ratio shown in Table 9.1. Including trapping and matter effects, our final result for the upper bound on the branching ratio is given by

$$
\begin{equation*}
\operatorname{Br}(\Lambda \rightarrow n+a) \lesssim 1.1 \times 10^{-8} \tag{9.24}
\end{equation*}
$$

which is five orders of magnitude better than the current laboratory bound of $\operatorname{Br}(\Lambda \rightarrow n+a)_{\text {lab }} \lesssim 9 \times 10^{-3}$ [54]. It is also one order of magnitude stronger than the projected bound of $\operatorname{Br}(\Lambda \rightarrow n+a)_{\text {proj }} \lesssim 10^{-7}$ from the BESIII experiment [54] which is currently taking data. Note that the assumption of equal self-energies $V_{\Lambda}=V_{\mathrm{n}}$ in Reference [66] leads to a limit of $\operatorname{Br}(\Lambda \rightarrow n+a) \lesssim 0.8 \times 10^{-8}$ which is about $25 \%$ better than the result without this approximation. Thus, we conclude that the difference in the self-energies yields a significant effect.
Using the explicit expression for the decay rate in Equation (C.10), one can translate the upper bound on the branching ratio into lower bounds on the model-independent normalized axion scales

$$
\begin{equation*}
F_{\wedge \mathrm{n}}=\frac{2 f_{\mathrm{a}}}{\sqrt{\left|g_{\mathrm{sd}}^{\mathrm{V}}\right|^{2} f_{1}^{2}+\left|g_{\mathrm{sd}}^{\mathrm{A}}\right|^{2} g_{1}^{2}}} \tag{9.25}
\end{equation*}
$$

for the $\Lambda$-neutron coupling and

$$
\begin{equation*}
F_{\mathrm{sd}}^{\mathrm{V}, \mathrm{~A}}=\frac{2 f_{\mathrm{a}}}{\left|g_{\mathrm{sd}}^{\mathrm{V}, \mathrm{~A}}\right|} \tag{9.26}
\end{equation*}
$$

for the quark couplings. We find

$$
\begin{equation*}
F_{\Lambda \mathrm{n}} \gtrsim 5.0 \times 10^{9} \mathrm{GeV} \tag{9.27}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{\mathrm{sd}}^{\mathrm{V}} \gtrsim 6.1 \times 10^{9} \mathrm{GeV}, \quad F_{\mathrm{sd}}^{\mathrm{A}} \gtrsim 4.4 \times 10^{9} \mathrm{GeV}, \tag{9.28}
\end{equation*}
$$

with the form factors $f_{1} \simeq-1.22$ and $g_{1} \simeq-0.89$ [ 54$]$. For the latter bounds we assumed only one of the couplings $g_{\text {sd }}^{\mathrm{V}, \mathrm{A}}$ to be present at a time. Note that our constraints are slightly weaker than the ones in Reference [66] due to the inclusion of the difference in the self-energies in this work.
While the bound on the vector coupling is still about two orders of magnitude smaller than the best bound of $F_{\mathrm{sd}}^{\mathrm{V}} \gtrsim 6.8 \times 10^{11} \mathrm{GeV}$ from $\mathrm{K}^{+} \rightarrow \pi^{+}+a$ decays [54], the constraint on the axialvector coupling surpasses all other constraints, especially the current best limit from kaon mixing of $F_{\text {sd }}^{\mathrm{A}} \gtrsim 4 \times 10^{7} \mathrm{GeV}$ [54]. The supernova bound is also particularly interesting for massless Dark Photons where the $K^{+} \rightarrow \pi^{+}+a$ constraints are absent, see Reference [66].

### 9.3 HYPERON BREMSSTRAHLUNG

As seen in the previous sections, the sizable abundance of $\Lambda$ hyperons in the proto-neutron star remnant of a supernova allows to place strong limits on the flavor-violating strange-down coupling of axions. It is interesting to extend this bound for massive axion-like particles (ALPs) $A$, where the Peccei-Quinn symmetry is explicitly broken by a mass term so that the mass $m_{\mathrm{A}}$ of the axion-like particle becomes a free parameter. Since the $\Lambda \rightarrow n+A$ decay is kinematically forbidden if the mass $m_{\mathrm{A}}$ exceeds the mass difference $\Delta M_{\Lambda \mathrm{n}}=m_{\Lambda}-m_{\mathrm{n}}$ between the $\Lambda$ baryon and neutron, one only obtains limits for axion-like particle masses smaller than this difference, $m_{\mathrm{A}} \lesssim \Delta M_{\wedge \mathrm{n}} \simeq 180 \mathrm{MeV}$ [23]. The mass reach could be extended by considering heavier hyperons such as $\Sigma$ baryons. However, their mass is just slightly larger than the

The abundance of $\Sigma$ baryons was obtained analogously to those in Figure 8.1b.

In principle, there would also be multiple pion exchanges and exchanges of other mesons like kaons. The latter are suppressed by $\frac{m_{\pi}^{2}}{m_{\mathrm{K}}^{2}} \sim 0.1$ due to the
one of the $\Lambda$ baryon, while their abundance in stars is less than $0.1 \%$. Thus, not much is gained by considering heavier hyperons. A more promising possibility is the addition of a spectator nucleon to the decay, see Figure 9.3. This process resembles nucleon bremsstrahlung [202, 209-212] with one of the initial nucleons replaced by a $\Lambda$ baryon. The advantage of $\Lambda$ bremsstrahlung compared to decays is the available kinetic energy of $\mathcal{O}(100 \mathrm{MeV})$, in addition to the larger phase space from the $\Lambda$-neutron mass difference.
Indeed, a recent study of massive axion-like particles in nucleon bremsstrahlung processes showed that strong bounds on the nucleon coupling are obtained for axion-like particle masses of up to about 400 MeV -although weakened by about one order of magnitude at the upper edge of this range [212]. If this mass reach can be equally translated to $\Lambda$ bremsstrahlung, one would naively expect significant constraints on the flavor-violating couplings $g_{s d}^{\mathrm{V}, \mathrm{A}}$ for axion-like particle masses of up to $\Delta M_{\wedge n}+400 \mathrm{MeV} \sim \mathcal{O}(600 \mathrm{MeV})$.
This would even allow to extend the laboratory bound on the vector coupling $g_{\text {sd }}^{V}$ from the two-body kaon decay into a pion and an axionlike particle, $K^{+} \rightarrow \pi^{+}+A$, which is only effective for masses below $m_{\mathrm{A}} \lesssim 260 \mathrm{MeV}$ [213]. Although one could in principle extend this bound to the kaon-pion mass difference of $m_{\mathrm{K}}-m_{\pi} \simeq 350 \mathrm{MeV}$ [23], the experimental analysis is cut at 260 MeV due to a large Standard Model background from $K^{+} \rightarrow \pi^{+} \pi^{+} \pi^{-}$decays [213]. As a consequence, the currently best bound for axion-like particle masses larger than 260 MeV is given by kaon mixing [54] which, however, suffers from large uncertainties and a potential sensitivity to the ultraviolet dynamics of axion models. Therefore, a supernova bound might provide a more robust limit in this to date weakly constrained part of the parameter space.
estimate of lambda bremsstrahlung In this work, we estimate the bound from $\Lambda$ bremsstrahlung processes on the flavorviolating $g_{\text {sd }}^{\text {V,A }}$ couplings. We restrict ourselves to the leading effects, closely following the classic analyses of nucleon bremsstrahlung [202, 209-212]. First, we consider only the one-pion exchange which is the dominant interaction between nucleons. Moreover, we include only spectator neutrons and neglect the diagrams with spectator protons which are suppressed by the smaller proton abundance. Since the $\Sigma^{0}$ hyperon is also a bound state of $u d s$ quarks like the $\Lambda$ baryon, both the pion and the axion-like particle can mediate transitions between $\Lambda$ and $\Sigma^{0}$ baryons. As a consequence, there are four diagrams for the $\Lambda$-neutron bremsstrahlung $\Lambda+n \rightarrow n+n+A$ possible at leading order. Two of them are depicted in Figure 9.5, while the other two are obtained from these by the exchange of the final-state neutrons.
As a further simplification, we expect the diagram involving the $\Sigma^{0}$ baryon in the intermediate state in Figure 9.5 b to be smaller than the


Figure 9.5: Possible Feynman diagrams for $\Lambda$-neutron bremsstrahlung of an axion-like particle $A$ in the limit of one-pion exchanges. Two additional tree-level Feynman diagrams are obtained by exchanging the final state neutrons.
one with the intermediate neutron in Figure 9.5a due to the smaller $\Lambda-\Sigma$ coupling to pions [214] and form factors [54]. Thus, we only consider the diagram in Figure 9.5a and its counterpart with crossed final-state neutron lines in our estimate.
In order to determine the matrix element of these diagrams, we have to specify the couplings. The flavor-violating axion couplings to $\Lambda$ baryons and neutrons $C_{\Lambda n}^{V_{n}, \mathrm{~A}}$ are obtained from the quark coupling in Equation (9.18) by proper matching. As we expect the leading couplings to be given by the vector and axialvector parts of the baryonic matrix element (C.7a) and (C.7b) [66], we consider the Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\Lambda \mathrm{nA}}=\frac{\partial_{\mu} A}{2 f_{\mathrm{a}}} \bar{\Lambda} \gamma^{\mu}\left(C_{\Lambda \mathrm{n}}^{\mathrm{V}}+C_{\Lambda \mathrm{n}}^{\mathrm{A}} \gamma_{5}\right) n+\text { h.c. } \tag{9.29}
\end{equation*}
$$

in this work for the interaction between $\Lambda$ baryons and neutrons $n$ with the axion-like particle $A$.
The nucleon-pion interaction Lagrangian $\mathcal{L}_{\mathrm{NN} \pi}$ was calculated in Reference [214] and reads

$$
\begin{equation*}
\mathcal{L}_{\mathrm{NN} \pi}=-f_{\mathrm{NN} \pi}\left(\partial_{\mu} \pi_{j}\right) \bar{N} \gamma^{\mu} \gamma_{5} \sigma_{j} N . \tag{9.30}
\end{equation*}
$$

Here, $\sigma_{j}$ denotes the $j$-th Pauli matrix and we abbreviated the nucleon isospin doublet by $N=(p, n)$ with proton $p$ and neutron $n$ and the pion triplet $\pi_{i}$, where

$$
\pi_{1}=\frac{1}{\sqrt{2}}\left(\pi^{+}+\pi^{-}\right), \quad \pi_{2}=\frac{\mathrm{i}}{\sqrt{2}}\left(\pi^{+}-\pi^{-}\right), \quad \pi_{3}=\pi^{0},(9.31)
$$

with the charged pion fields $\pi^{ \pm}$and neutral pion $\pi^{0}$. Moreover, the pion-nucleon coupling $f_{\mathrm{NN} \pi}$ is given in terms of the pion decay constant $f_{\pi} \simeq 92.1 \mathrm{MeV}$ [23] and the axialvector neutron coupling $g_{\mathrm{A}} \simeq 1.26[214], f_{\mathrm{NN} \pi}=\frac{g_{\mathrm{A}}}{2 f_{\pi}}$.

In principle, there are fifteen possible scalar products but the diagonal scalar products are fixed by the mass-shell condition, $p_{i}^{2}=m_{i}^{2}$.

The equipartition theorem states that each quadratic degree of freedom contributes $\frac{1}{2} T$ to the internal energy of a system.

In order to automate the calculation of the matrix element for the more involved case of all diagrams in a future work, we have implemented both the $\Lambda$-neutron coupling (9.29) and the pion-nucleon coupling (9.30) in a FeynRules [215] model file. From there it can be exported to a FeynArts [216] model, which we can use within FeynCalc [217-219] for the algebraic manipulation of the amplitudes.
matrix element In general, the amplitude of the process depends on the ten free scalar products of the five particle momenta $p_{\wedge}, p_{1,2,3}$ and $p_{\mathrm{A}}$ as indicated in Diagram 9.5a. However, momentum conservation imposes five conditions

$$
\begin{equation*}
p_{i} \cdot\left(p_{\wedge}+p_{1}-p_{2}-p_{3}-p_{\mathrm{A}}\right)=0 \tag{9.32}
\end{equation*}
$$

for $i=\Lambda, 1,2,3, \mathrm{~A}$ on the ten scalar products $p_{i} \cdot p_{j}$ with $i \neq j$ so that only five of them are independent.
It is convenient to introduce the momentum transfers $k=p_{1}-p_{3}$ and $l=p_{1}-p_{2}$ of Diagram 9.5a and its exchanged counterpart, respectively. The advantage of this parametrization is the cancellation of the neutron mass in the energy components of the momentum transfers $k$ and $l$, allowing for a clear separation of scales later. As in the classic analyses [202, 209-212], we choose $k^{2}, l^{2}, k \cdot l, k \cdot p_{\mathrm{A}}$, and $l \cdot p_{\mathrm{A}}$ as the five independent scalar products. We list all products in terms of these independent ones in Appendix C.4.
Since the masses of $\Lambda$ baryons and neutrons are much larger than the other scales in the problem, we approximate the amplitude in the limit of $m_{\Lambda, n} \rightarrow \infty$, taking only the leading term. In order to do so, we have to identify the scaling of the scalar products. For this we note that the average kinetic energy $E_{\text {kin }}$ of a free non-relativistic particle with mass $m$ and temperature $T$ is given by $E_{\text {kin }}=\frac{3}{2} T$ by means of the equipartition theorem, so that the momentum $\mathbf{p}$ of the particle is of order $|\mathbf{p}| \sim \sqrt{3 m T}$. Therefore, the momenta $p_{i}$ for $i=\Lambda, 1,2,3$ for massive, non-relativistic particles in thermal equilibrium scale like

$$
\begin{equation*}
p_{i} \sim\binom{m_{i}+T}{\sqrt{m_{i} T}} . \tag{9.33}
\end{equation*}
$$

Using energy-momentum conservation and denoting the baryon masses by $m_{\mathbf{b}} \sim m_{\mathrm{n}}, m_{\Lambda}$, we infer the scaling of the axion-like particle's fourmomentum as

$$
\begin{equation*}
p_{\mathrm{A}}=p_{\wedge}+p_{1}-p_{2}-p_{3} \sim\binom{\Delta M_{\wedge \mathrm{n}}+T}{\sqrt{m_{\mathrm{b}} T}} . \tag{9.34}
\end{equation*}
$$

From that we can determine the scaling of the scalar products $k^{2}, l^{2}$, $k \cdot l, k \cdot p_{\mathrm{A}}$ and $l \cdot p_{\mathrm{A}}$. First, we find

$$
\begin{equation*}
k \sim\binom{T}{\sqrt{m_{\mathrm{n}} T}} \quad \text { and } \quad l \sim\binom{T}{\sqrt{m_{\mathrm{n}} T}}, \tag{9.35}
\end{equation*}
$$

where the neutron mass drops out of the zeroth component. Since there is a hierarchy between the temperature $T$, the mass difference $\Delta M_{\Lambda n}$ and the neutron mass $m_{\mathrm{n}}, T \ll \Delta M_{\Lambda_{\mathrm{n}}} \ll m_{\mathrm{n}}$, the scalar products scale like

$$
\begin{align*}
k^{2}, l^{2}, k \cdot l & \sim T^{2}-m_{\mathrm{n}} T \sim m_{\mathrm{n}} T \\
k \cdot p_{\mathrm{A}}, l \cdot p_{\mathrm{A}} & \sim \Delta M_{\wedge \mathrm{n}} T-m_{\mathrm{b}} T \sim m_{\mathrm{b}} T \tag{9.36}
\end{align*}
$$

and are thus of similar size. From these estimates we conclude that the zero components are subleading to the spatial components so that we can approximate the scalar products to be

$$
\begin{gather*}
k^{2} \simeq-|\mathbf{k}|^{2}, \quad l^{2} \simeq-|\mathbf{1}|^{2}, \quad k \cdot l \simeq-\mathbf{k} \cdot \mathbf{1} \\
k \cdot p_{\mathrm{A}} \simeq-\mathbf{k} \cdot \mathbf{p}_{\mathrm{A}}, \quad l \cdot p_{\mathrm{A}} \simeq-\mathbf{l} \cdot \mathbf{p}_{\mathrm{A}} \tag{9.37}
\end{gather*}
$$

Expanding the full amplitude of the $\Lambda$ bremsstrahlung process for large baryon masses $m_{\mathrm{n}}, m_{\mathcal{\Lambda}} \sim m_{\mathrm{b}} \rightarrow \infty$, we have to bear in mind that all scalar products are proportional to the baryon mass. Additionally assuming small axion-like particle masses $m_{\mathrm{A}} \ll m_{\mathrm{b}}$, we find the leading term of the squared amplitude summed over initial and final state polarizations

$$
\begin{align*}
& \sum_{\text {pol }}|\mathcal{M}|^{2} \simeq 16 f_{\mathrm{NN} \pi}^{4} \frac{\left|C_{\Lambda \mathrm{n}}^{\mathrm{V}}\right|^{2}+\left|C_{\Lambda \mathrm{n}}^{\mathrm{A}}\right|^{2}}{4 f_{\mathrm{a}}^{2}} m_{\mathrm{n}}^{4}\left(m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}\right)^{2} \\
& \times\left[\frac{\mathbf{k}^{4}\left(m_{\pi}^{4}+3 m_{\pi}^{2} \mathbf{l}^{2}+3 \mathbf{1}^{4}\right)+\mathbf{l}^{2}\left(m_{\pi}^{4}\left(\mathbf{k}^{2}+\mathbf{1}^{2}\right)+3 m_{\pi}^{2} \mathbf{k}^{2} \mathbf{1}^{2}\right)}{(\mathbf{k} \cdot \mathbf{1})^{2}\left(\mathbf{k}^{2}+m_{\pi}^{2}\right)^{2}\left(\mathbf{1}^{2}+m_{\pi}^{2}\right)^{2}}\right. \\
& \left.-\frac{2}{\left(\mathbf{k}^{2}+m_{\pi}^{2}\right)\left(\mathbf{l}^{2}+m_{\pi}^{2}\right)}\right] . \tag{9.38}
\end{align*}
$$

Here, $m_{\pi} \simeq 135 \mathrm{MeV}[23]$ is the $\pi^{0}$ mass. Moreover, we replaced the scalar products of the four-vectors by the approximations in Equation (9.37).
For better comparison to other results, we also define the modelindependent axion scale for $\Lambda$-neutron transitions as

$$
\begin{equation*}
F_{\Lambda \mathrm{n}}=\frac{2 f_{\mathrm{a}}}{\sqrt{\left|C_{\Lambda \mathrm{n}}^{\mathrm{V}}\right|^{2}+\left|C_{\Lambda \mathrm{n}}^{\mathrm{A}}\right|^{2}}} . \tag{9.39}
\end{equation*}
$$

The axion-like particles are expected to be non-relativistic for masses in the interesting region of the parameter space of $m_{\mathrm{A}} \gtrsim 260 \mathrm{MeV}$ due to the low temperature.

PRODUCTION RATE We evaluate the production rate $\Gamma_{\text {prod }}$ of axionlike particles as defined in Equation (9.4). In order to simplify the problem, we note that the momentum $\mathbf{p}_{\mathrm{A}}$ of the axion-like particle can be neglected compared to the other momenta due to the following reasoning:
Assuming the axion-like particle to be non-relativistic and using energy conservation, we can infer its energy $E_{\mathrm{A}}$ from the momentum scalings (9.33) to be

$$
\begin{equation*}
E_{\mathrm{A}}=E_{\Lambda}+E_{1}-E_{2}-E_{3} \sim \Delta M_{\wedge \mathrm{n}}+T \tag{9.40}
\end{equation*}
$$

where $E_{i}$ with $i=\Lambda, 1,2,3$ are the energies of the baryons. We obtain the momentum $\mathbf{p}_{\mathrm{A}}$ of the axion-like particle from the mass-shell condition,

$$
\begin{equation*}
\left|\mathbf{p}_{\mathrm{A}}\right| \sim \sqrt{\left(\Delta M_{\wedge \mathrm{n}}+T\right)^{2}-m_{\mathrm{A}}^{2}} \tag{9.41}
\end{equation*}
$$

If its mass $m_{\mathrm{A}}$ is larger than the mass difference $\Delta M_{\Lambda_{n}}$ between neutron and $\Lambda$ hyperon, $m_{\mathrm{A}} \gtrsim \Delta M_{\Lambda n}$, the kinetic energy of the baryons must also partially account for the rest mass of the axion-like particle. Consequently, the magnitude of the momentum $\mathbf{p}_{\mathrm{A}}$ is parametrically reduced with respect to the baryonic momenta $\mathbf{p}_{i}, i=\Lambda, 1,2,3$, which are of $\mathcal{O}\left(\sqrt{m_{\mathrm{b}} T}\right)$, see Equation (9.33). In this limit of small $\mathbf{p}_{\mathrm{A}} \ll \mathbf{p}_{i}$, we neglect the axion-like particle momentum $\mathbf{p}_{\mathrm{A}}$ in the spatial part of the momentum conserving delta function,

$$
\begin{equation*}
\delta^{(3)}\left(\mathbf{p}_{\Lambda}+\mathbf{p}_{1}-\mathbf{p}_{2}-\mathbf{p}_{3}-\mathbf{p}_{\mathrm{A}}\right) \simeq \delta^{(3)}\left(\mathbf{p}_{\Lambda}+\mathbf{p}_{1}-\mathbf{p}_{2}-\mathbf{p}_{3}\right) \tag{9.42}
\end{equation*}
$$

It is not a priori clear whether this simplification holds since it does not take the finite width of the momentum distribution into account or assumes the final state baryon momenta to be at the order of their values in thermal equilibrium. While this approximation needs to be justified in a full calculation, the complexity of the phase space integration is reduced since angles between the baryon and axion-like particle momenta do not appear in the integrand.
In contrast to the nucleon bremsstrahlung calculations performed in Reference [210], we need to take the different $\Lambda$ momentum into account and modify the discussion accordingly. The final result reads

$$
\begin{align*}
& \Gamma_{\text {prod }}=\frac{m_{\Lambda} m_{\mathrm{n}}}{128 \pi^{6} \Delta M_{\wedge \mathrm{n}} E_{\mathrm{A}}} \int_{0}^{\infty} \mathrm{d}\left|\mathbf{p}_{0}\right| \int_{0}^{\infty} \mathrm{d}|\mathbf{p}| \int_{|\mathbf{q}|_{-}}^{|\mathbf{q}|_{+}} \mathrm{d}|\mathbf{q}| \\
& \times \int_{-1}^{1} \mathrm{~d} \cos \left(\vartheta_{\mathrm{q}}\right) \int_{0}^{2 \pi} \mathrm{~d} \varphi_{\mathrm{q}}\left|\mathbf{p}_{0}\right||\mathbf{p} \| \mathbf{q}|^{2} \\
& \times\left[\frac{f_{\Lambda}\left(E_{\Lambda}\right) f_{\mathrm{n}}\left(E_{1}\right)\left(1-f_{\mathrm{n}}\left(E_{2}\right)\right)\left(1-f_{\mathrm{n}}\left(E_{3}\right)\right)}{E_{\Lambda} E_{1} E_{2} E_{3}} \sum_{\mathrm{pol}}|\mathcal{M}|^{2}\right]_{\cos \left(\vartheta_{\mathrm{p}}\right)=c_{\mathrm{p}}}, \tag{9.43}
\end{align*}
$$

where $f_{i}\left(E_{i}\right)$ is the Fermi-Dirac distribution of baryon $i$ and the baryon momenta are expressed in terms of the center-of-mass coordinates of the final state neutrons, $\mathbf{p}_{\wedge}=\mathbf{p}_{0}+\mathbf{p}, \mathbf{p}_{1}=\mathbf{p}_{0}-\mathbf{p}$ and $\mathbf{p}_{2,3}=\mathbf{p}_{0} \pm \mathbf{q}$, see Equations (C.43a)-(C.43d) and (C.44a)-(C.44c). The angles $\vartheta_{p}$ and $\vartheta_{\mathrm{q}}$ refer to the polar angles of $\mathbf{p}$ and $\mathbf{q}$, respectively, with respect to $\mathbf{p}_{0}$, while the azimuthal angle $\varphi_{\mathrm{q}}$ is taken with respect to the $\mathbf{p}_{0}-\mathbf{p}$ plane, see Equations (C.45a)-(C.45c).
Furthermore, we defined the minimal and maximal momenta $|\mathbf{q}|_{ \pm}$,

$$
\begin{equation*}
|\mathbf{q}|_{ \pm}^{2}=\max \left\{0, A \pm \frac{\Delta M_{\Lambda \mathrm{n}}|\mathbf{p}|\left|\mathbf{p}_{0}\right|}{m_{\Lambda}}\right\}, \tag{9.44}
\end{equation*}
$$

and the root $c_{\mathrm{p}}$ of the energy delta function,

$$
\begin{equation*}
c_{\mathrm{p}}=\frac{m_{\wedge}}{\Delta M_{\wedge \mathrm{n}}\left|\mathbf{p} \| \mathbf{p}_{0}\right|}\left(A-\mathbf{q}^{2}\right) \tag{9.45}
\end{equation*}
$$

with $A=m_{\mathrm{n}}\left(\Delta M_{\wedge \mathrm{n}}-E_{\mathrm{A}}\right)+\frac{1}{2}\left(\frac{m_{\mathrm{n}}}{m_{\wedge}}-1\right) \mathbf{p}_{0}^{2}+\frac{1}{2}\left(\frac{m_{\mathrm{n}}}{m_{\wedge}}+1\right) \mathbf{p}^{2}$. See Appendix $C .5$ for a derivation of this result.
Note that only the amplitude $\sum_{\mathrm{pol}}|\mathcal{M}|^{2}$ depends on the angle $\varphi_{\mathrm{q}}$. This integral can be performed analytically and yields

$$
\int_{0}^{2 \pi} \mathrm{~d} \varphi_{\mathrm{q}} \sum_{\text {pol }}|\mathcal{M}|^{2}=96 \pi f_{\mathrm{NN} \pi}^{4} \frac{\left|C_{\Lambda \mathrm{n}}^{\mathrm{V}}\right|^{2}+\left|C_{\Lambda \mathrm{n}}^{\mathrm{A}}\right|^{2}}{4 f_{\mathrm{a}}^{2}} \frac{m_{\mathrm{n}}^{4}\left(m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}\right)^{2}}{\left(|\mathbf{p}|^{2}-|\mathbf{q}|^{2}\right)^{2}} .
$$

luminosity In order to finally obtain the axion-like particle luminosity for this process, we have to integrate over the volume of the star and the phase space of the axion-like particle as given in Equations (9.1) and (9.2), neglecting trapping and matter effects. Note, however, that the phase space integration is modified due to the non-vanishing axion-like particle mass $m_{\mathrm{A}}$ and reads

$$
\begin{equation*}
\int \frac{\mathrm{d}^{3} p_{\mathrm{A}}}{(2 \pi)^{3}}=\frac{1}{2 \pi^{2}} \int_{1.12 m_{\mathrm{A}}}^{\infty} \mathrm{d} E_{\mathrm{A}} \sqrt{E_{\mathrm{A}}^{2}-m_{\mathrm{A}}^{2}} E_{\mathrm{A}} . \tag{9.47}
\end{equation*}
$$

Here, we also considered gravitational trapping as described in Section 9.1 by shifting the lower limit of the integral from $m_{\mathrm{A}}$ to $1.12 m_{\mathrm{A}}$, which removes axion-like particles with velocities below the escape velocity from the luminosity. Since $\Lambda$ baryons are only abundant in the star for radii $r \lesssim 12 \mathrm{~km}$, all axion-like particles are produced before the minimum of the gravitational potential and we only need to consider the case of Equation (9.12).
Like in the previous section, we have to perform the integration numerically with stellar input parameters taken from simulations. The constant couplings can be factorized in the free-streaming limit so

At this point, we are only interested in the order of magnitude. That is why we neglect matter effects which we expect to be of $\mathcal{O}(30 \%)$ as in the previous section, while trapping does not seem to be important.

In other words,
the diagram 9.5a
could be cut at
the intermediate on-shell neutron, reducing to two independent processes: the decay of a
$\Lambda$ into a neutron and axion-like
particle and a scattering between two neutrons via pion exchange. The neutron scattering is already part of the supernova simulation.
that we only have to integrate once for each mass $m_{\mathrm{A}}$ of the axion-like particle. At the technical level, we employ the VEGAS algorithm as implemented in the GNU Scientific Library in C++ for the remaining six-dimensional numerical integration. Since we are not considering matter effects in this estimate, we set both the neutron and $\Lambda$ hyperon mass to their vacuum values. Therefore, the only input values from supernova simulations are the temperature $T$ and baryon chemical potential $\mu_{\mathrm{b}}$ which are provided as a grid in the radius $r$ in Reference [186] in the Garching Core-Collapse Supernova Archive [195]. We interpolate the radial dependence of these two quantities linearly with splines implemented in the GNU Scientific Library.
results In Figure 9.6, we show the lower bound on the modelindependent axion scale $F_{\Lambda n}$ defined in Equation (9.39) as it is obtained from the energy-loss criterion (8.3) for the bremsstrahlung luminosity in terms of the mass $m_{\mathrm{A}}$ of the axion-like particle.
For masses below $m_{\mathrm{A}} \lesssim \Delta M_{\wedge \mathrm{n}} \simeq 180 \mathrm{MeV}$, not only the validity of our Approximation (9.42) has to be questioned but we also encounter a singularity if the intermediate neutron goes on-shell, causing its propagator to be divergent. In this case, the situation resembles the decay in Section 9.2: The $\Lambda$ hyperon decays into a physical neutron which afterwards scatters with another neutron. The latter process should not be considered since the scattering of neutrons is already part of the supernova simulations. Therefore, the case of small axionlike particle masses $m_{\mathrm{A}} \lesssim \Delta M_{\wedge \mathrm{n}}$ needs further scrutiny and we restrict ourselves to the regime of large masses $m_{\mathrm{A}} \gtrsim \Delta M_{\wedge_{\mathrm{n}}}$ in this work. Furthermore, we display the exclusion regions from two-body kaon decays $K^{+} \rightarrow \pi^{+}+A$ as measured in NA62 $[213,220]$ and $\Lambda \rightarrow n+A$ decays from the $\mathrm{SN1987}$ A supernova signal [66]. For the former, we have translated the upper bounds on the branching ratios in References $[213,220]$ into lower bounds on the effective vector axion scale $F_{\wedge \mathrm{n}}=\frac{F_{\text {sd }}^{V}}{\left|f_{1}\right|}$ with the vector form factor $f_{1} \simeq-1.22$ using the formula [221]

$$
\begin{equation*}
\Gamma\left(K^{+} \rightarrow \pi^{+}+A\right)=\frac{\left(m_{\mathrm{K}}^{2}-m_{\pi}^{2}\right)^{2}}{16 \pi m_{\mathrm{K}}\left(F_{\mathrm{sd}}^{\mathrm{V}}\right)^{2}} \sqrt{1-2 \frac{m_{\pi}^{2}+m_{\mathrm{A}}^{2}}{m_{\mathrm{K}}^{2}}+\frac{\left(m_{\pi}^{2}-m_{\mathrm{A}}^{2}\right)^{4}}{m_{\mathrm{K}}^{4}}} \tag{9.48}
\end{equation*}
$$

for the decay rate $\Gamma\left(K^{+} \rightarrow \pi^{+}+A\right)$ with the $K^{+}$mass $m_{K}$ and $\pi^{+}$mass $m_{\pi}$. In both cases, we have further assumed a vanishing axialvector coupling.
For masses $m_{\mathrm{A}}$ larger than 250 MeV we observe an exponential decay of the luminosity, which is proportional to $\mathrm{e}^{-\frac{m_{A}}{T}}$ with $T \simeq 32 \mathrm{MeV}$. This exponential decay confirms that the leading effects for large


Figure 9.6: Excluded region (red) for the axion scale $F_{\Lambda n}$ of the $\Lambda$-neutron coupling in terms of the mass $m_{\mathrm{A}}$ of the axion-like particle as obtained by requiring the $\Lambda$ bremsstrahlung luminosity to be smaller than the neutrino luminosity, see Equation (8.3). The bremsstrahlung bound is only calculated for axion-like particle masses above the $\Lambda$-neutron mass difference, $m_{\mathrm{A}} \gtrsim \Delta M_{\wedge_{n}}$, since the intermediate neutron can be on-shell for smaller masses which leads to a singular propagator requiring further scrutiny. We also show the excluded areas from NA62 searches for $K^{+} \rightarrow \pi^{+}+A$ decays $[213,220$ ] and the supernova (SN) bound from $\Lambda \rightarrow n+A$ decays [66] in orange. Moreover, the lower bound from kaon mixing [54] divided by the form factor $\left|f_{1}\right| \simeq 1.22$ is displayed in green, which is constantly extrapolated from its value at vanishing mass $m_{\mathrm{A}}$ and therefore only indicative.
masses are proportional to the exponential suppression of the phase space of a non-relativistic particle, see also References [117, 222].
Interestingly, the bound from $\Lambda$-neutron bremsstrahlung smoothly connects to the exclusion region from decays, yielding strong constraints in the regime where the decay is kinematically forbidden. In particular, we find tight limits of $F_{\Lambda n} \gtrsim \mathcal{O}\left(10^{9} \mathrm{GeV}\right)$ for masses $m_{\mathrm{A}} \simeq \mathcal{O}(200 \mathrm{MeV})$, which are however still three orders of magnitude below the bounds from kaon decays in NA62 [213, 220]. Above masses of 260 MeV , these kaon decay constraints are absent due to large Standard Model backgrounds and the only available limit of $F_{\mathrm{sd}}^{\mathrm{V}} \gtrsim \mathcal{O}\left(10^{5} \mathrm{GeV}\right)$ on the flavor-violating coupling comes from kaon mixing [54]. In this regime, we find lower supernova bounds of $F_{\Lambda \mathrm{n}} \gtrsim \mathcal{O}\left(10^{8} \mathrm{GeV}\right)$ for $m_{\mathrm{A}} \simeq 260 \mathrm{MeV}$ which reduce to $F_{\Lambda \mathrm{n}} \gtrsim 10^{6} \mathrm{GeV}$ for $m_{\mathrm{A}} \simeq 600 \mathrm{MeV}$. Thus, the supernova bound for axion-like parti-

The exchange of a particle with a mass of $\mathcal{O}\left(f_{\mathrm{a}}\right)$ becomes an $\mathcal{O}\left(\frac{1}{f_{2}^{2}}\right)$ contribution in the effective theory. The insertion of two axion couplings of $\mathcal{O}\left(\frac{1}{f_{a}}\right)$ is similar in size.
cles surpasses the one from kaon mixing for masses of up to about 650 MeV .
Note, however, that the mixing constraint has been derived for a massless axion using Chiral Perturbation Theory. While this calculation exhibits large uncertainties already in the massless case, an extension to axion-like particles with masses of $\mathcal{O}(300 \mathrm{MeV})$ should be taken with caution and serves only as a reference point. Moreover, the kaon mixing bound is sensitive to ultraviolet dynamics from axion models where heavy degrees of freedom at the Peccei-Quinn scale could yield a contribution of similar size to the $\Delta S=2$ operators relevant for kaon mixing.
Therefore, the supernova bound is highly relevant for axion-like particles with masses above 260 MeV , motivating a further investigation of the $\Lambda$ bremsstrahlung process.

OUtцоок We will extend this estimate in a future analysis by addressing several simplifications that can be expected to change our preliminary estimate by an $\mathcal{O}(1)$ factor:

1. We will calculate the full set of possible tree-level Feynman diagrams in the one-pion exchange approximation. This does not only include the evaluations of the diagram 9.5 b but also the scattering with protons. While we neglected the proton diagrams due to the smaller proton abundance, they could yield a similar contribution to neutron scattering because of the larger multiplicity of diagrams and the reduced Pauli blocking of protons in the final state.
2. One should justify the omission of the axion-like particle momentum $\mathbf{p}_{\mathrm{A}}$ in the spatial delta function, see Equation (9.42). While we expect this to be a good approximation for masses $m_{\mathrm{A}}$ larger than the mass difference between neutron and $\Lambda$ hyperon, it could be of similar size as the baryon momenta for smaller masses.
3. Matter effects should be added to the discussion since the lowered nucleon masses could potentially have an effect on the kinematics of the process and could also affect the mass difference $\Delta M_{\wedge n}$. Similar to $\Lambda$ decays we expect an effect of $\mathcal{O}(1)$.
4. We will translate the bound on the $\Lambda$-neutron coupling to the quark coupling $g_{s d}^{V, A}$ by performing a proper matching. This effect is relevant for large axion-like particle masses.

## CONCLUSION AND OUTLOOK

In this part, we have studied constraints on flavor-violating couplings of axions and axion-like particles from the cooling of the proto-neutron star remnant of a supernova. If the energy loss by the emission of such hypothetical particles was too large, the expected duration of the supernova neutrino pulse of $\mathcal{O}(10 \mathrm{~s})$ would be shortened, contradicting observations. The detection of neutrinos from the SN1987A supernova confirmed the Standard Model expectation for the neutrino luminosity, imposing an upper limit on the additional energy loss due to the emission of new particles. Indeed, many analyses in the past have used the SN1987A neutrino signal to derive tight bounds on couplings of different types of new particles to ordinary matter, in particular axion couplings to nucleons and photons.
Recent simulations of supernovae have concluded that there exists a sizable population of $\Lambda$ baryons in the core of a proto-neutron star due to high temperatures of $\mathcal{O}(40 \mathrm{MeV})$. This large fraction of hyperons allows for an interesting probe of flavor-violating couplings of light particles, which up to now have been bounded only weakly by laboratory experiments. In this work, we have discussed the possibility to constrain the flavor-violating strange-down coupling of axions and axion-like particles in the light of the SN 1987 A signal.
In particular, we have studied two types of processes involving $\Lambda$ baryons. First, we have analyzed axion production in decays of $\Lambda$ baryons to neutrons, $\Lambda \rightarrow n+a$, which are mediated at tree-level by the flavor-violating vector and axialvector couplings $g_{\text {sd }}^{\text {V,A }}$. Specifically, we calculated the axion luminosity, taking corrections due to axion trapping and matter effects into account. As a result, we find that trapping can be neglected for $\Lambda$ decays since $\Lambda$ baryons cannot be reproduced at large radii, while matter effects account for an $\mathcal{O}(30 \%)$ reduction of the luminosity. Using the energy loss argument, we were able to put lower limits of $F_{\text {sd }}^{V} \gtrsim 6.1 \times 10^{9} \mathrm{GeV}$ and $F_{\text {sd }}^{\mathrm{A}} \gtrsim 4.4 \times 10^{9} \mathrm{GeV}$ on the effective axion scales, where $F_{\mathrm{sd}}^{\mathrm{V}, \mathrm{A}}$ are the axion decay constants divided by the model-dependent dimensionless coupling constants $g_{s d}^{\mathrm{V}, \mathrm{A}}$. While the vector coupling is still constrained more stringently by $K^{+} \rightarrow \pi^{+}+a$ decays, the bounds on the axialvector coupling exceed not only the current best bounds from kaon mixing by two orders of magnitude, but also the expected future limit from BESIII by about a factor of ten. Moreover, there is no bound from kaon decays in the case of massless Dark Photons while the supernova analysis applies with minor modifications.

Turning to axion-like particles (ALPs) whose mass is a free parameter, we have explored the possibility to derive limits for axion-like particles with masses larger than the mass difference between $\Lambda$ baryon and neutron, where $\Lambda$ decays are kinematically forbidden. Adding a spectator neutron to the decay, the kinetic energy now allows for the production of axion-like particles heavier than 180 MeV . In this work, we have estimated the leading contributions to the axion luminosity of this bremsstrahlung process. The application of the energy loss argument leads to bounds of $F_{\wedge \mathrm{n}} \gtrsim \mathcal{O}\left(10^{9} \mathrm{GeV}\right)$, which are about three orders of magnitude below the bounds from kaon decays in NA62. Although the luminosity drops exponentially with increasing mass, we now also derive stringent limits of $\mathcal{O}\left(10^{8} \mathrm{GeV}\right)$ for axion-like particle masses above 260 MeV , where the $K^{+} \rightarrow \pi^{+}+A$ analysis does not place a limit due to large Standard Model backgrounds. The supernova bound also surpasses the one from kaon mixing for axionlike particle masses of up to $m_{\mathrm{A}} \lesssim 650 \mathrm{MeV}$, which is the current best bound but suffers from large uncertainties and a sensitivity to potential ultraviolet dynamics. This makes the supernova bound highly relevant and motivates a further investigation of the $\Lambda$ bremsstrahlung process.
While we have to wait for the next nearby supernova in our galaxy to improve on the experimental side, there are some points on the theoretical side that can be refined. First, more work is needed in the context of supernova modelling to obtain robust supernova models explaining all observations. On the particle physics side, one can improve the bremsstrahlung estimate by considering all relevant processes, scrutinizing the approximations made in this thesis, and by including matter effects. Moreover, one should translate the hyperon coupling to quark couplings by a proper treatment of hadronic effects. We expect these modifications to yield an $\mathcal{O}(1)$ correction to our estimate for the luminosity.
The variety of neutrino detectors that are running nowadays would allow for a precise test of supernova models by measuring the neutrino light curve of a nearby supernova-preferably within the Milky Way. As soon as such a supernova is observed with the plenty of modern neutrino detectors currently running, we will be able to significantly improve the energy loss criterion and increase the reliability of the supernova bounds on new particles.

CONCLUDING REMARKS

The global efforts of building experiments at the intensity frontier led to vast progress in the exploration of light particles that are weakly coupled to the Standard Model. The prime example of such particles are neutrinos, but there are also many hypothetical particles of this class as well-motivated solutions of problems and puzzles of the Standard Model such as Dark Matter or the absence of CP-violation in strong interactions.
In this thesis, we have improved and extended previous studies on the phenomenology of light particles with masses below 1 GeV in several aspects. Specifically, we have generalized analyses of molecular spectra to more types of New Physics couplings and mediators. Moreover, we have extended existing texture studies in the neutrino sector with effects from charged leptons by assuming a well-motivated underlying $U(2)$ flavor symmetry. Finally, we have found novel bounds on flavorviolating axion couplings to light down-type quarks from the SN1987A supernova signal, which surpass existing laboratory limits by orders of magnitude.
Specifically, we have studied the implications of recent precision measurements of molecular spectra on the parameter space of new forces mediated by light particles in Part I. In contrast to other experimental methods like atomic spectroscopy, molecules have the advantage that couplings between two nuclei, two electrons and between an electron and a nucleus can be probed at the same time. While the coupling of a scalar mediator to nuclei has been discussed before in molecular spectroscopy, we have extended this analysis to other couplings and mediator types, namely pseudoscalar, vector and axialvector mediators. We have found upper limits on the different couplings of up to $\mathcal{O}\left(10^{-8}\right)$ for mediators at the keV scale, which improve to $\mathcal{O}\left(10^{-11}\right)$ for the axialvector electron-electron and nucleus-nucleus coupling. In all cases, our results are compatible with those obtained with other methods. For the electron-electron coupling, we find limits of the same order as those derived from Helium spectroscopy, while for nucleusnucleus and electron-nucleus couplings other methods yield stronger bounds. However, we have also placed limits on the proton-proton coupling, while only neutron couplings are usually considered in the literature.
In Part II of this thesis, we have studied the predictions for neutrino observables in a broad class of models based on a $U(2)$ flavor symmetry, which work remarkably well in explaining the observed patterns in quark masses and mixings. For this purpose, we have assumed the
neutrino Yukawa matrix to share the features of viable $U(2)$ textures. The resulting texture has often been studied in the literature in the context of pure texture analyses. Here, it is the consequence of an underlying flavor symmetry which allowed us to include the effect of charged leptons in the resulting predictions. Specifically, we have considered two benchmark scenarios for charged leptons which are motivated from models compatible with Pati-Salam or $U(5)$ Grand Unification. In all cases, we find narrow ranges for the mass parameters at high confidence level. The sum of neutrino masses $\sum_{i} m_{i}$ is constrained to the small range of $63-69 \mathrm{meV}$ in the special case of no effect from charged leptons to the PMNS matrix, where also the effective Majorana mass vanishes. This serves as a useful reference point for realistic unified scenarios which predict a similar range for the neutrino mass sum but a non-zero effective Majorana mass. All scenarios prefer normal ordering, while inverted ordering is only viable in the $U(5)$ compatible scenario, where the whole inverted ordering parameter space is excluded by cosmology. Finally, the correlation between the $(2,3)$ angle and the Dirac CP phase of the PMNS matrixwhich is present in the case without charged leptons-is smeared out in the realistic unified scenarios due to additional phases in the charged lepton sector. As all predictions are below the reach of current and next-generation experiments, we conclude that only cosmological measurements can provide hints to the absolute neutrino mass scale in the near future if a $U(2)$ flavor symmetry is realized in nature. On the other hand, any signal in those experiments would exclude the entire class of models with $U(2)$ flavor symmetry.
In the final Part III, we have derived stellar bounds on the flavorviolating coupling of light pseudoscalar particles such as axions to light down-type quarks from the observation of the SN1987A supernova. For this purpose, we have first studied two-body decays of $\Lambda$ hyperons into a neutron and an axion, which would occur frequently in the hot and dense proto-neutron star of a supernova due to the large abundance of $\Lambda$ baryons. Thus, the cooling of the star would be significantly modified, resulting in tight lower bounds of $\mathcal{O}\left(10^{9} \mathrm{GeV}\right)$ on the effective vector and axialvector axion scales. While kaon decays yield stronger bounds for the vector coupling, our axialvector constraints surpass the corresponding current and future bounds by at least one order of magnitude. Moreover, we have estimated a bremsstrahlung-like process with $\Lambda$ baryons as a possibility to extend this bound to axion-like particles with masses above 260 MeV , which is the upper limit reachable by kaon experiments. Indeed, our estimate yields constraints on the effective axion scale of $\mathcal{O}\left(10^{8} \mathrm{GeV}\right)$ that are better by about three orders of magnitude than the current best limit from kaon mixing, which itself suffers from large uncertainties in the calculation and from a potential sensitivity to the ultraviolet
theory. This preliminary result motivates a further and more thorough analysis in an upcoming publication.
To summarize, we have studied the phenomenology of light particles which can be probed in molecular spectroscopy, precision neutrino experiments and astrophysics, providing important information for a variety of experiments. Many of these experiments have already started taking data or will do so in the near future. Furthermore, there is the chance of observing a nearby galactic supernova which would significantly improve our understanding of the physics driving core-collapse supernova explosions. With these experimental results at hand, we will be able to substantially refine our knowledge about light particles and might even provide the first hints for Beyond the Standard Model Physics. The future of probing light degrees of freedom at the intensity frontier is definitely exciting!

APPENDIX

## A.I CALCULATION OF NON-RELATIVISTIC POTENTIALS

In this section, we exemplarily show the derivation of non-relativistic potentials for the cases of a scalar and pseudoscalar mediator, before we provide the steps that lead to the contact potential of the $W$ box diagram given in Equation (3.25). The derivations of the scalar and pseudoscalar potential have also been considered in References [112, 223].

## A.1. 1 Scalar Mediator

The interaction of a scalar mediator $S$ with mass $m_{\mathrm{S}}$ and two fermions $f$ is described by the Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\mathrm{Sff}}=g_{f}^{S} S \bar{f} f \tag{A.1}
\end{equation*}
$$

Given two fermions a and b with incoming momenta $p_{\mathrm{a}}, p_{\mathrm{b}}$ and final state momenta $p_{\mathrm{a}}^{\prime}, p_{\mathrm{b}}^{\prime}$, the use of Feynman rules determines the amplitude of the diagram in Figure A. 1 to read

$$
\begin{equation*}
\mathcal{M}=-\frac{g_{\mathrm{a}}^{\mathrm{S}} g_{\mathrm{b}}^{\mathrm{S}}}{q^{2}-m_{\mathrm{S}}^{2}+\mathrm{i} \varepsilon}\left(\bar{u}_{\mathrm{a}}^{\prime} u_{\mathrm{a}}\right)\left(\bar{u}_{\mathrm{b}}^{\prime} u_{\mathrm{b}}\right) \tag{A.2}
\end{equation*}
$$

Here, $q=p_{\mathrm{a}}-p_{\mathrm{a}}^{\prime}$ is the momentum transfer between the two interacting fermions, while $u_{\mathrm{a}, \mathrm{b}}=u\left(p_{\mathrm{a}, \mathrm{b}}\right)$ and $u_{\mathrm{a}, \mathrm{b}}^{\prime}=u\left(p_{\mathrm{a}, \mathrm{b}}^{\prime}\right)$ are the Dirac spinors of the incoming and outgoing particles, respectively.
In the non-relativistic limit, we can approximate $q^{2} \simeq-\mathbf{q}^{2}$ with the spatial component $\mathbf{q}$ of the momentum transfer $q$ and


To see this, notice that the nonrelativistic kinetic energy $\frac{\mathbf{p}^{2}}{2 m}$ is suppressed by $\frac{p}{m}$ with respect to the momentum $\mathbf{p}$.

Figure A.1: Feynman diagram for the scattering of two particles $a$ and $b$ by the exchange of $a$ scalar mediator $S$.

$$
\begin{equation*}
u(p) \simeq\binom{\xi}{\frac{\mathbf{p} \cdot \boldsymbol{\sigma}}{2 m} \xi} \tag{A.3}
\end{equation*}
$$

where $m$ is the mass of the considered fermion, $\xi$ is a two-component Pauli spinor describing the particle's spin and $\sigma$ is the tuple of Pauli matrices. Hence, we find

$$
\begin{equation*}
\bar{u}_{i} u_{j} \simeq \xi_{i}^{\dagger} \xi_{j}=\left(\xi_{i}^{\dagger}\right)_{\alpha}\left(\xi_{j}\right)_{\beta} \delta_{\alpha \beta} \tag{A.4}
\end{equation*}
$$

with spinor indices $\alpha, \beta$ and the Kronecker delta $\delta_{\alpha \beta}$.
Plugging these approximations into the amplitude (A.2), we infer the Fourier-transformed non-relativistic potential $\widetilde{V}(\mathbf{q})$ by comparison with Equation (3.1) as

$$
\begin{equation*}
[\widetilde{V}(\mathbf{q})]_{\gamma \delta, \alpha \beta} \simeq-\frac{g_{\mathrm{a}}^{\mathrm{S}} g_{\mathrm{b}}^{\mathrm{S}}}{\mathbf{q}^{2}+m_{\mathrm{S}}^{2}} \delta_{\gamma \alpha} \delta_{\delta \beta} \tag{A.5}
\end{equation*}
$$

As expected, the scalar interaction does not change the spin of the interacting particles which is reflected in the Kronecker deltas acting on the spin space of the fermions.
The Fourier transform of Equation (A.5) with respect to the momentum transfer $\mathbf{q}$ finally yields the well-known Yukawa potential [107]

$$
\begin{equation*}
V(\mathbf{r})=-\frac{g_{\mathrm{a}}^{\mathrm{S}} g_{\mathrm{b}}^{\mathrm{S}}}{4 \pi} \frac{\mathrm{e}^{-m_{\mathrm{s}} r}}{r} \tag{A.6}
\end{equation*}
$$

where we omitted the unit-operators on the spin space of the two particles.

## A.1.2 Pseudoscalar Mediator

The Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\mathrm{Pff}}=\mathrm{i} g_{f}^{\mathrm{P}} P \bar{f} \gamma_{5} f \tag{A.7}
\end{equation*}
$$

yields the interaction of a pseudoscalar particle $P$ with mass $m_{P}$ and a fermion species $f$. As a result, we find the matrix element

$$
\begin{equation*}
\mathcal{M}=\frac{g_{\mathrm{a}}^{\mathrm{P}} g_{\mathrm{b}}^{\mathrm{P}}}{q^{2}-m_{\mathrm{P}}^{2}+\mathrm{i} \varepsilon}\left(\bar{u}_{\mathrm{a}}^{\prime} \gamma_{5} u_{\mathrm{a}}\right)\left(\bar{u}_{\mathrm{b}}^{\prime} \gamma_{5} u_{\mathrm{b}}\right) \tag{A.8}
\end{equation*}
$$

for the interaction between two fermion species $a$ and $b$, following the notation of the previous section.

Applying the same approximations as in the scalar case, the spinor product evaluates in the non-relativistic limit as

$$
\begin{equation*}
\bar{u}_{i} \gamma_{5} u_{j} \simeq \frac{1}{2 m} \xi_{i}^{\dagger}\left(\mathbf{p}_{j}-\mathbf{p}_{i}\right) \cdot \boldsymbol{\sigma} \xi_{j} \tag{A.9}
\end{equation*}
$$

where we assumed the spinors $u_{i}$ and $u_{j}$ to refer to particles of the same mass, $m=m_{i}=m_{j}$. This corresponds to the assumption that the mediator particle cannot change flavor.
As a result, the momentum-space potential as defined in Equation (3.1) reads

$$
\begin{equation*}
[\widetilde{V}(\mathbf{q})]_{\gamma \delta, \alpha \beta} \simeq-\frac{1}{4 m_{\mathrm{a}} m_{\mathrm{b}}} \frac{g_{\mathrm{a}}^{\mathrm{P}} g_{\mathrm{b}}^{\mathrm{P}}}{\mathbf{q}^{2}+m_{\mathrm{P}}^{2}}[\mathbf{q} \cdot \boldsymbol{\sigma}]_{\gamma \alpha}[\mathbf{q} \cdot \boldsymbol{\sigma}]_{\delta \beta} \tag{A.10}
\end{equation*}
$$

Bearing in mind that the spin indices $\alpha, \gamma$ refer to the first particle a while $\beta, \delta$ refer to particle b, we can label the Pauli matrices by a and $b$ to keep track of this. The Fourier transform to real space yields

$$
\begin{equation*}
V(\mathbf{r})=\frac{g_{\mathrm{a}}^{\mathrm{P}} g_{\mathrm{b}}^{\mathrm{P}}}{4 \pi} \frac{1}{4 m_{\mathrm{a}} m_{\mathrm{b}}}\left(\boldsymbol{\sigma}_{\mathrm{a}} \cdot \boldsymbol{\nabla}\right)\left(\boldsymbol{\sigma}_{\mathrm{b}} \cdot \boldsymbol{\nabla}\right)\left(\frac{\mathrm{e}^{-m_{\mathrm{P}} r}}{r}\right) \tag{A.11}
\end{equation*}
$$

and using

$$
\begin{align*}
\partial_{j} \partial_{k}\left(\frac{\mathrm{e}^{-m_{\mathrm{P}} r}}{r}\right)=-m_{\mathrm{P}}^{2} & {\left[\delta_{j k}\left(\frac{1}{m_{\mathrm{P}} r}+\frac{1}{m_{\mathrm{P}}^{2} r^{2}}+\frac{4 \pi r}{3 m_{\mathrm{P}}^{2}} \delta^{(3)}(\mathbf{r})\right)\right.} \\
& \left.-\frac{r_{j} r_{k}}{r^{2}}\left(1+\frac{3}{m_{\mathrm{P}} r}+\frac{3}{m_{\mathrm{P}}^{2} r^{2}}\right)\right] \frac{\mathrm{e}^{-m_{\mathrm{P}} r}}{r} \tag{A.12}
\end{align*}
$$

the pseudoscalar potential in Equation (3.17b) follows,

$$
\begin{align*}
V_{\mathrm{P}}(\mathbf{r})=-g_{\mathrm{ab}}^{\mathrm{P}} & \frac{m_{\mathrm{P}}^{2}}{4 m_{\mathrm{a}} m_{\mathrm{b}}}\left[\left(\boldsymbol{\sigma}_{\mathrm{a}} \cdot \boldsymbol{\sigma}_{\mathrm{b}}\right)\left(\frac{1}{m_{\mathrm{P}}^{2} r^{2}}+\frac{1}{m_{\mathrm{P}} r}+\frac{4 \pi r}{3 m_{\mathrm{P}}^{2}} \delta^{(3)}(\mathbf{r})\right)\right. \\
& \left.-\left(\boldsymbol{\sigma}_{\mathrm{a}} \cdot \hat{\mathbf{r}}\right)\left(\boldsymbol{\sigma}_{\mathrm{b}} \cdot \hat{\mathbf{r}}\right)\left(1+\frac{3}{m_{\mathrm{P}}^{2} r^{2}}+\frac{3}{m_{\mathrm{P}} r}\right)\right] \frac{\mathrm{e}^{-m_{\mathrm{P}} r}}{4 \pi r}, \tag{A.13}
\end{align*}
$$

with the abbreviation $g_{\mathrm{ab}}^{\mathrm{P}}=g_{\mathrm{a}}^{\mathrm{P}} g_{\mathrm{b}}^{\mathrm{P}}$.

## A.1.3 Evaluation of the W Box Diagram

In this subsection, we sketch the evaluation of the box diagram in Figure 3.5 which leads to an estimate of the contact interaction. Denoting the loop momentum by $l$ and choosing it to be the momentum of the $W$ boson running at the top, we find the amplitude

This is appropriate in the non-relativistic limit even for mediators with flavor-changing couplings since the mass gap between different flavors cannot be overcome by keV energies.

$$
\begin{align*}
& \text { i } \mathcal{M}=8 M_{\mathrm{W}}^{4} G_{\mathrm{F}}^{2}\left[\bar{u}\left(p_{4}\right) \gamma^{\mu} \gamma^{v} \gamma^{\varrho} P_{\mathrm{L}} u\left(p_{1}\right)\right]\left[\bar{u}\left(p_{3}\right) \gamma_{\varrho} \gamma_{\sigma} \gamma_{\mu} P_{\mathrm{L}} u\left(p_{2}\right)\right] \\
& \times \int \frac{\mathrm{d}^{4} l}{(2 \pi)^{4}} \frac{l_{v} l^{\sigma}}{\left(l^{2}+\mathrm{i} \varepsilon\right)^{2}\left(l^{2}-M_{\mathrm{W}}^{2}+\mathrm{i} \varepsilon\right)^{2}} . \tag{A.14}
\end{align*}
$$

Here, $M_{\mathrm{W}}$ is the $W$ boson mass, $G_{\mathrm{F}}$ is the Fermi constant, and $P_{\mathrm{L}}$ is the left-chiral projector, while $p_{1,2}$ and $p_{3,4}$ are the momenta of the initial and final state electrons, respectively. Moreover, we neglected the external momenta $p_{i}$ in the propagators since we are interested in the high-energy behavior.
The loop integral is finite in four dimensions [224] leading to

$$
\begin{equation*}
\mathrm{i} \mathcal{M}=-\mathrm{i} \frac{2 \pi}{3} G_{\mathrm{F}}^{2} M_{\mathrm{W}}^{2}\left[\bar{u}\left(p_{4}\right) \gamma^{\mu} \gamma^{v} \gamma^{\varrho} P_{\mathrm{L}} u\left(p_{1}\right)\right]\left[\bar{u}\left(p_{3}\right) \gamma_{\varrho} \gamma_{v} \gamma_{\mu} P_{\mathrm{L}} u\left(p_{2}\right)\right] . \tag{A.15}
\end{equation*}
$$

Using the identity [225]

$$
\begin{equation*}
\left[\gamma^{\mu} \gamma^{\nu} \gamma^{\varrho} P_{\mathrm{L}}\right]_{i j}\left[\gamma_{\varrho} \gamma_{\nu} \gamma_{\sigma} P_{\mathrm{L}}\right]_{k l}=4\left[\gamma^{\mu} P_{\mathrm{L}}\right]_{i j}\left[\gamma_{\mu} P_{\mathrm{L}}\right]_{k l} \tag{A.16}
\end{equation*}
$$

we can finally express the amplitude as

$$
\begin{equation*}
\mathrm{i} \mathcal{M}=-\mathrm{i} \frac{8 \pi}{3} G_{\mathrm{F}}^{2} M_{\mathrm{W}}^{2}\left[\bar{u}\left(p_{4}\right) \gamma^{\mu} P_{\mathrm{L}} u\left(p_{1}\right)\right]\left[\bar{u}\left(p_{3}\right) \gamma_{\mu} P_{\mathrm{L}} u\left(p_{2}\right)\right] . \tag{A.17}
\end{equation*}
$$

In the non-relativistic limit, the spinor product simplifies to

$$
\begin{align*}
& {\left[\bar{u}\left(p_{4}\right) \gamma^{\mu} P_{\mathrm{L}} u\left(p_{1}\right)\right]\left[\bar{u}\left(p_{3}\right) \gamma_{\mu} P_{\mathrm{L}} u\left(p_{2}\right)\right]} \\
& \quad \simeq \frac{1}{4}\left[\left(\xi_{4}^{\dagger} \xi_{1}\right)\left(\xi_{3}^{\dagger} \xi_{2}\right)+\left(\xi_{4}^{\dagger} \sigma^{i} \xi_{1}\right)\left(\xi_{3}^{\dagger} \sigma^{i} \xi_{2}\right)\right]=\frac{1}{2}\left(\xi_{3}^{\dagger} \xi_{1}\right)\left(\xi_{4}^{\dagger} \xi_{2}\right) \tag{A.18}
\end{align*}
$$

where in the last step the identity $\sigma_{\alpha \beta}^{i} \sigma_{\gamma \delta}^{i}=2 \delta_{\alpha \delta} \delta_{\gamma \beta}-\delta_{\alpha \beta} \delta_{\gamma \delta}$ [226] was applied.
Comparing to the definition of the potential in Equation (3.1), we find the potential in momentum space

$$
\begin{equation*}
[\widetilde{V}(\mathbf{q})]_{\gamma \delta, \alpha \beta} \simeq \frac{4}{3} \pi G_{\mathrm{F}}^{2} M_{\mathrm{W}}^{2} \delta_{\gamma \alpha} \delta_{\delta \beta} \tag{A.19}
\end{equation*}
$$

Finally, the Fourier transform of a constant yields the Dirac delta distribution. Suppressing the unit matrices in spin space, we hence find the potential

$$
\begin{equation*}
V(\mathbf{r})=\frac{4}{3} \pi G_{\mathrm{F}}^{2} M_{\mathrm{W}}^{2} \delta^{(3)}(\mathbf{r}) \tag{A.20}
\end{equation*}
$$

which is a contact potential as expected for the high-energy contribution.

In this section, we briefly discuss the possible spin states for the isotopologues in their unperturbed ground states (2.13). For this purpose, we explicitly write the spin parts of the wave functions, that is

$$
\begin{equation*}
\left.\left|\Psi^{(0)}\right\rangle=\left|\varphi_{\mathrm{el}}\right\rangle \otimes|\operatorname{spin}\rangle_{\mathrm{el}} \otimes|\chi\rangle \otimes \mid \text { spin }\right\rangle_{\mathrm{N}}, \tag{A.21}
\end{equation*}
$$

where $\mid$ spin $\rangle_{e l}$ is the spin state of the spin- $\frac{1}{2}$ electrons and $|\operatorname{spin}\rangle_{\mathrm{N}}$ is the spin state of the nuclei with spins $S_{1}$ and $S_{2}$. In the following, we refer to the spin operators of the electrons $i=1,2$ as $\hat{\mathbf{S}}_{i}^{e}$ and to those of the nuclei $i=\mathrm{A}, \mathrm{B}$ as $\hat{\mathbf{S}}_{i}^{\mathrm{N}}$.
electronic spin state Since the electronic ground state wave function is symmetric under the exchange of the two electrons, the electronic spin state must be antisymmetric to fulfill the Pauli principle. Hence, the electrons must have vanishing total spin and their state is given by the spin singlet

$$
\begin{equation*}
|\operatorname{spin}\rangle_{\mathrm{el}}=\left|s_{\mathrm{e}}=0, m_{\mathrm{e}}=0\right\rangle=\frac{1}{2}(|\uparrow \downarrow\rangle-|\downarrow \uparrow\rangle), \tag{A.22}
\end{equation*}
$$

where $s_{\mathrm{e}}$ is the total spin quantum number linked to the operator $\hat{\mathbf{S}}^{\mathrm{e}}=$ $\hat{\mathbf{S}}_{1}^{\mathrm{e}}+\hat{\mathbf{S}}_{2}^{\mathrm{e}}$ and $m_{\mathrm{e}}$ is the corresponding eigenvalue of the z component $\hat{S}_{\mathrm{z}}^{\mathrm{e}}$. The first arrow in the kets indicates the spin state of the first electron with $\uparrow$ and $\downarrow$ being spin up and down, respectively, while the second arrow refers to the second electron.
As a consequence, the spin matrix elements $\left\langle\left.\operatorname{spin}\right|_{\mathrm{el}}\left[\hat{\mathbf{S}}_{i}^{\mathrm{e}}\right]_{\alpha}\left[\hat{\mathbf{S}}_{j}^{\mathrm{e}, \mathrm{N}}\right]_{\beta} \mid \operatorname{spin}\right\rangle_{\mathrm{el}}$ of one electron $i=1,2$ interacting with either the other electron or a nucleus $j=1,2, \mathrm{~A}, \mathrm{~B}$ and where $\alpha, \beta$ are the components of the spin vector read as follows:

1. ELECTRON-NUCleU FORCE In this case, the index $j$ refers to nucleus A or B so that the nucleus spin operator can be factored out. Since $\left\langle 0,\left.0\right|_{\text {el }} \hat{\mathbf{S}}_{i}^{\mathrm{e}} \mid 0,0\right\rangle_{\mathrm{el}}=0$, all matrix elements vanish,

$$
\begin{equation*}
\left\langle 0,\left.0\right|_{\mathrm{el}}\left[\hat{\mathbf{S}}_{i}^{\mathrm{e}}\right]_{\alpha}\left[\hat{\mathbf{S}}_{j}^{\mathrm{N}}\right]_{\beta} \mid 0,0\right\rangle_{\mathrm{el}} \sim\left\langle 0,\left.0\right|_{\mathrm{el}}\left[\hat{\mathbf{S}}_{i}^{\mathrm{e}}\right]_{\alpha} \mid 0,0\right\rangle_{\mathrm{el}}=0 \tag{A.23}
\end{equation*}
$$

Thus, all spin-dependent terms vanish for couplings between one electron and one nucleus.
2. electron-electron force Here, we evaluate

$$
\begin{equation*}
\left\langle 0,\left.0\right|_{\mathrm{el}}\left[\hat{\mathbf{S}}_{1}^{\mathrm{e}}\right]_{\alpha}\left[\hat{\mathbf{S}}_{2}^{\mathrm{e}}\right]_{\beta} \mid 0,0\right\rangle_{\mathrm{el}}=-\frac{1}{4} \delta_{\alpha \beta} \tag{A.24}
\end{equation*}
$$

yielding

$$
\begin{equation*}
\left\langle 0,\left.0\right|_{\mathrm{el}} \hat{\mathbf{s}}_{1}^{\mathrm{e}} \cdot \hat{\mathbf{S}}_{2}^{\mathrm{e}} \mid 0,0\right\rangle_{\mathrm{el}}=-\frac{3}{4} . \tag{A.25}
\end{equation*}
$$

For instance, the electronic matrix element of the pseudoscalar potential (3.17b) with $\mathbf{r}=\mathbf{r}_{12}=\mathbf{r}_{2}-\mathbf{r}_{1}$ simplifies to

$$
\begin{align*}
& \left(\left\langle\varphi_{\mathrm{el}}\right| \otimes\left\langle 0,\left.0\right|_{\mathrm{el}}\right) V_{\mathrm{P}}(\mathbf{r})\left(\left|\varphi_{\mathrm{el}}\right\rangle \otimes|0,0\rangle_{\mathrm{el}}\right)\right. \\
\sim & \left\langle\varphi_{\mathrm{el}}\right|\left[-\frac{3}{4}\left(\frac{1}{m^{2} r^{2}}+\frac{1}{m r}+\frac{4 \pi r}{3 m^{2}} \delta^{(3)}(\mathbf{r})\right)\right. \\
& \left.+\frac{1}{4}\left(1+\frac{3}{m^{2} r^{2}}+\frac{3}{m r}\right)\right] \frac{\mathrm{e}^{-m r}}{4 \pi r}\left|\varphi_{\mathrm{el}}\right\rangle \\
= & \frac{1}{4}\left[\left\langle\varphi_{\mathrm{el}}\right| \frac{\mathrm{e}^{-m r}}{4 \pi r}\left|\varphi_{\mathrm{el}}\right\rangle-\frac{1}{4 m^{2}}\left\langle\varphi_{\mathrm{el}}\right| \delta^{(3)}(\mathbf{r})\left|\varphi_{\mathrm{el}}\right\rangle\right], \tag{A.26}
\end{align*}
$$

where we dropped constant terms and used the Dirac distribution to cancel the exponential.
nuclear spin states In the case of spin-dependent forces coupling to nuclei, we encounter two types of angular momentum matrix elements. The matrix element of the operator $\hat{\mathbf{S}}_{\mathrm{A}}^{\mathrm{N}} \cdot \hat{\mathbf{S}}_{\mathrm{B}}^{\mathrm{N}}$ only depends on nuclear spins, while the one of the operator $\left(\hat{\mathbf{S}}_{\mathrm{A}}^{\mathrm{N}} \cdot \hat{\mathbf{r}}\right)\left(\hat{\mathbf{S}}_{\mathrm{B}}^{\mathrm{N}} \cdot \hat{\mathbf{r}}\right)$ can be factorized into a spin and an orbital angular momentum part,

$$
\begin{align*}
& \left(\left\langle J, M_{1}\right| \otimes\left\langle S,\left.m_{1}\right|_{\mathrm{N}}\right)\left(\hat{\mathbf{S}}_{\mathrm{A}}^{\mathrm{N}} \cdot \hat{\mathbf{r}}\right)\left(\hat{\mathbf{S}}_{\mathrm{B}}^{\mathrm{N}} \cdot \hat{\mathbf{r}}\right)\left(\left|J, M_{2}\right\rangle \otimes\left|S, m_{2}\right\rangle_{\mathrm{N}}\right)\right. \\
= & \left\langle J, M_{1}\right| \frac{r_{\alpha} r_{\beta}}{r^{2}}\left|J, M_{2}\right\rangle\left\langle S,\left.m_{1}\right|_{\mathrm{N}}\left[\hat{\mathbf{S}}_{\mathrm{A}}^{\mathrm{N}}\right]_{\alpha}\left[\hat{\mathbf{S}}_{\mathrm{B}}^{\mathrm{N}}\right]_{\beta} \mid S, m_{2}\right\rangle_{\mathrm{N}} . \tag{A.27}
\end{align*}
$$

The orbital part can be evaluated by decomposing the tensor $r_{i} r_{j}$ in terms of spherical harmonics $Y_{l}^{m}$,

$$
\begin{equation*}
\frac{r_{i} r_{j}}{r^{2}}=\sum_{l, m} \lambda_{l}^{m} Y_{l}^{m}(\vartheta, \varphi), \tag{A.28}
\end{equation*}
$$

with coefficients $\lambda_{l}^{m}$. For instance,

$$
\begin{align*}
& \frac{x^{2}}{r^{2}}=\frac{2 \sqrt{\pi}}{3} Y_{0}^{0}+\sqrt{\frac{2 \pi}{15}} Y_{2}^{-2}-\frac{2}{3} \sqrt{\frac{\pi}{5}} Y_{2}^{0}+\sqrt{\frac{2 \pi}{15}} Y_{2}^{2} \quad \text { or }  \tag{A.29}\\
& \frac{x y}{r^{2}}=\mathrm{i} \sqrt{\frac{2 \pi}{15}} Y_{2}^{-2}-\mathrm{i} \sqrt{\frac{2 \pi}{15}} Y_{2}^{2} . \tag{А.30}
\end{align*}
$$

The integrals can afterwards be solved by using the formula [227]

$$
\begin{align*}
& \left\langle J, M_{1}\right| Y_{l}^{m}\left|J, M_{2}\right\rangle=\int \mathrm{d} \Omega\left(Y_{J}^{M_{1}}\right)^{*} Y_{l}^{m} Y_{J}^{M_{2}} \\
& =\sqrt{\frac{2 l+1}{4 \pi}} C_{00, J 0}^{l J} C_{m M_{2}, J M_{1}}^{l J}, \tag{A.31}
\end{align*}
$$

where $C_{m_{1} m_{2}, j m}^{j_{1} j_{2}}$ are the Clebsch-Gordan coefficients for the addition of two spins with quantum numbers $\left|j_{1}, m_{1}\right\rangle$ and $\left|j_{2}, m_{2}\right\rangle$ to a state $|j, m\rangle$.

For the spin-state matrix element, we must distinguish between bosonic and fermionic nuclei. Since the potentials listed in Sections 3.2 and 3.3 are only valid for fermions, we cannot consider the couplings to deuterium being a spin-1 nucleus. This leaves us with $\mathrm{H}_{2}, \mathrm{~T}_{2}$ and HT to consider.
Starting with the homonuclear isotopologues $\mathrm{H}_{2}$ and $\mathrm{T}_{2}$, their quantum states must be antisymmetric under the exchange of the nuclei to comply with the Pauli principle. The spatial part of the nuclear wave function $\chi$ can be split into spherical harmonics $Y_{J}^{m}$ and a radial part, see Equation (2.22). Interchanging the two nuclei, the nuclear wave function gets a factor $(-1)^{J}$ from the spherical harmonics and is thus antisymmetric for odd angular momentum $J$ and symmetic for even angular momentum $J$. In order to obtain a overall antisymmetric state, the nuclear spin state $|\mathrm{spin}\rangle_{\mathrm{N}}$ must therefore be symmetic for odd $J$ and antisymmetric for even $J$.

1. even angular momentum In this case, the nuclear spins are in the singlet $S_{\mathrm{N}}=0$ state $|0,0\rangle_{\mathrm{N}}$. The spin matrix elements for this case are the same as for the electronic case, see Equations (A.23), (A.24) and (A.25). In particular, we find

$$
\begin{align*}
& \left(\left\langle J, M_{1}\right| \otimes\left\langle 0,\left.0\right|_{\mathrm{N}}\right)\left(\hat{\mathbf{S}}_{\mathrm{A}}^{\mathrm{N}} \cdot \hat{\mathbf{r}}\right)\left(\hat{\mathbf{S}}_{\mathrm{B}}^{\mathrm{N}} \cdot \hat{\mathbf{r}}\right)\left(\left|J, M_{2}\right\rangle \otimes|0,0\rangle_{\mathrm{N}}\right)\right. \\
= & -\frac{1}{4} \delta_{\alpha \beta}\left\langle J, M_{1}\right| \frac{r_{\alpha} r_{\beta}}{r^{2}}\left|J, M_{2}\right\rangle=-\frac{1}{4} \delta_{M_{1} M_{2}} \tag{A.32}
\end{align*}
$$

so that the perturbation stays diagonal in this case.
2. odd angular momentum For odd $J$, the nuclear spin state is given by the symmetric $S_{\mathrm{N}}=1$ triplet state. Since there is now an additional degeneracy given by the spin multiplicity, the matrix elements become more involved. In particular, we find

$$
\begin{align*}
& \left(\left\langle J, M_{1}\right| \otimes\left\langle 1,\left.m_{1}\right|_{\mathrm{N}}\right)\left(\hat{\mathbf{S}}_{\mathrm{A}}^{\mathrm{N}} \cdot \hat{\mathbf{S}}_{\mathrm{B}}^{\mathrm{N}}\right)\left(\left|J, M_{2}\right\rangle \otimes\left|1, m_{2}\right\rangle\right)\right. \\
= & \frac{1}{4} \delta_{m_{1} m_{2}} \delta_{M_{1} M_{2}} . \tag{A.33}
\end{align*}
$$

The other relevant operator $\left(\hat{\mathbf{S}}_{\mathrm{A}}^{\mathrm{N}} \cdot \hat{\mathbf{r}}\right)\left(\hat{\mathbf{S}}_{\mathrm{B}}^{\mathrm{N}} \cdot \hat{\mathbf{r}}\right)$ is not diagonal anymore in this case and due to the lengthy expressions we refrain from listing it in this thesis.

For the heteronuclear molecule HT, there is no restriction on the exchange of the two nuclei from the Pauli principle. Hence, there are no restrictions on the symmetry of the spin state which could be a singlet or triplet state. Since all these states are now degenerate, we have to calculate the matrix of each potential for all these states. For example, the operator $\hat{\mathbf{S}}_{\mathrm{A}}^{\mathrm{N}} \cdot \hat{\mathbf{S}}_{\mathrm{B}}^{\mathrm{N}}$ yields a matrix

$$
\begin{align*}
& \left(\left\langle J, M_{1}\right| \otimes\left\langle m_{1},\left.m_{2}\right|_{\mathrm{N}}\right)\left(\hat{\mathbf{S}}_{\mathrm{A}}^{\mathrm{N}} \cdot \hat{\mathbf{S}}_{\mathrm{B}}^{\mathrm{N}}\right)\left(\left|J, M_{2}\right\rangle \otimes\left|m_{1}^{\prime}, m_{2}^{\prime}\right\rangle_{\mathrm{N}}\right)\right. \\
\hat{=} & \left(\begin{array}{cccc}
\frac{1}{4} \delta_{M_{1} M_{2}} & 0 & 0 & 0 \\
0 & -\frac{1}{4} \delta_{M_{1} M_{2}} & \frac{1}{2} \delta_{M_{1} M_{2}} & 0 \\
0 & \frac{1}{2} \delta_{M_{1} M_{2}} & -\frac{1}{4} \delta_{M_{1} M_{2}} & 0 \\
0 & 0 & 0 & \frac{1}{4} \delta_{M_{1} M_{2}}
\end{array}\right) \tag{A.34}
\end{align*}
$$

in the basis of the nuclear spins. In particular, we arranged the spin basis in the form $\{|\uparrow \uparrow\rangle,|\uparrow \downarrow\rangle|\downarrow \uparrow\rangle,|\downarrow \downarrow\rangle\}$ where the first and second entry in the states correspond to the $z$ projection of the hydrogen and tritium spin, respectively.
The matrix element of the second operator $\left(\hat{\mathbf{S}}_{\mathrm{A}}^{\mathrm{N}} \cdot \hat{\mathbf{r}}\right)\left(\hat{\mathbf{S}}_{\mathrm{B}}^{\mathrm{N}} \cdot \hat{\mathbf{r}}\right)$ again evaluates to lengthy expressions and we refrain from showing it here.

## A. 3 LIST OF EXPERIMENTAL DATA

Here, all experimental data used in our analysis are listed.

Table A.1: List of all measurements used in our analysis. The transitions $\left(v_{1}, J_{1}\right) \rightarrow\left(v_{2}, J_{2}\right)$ are characterized by the vibrational quantum numbers $v_{i}$ and the angular momentums $J_{i}$ of the involved levels $\left(v_{i}, J_{i}\right)$.

| molecule | transition | energy $\left[\mathrm{cm}^{-1}\right]$ | reference |
| :---: | :---: | :---: | :---: |
| $\mathrm{H}_{2}$ | $(3,5) \rightarrow(0,3)$ | $12559.74952(5)$ | $[228]$ |
| $\mathrm{H}_{2}$ | $(1,0) \rightarrow(0,0)$ | $4161.16636(15)$ | $[98]$ |
| $\mathrm{H}_{2}$ | $(1,1) \rightarrow(0,1)$ | $4155.25400(21)$ | $[98]$ |
| $\mathrm{H}_{2}$ | $(1,2) \rightarrow(0,2)$ | $4143.46553(15)$ | $[98]$ |
| $\mathrm{H}_{2}$ | $(11,1) \rightarrow(0,0)$ | $32937.7554(16)$ | $[229]$ |
| $\mathrm{H}_{2}$ | $(11,3) \rightarrow(0,0)$ | $33186.4791(16)$ | $[229]$ |
| $\mathrm{H}_{2}$ | $(11,4) \rightarrow(0,0)$ | $33380.1025(33)$ | $[229]$ |
| $\mathrm{H}_{2}$ | $(11,5) \rightarrow(0,0)$ | $33615.5371(18)$ | $[229]$ |
| HD | $(1,0) \rightarrow(0,0)$ | $3632.16052(22)$ | $[98]$ |
| HD | $(1,1) \rightarrow(0,1)$ | $3628.30450(22)$ | $[98]$ |
| HD | $(2,2) \rightarrow(0,1)$ | $7241.84935087(67)$ | $[99]$ |
| HD | $(2,3) \rightarrow(0,2)$ | $7306.48322250(93)$ | $[99]$ |
| HD | $(2,4) \rightarrow(0,3)$ | $7361.90317335(93)$ | $[99]$ |
| $\mathrm{D}_{2}$ | $(1,0) \rightarrow(0,0)$ | $2993.61706(15)$ | $[98]$ |
| $\mathrm{D}_{2}$ | $(1,1) \rightarrow(0,1)$ | $2991.50706(15)$ | $[98]$ |
| $\mathrm{D}_{2}$ | $(1,2) \rightarrow(0,2)$ | $2987.29352(15)$ | $[98]$ |
| $\mathrm{D}_{2}$ | $(0,2) \rightarrow(0,0)$ | $179.068(2)$ | $[101]$ |


| molecule | transition | energy $\left[\mathrm{cm}^{-1}\right]$ | reference |
| :---: | :---: | :--- | :---: |
| $\mathrm{D}_{2}$ | $(0,3) \rightarrow(0,1)$ | $297.533(3)$ | $[101]$ |
| $\mathrm{D}_{2}$ | $(0,4) \rightarrow(0,2)$ | $414.648(2)$ | $[101]$ |
| $\mathrm{T}_{2}$ | $(1,0) \rightarrow(0,0)$ | $2464.50394(67)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,1) \rightarrow(0,1)$ | $2463.34817(42)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,2) \rightarrow(0,2)$ | $2461.03917(42)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,3) \rightarrow(0,3)$ | $2457.58135(42)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,4) \rightarrow(0,4)$ | $2452.98233(42)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,5) \rightarrow(0,5)$ | $2447.25061(42)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,6) \rightarrow(0,6)$ | $2440.397(5)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,7) \rightarrow(0,7)$ | $2432.442(5)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,2) \rightarrow(0,0)$ | $2581.114(5)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,3) \rightarrow(0,1)$ | $2657.281(5)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,4) \rightarrow(0,2)$ | $2731.716(5)$ | $[105]$ |
| $\mathrm{T}_{2}$ | $(1,5) \rightarrow(0,3)$ | $2804.164(5)$ | $[105]$ |
| DT | $(1,0) \rightarrow(0,0)$ | $2743.34160(42)$ | $[105]$ |
| DT | $(1,1) \rightarrow(0,1)$ | $2741.73204(39)$ | $[105]$ |
| DT | $(1,2) \rightarrow(0,2)$ | $2738.51662(42)$ | $[105]$ |
| DT | $(1,3) \rightarrow(0,3)$ | $2733.70479(42)$ | $[105]$ |
| DT | $(1,4) \rightarrow(0,4)$ | $2727.30745(42)$ | $[105]$ |
| DT | $(1,5) \rightarrow(0,5)$ | $2719.34221(42)$ | $[105]$ |
| DT | $(1,6) \rightarrow(0,6)$ | $2709.82835(67)$ | $[105]$ |
| DT | $(1,7) \rightarrow(0,7)$ | $2698.7870(5)$ | $[105]$ |
| HT | $(1,0) \rightarrow(0,0)$ | $3434.81248(53)$ | $[105]$ |
| HT | $(1,1) \rightarrow(0,1)$ | $3431.57509(53)$ | $[105]$ |
| HT | $(1,2) \rightarrow(0,2)$ | $3425.11265(53)$ | $[105]$ |
| HT | $(1,3) \rightarrow(0,3)$ | $3415.45258(53)$ | $[105]$ |
|  |  |  |  |

B. 1 RELATIONS BETWEEN NEUTRINO AND PMNS PARAMETERS

The PMNS matrix $U$ can be obtained from the left-handed rotations $V_{\mathrm{L}}^{\ell}$ in the charged lepton sector and $V^{\vee}$ in the neutrino sector as

$$
\begin{equation*}
U=\left(V_{\mathrm{L}}^{\ell}\right)^{\dagger} V^{\nu} . \tag{B.1}
\end{equation*}
$$

One can express the neutrino parameters in terms of those of the charged lepton rotation and PMNS matrix by inverting this relation,

$$
\begin{equation*}
V^{v}=V_{\mathrm{L}}^{\ell} U . \tag{B.2}
\end{equation*}
$$

Parametrizing all matrices in the standard form (5.7), one can determine the neutrino parameters. For instance, the angles can be obtained as

$$
\begin{align*}
& \sin \left(\vartheta_{13}^{v}\right)=\left|V_{13}^{v}\right|,  \tag{B.3}\\
& \sin \left(\vartheta_{12}^{v}\right)=\frac{\left|V_{12}^{v}\right|}{\cos \left(\vartheta_{13}^{v}\right)},  \tag{B.4}\\
& \sin \left(\vartheta_{23}^{v}\right)=\frac{\left|V_{23}^{v}\right|}{\cos \left(\vartheta_{13}^{v}\right)} . \tag{B.5}
\end{align*}
$$

pati-salam scenario In the $U(2)_{\text {ps }}$ scenario, the angles in terms of the PMNS parameters $\vartheta_{i j}, \delta$ and $\alpha_{1,2}$ as well as the charged lepton angle $\vartheta_{23}^{\ell, R}$ and the effective phase $\beta$ read

$$
\begin{align*}
& s_{23}^{v}=\frac{c_{12}^{\ell, \mathrm{L}} c_{13}}{c_{13}^{v}}\left|s_{23}-t_{12}^{\ell, \mathrm{L}} t_{13} \mathrm{e}^{\mathrm{i} \beta}\right|,  \tag{B.6}\\
& s_{12}^{v}=\frac{s_{12}^{\ell, \mathrm{L}} s_{12}}{c_{13}^{v}}\left|\frac{c_{13}}{t_{12}^{\ell, \mathrm{L}}} \mathrm{e}^{\mathrm{i} \beta}+\frac{c_{23}}{t_{12}} \mathrm{e}^{-\mathrm{i} \delta}-s_{23} s_{13}\right|,  \tag{B.7}\\
& s_{13}^{v}=c_{12}^{\ell, \mathrm{L}} c_{13}\left|t_{13} \mathrm{e}^{\mathrm{i} \beta}+t_{12}^{\ell, \mathrm{L}} s_{23}\right|, \tag{B.8}
\end{align*}
$$

where $s_{i j}=\sin \left(\vartheta_{i j}\right), c_{i j}=\cos \left(\vartheta_{i j}\right)$ and $t_{i j}=\tan \left(\vartheta_{i j}\right)$ and analogously for the charged lepton angles. Moreover, the ( 1,2 ) charged lepton angle reads

$$
\begin{equation*}
s_{12}^{\ell, \mathrm{L}}=\sqrt{\frac{c_{23}^{\ell, \mathrm{R} m_{\mathrm{e}}}}{m_{\mu}}} \tag{B.9}
\end{equation*}
$$

with electron and muon masses $m_{\mathrm{e}}$ and $m_{\mu}$, respectively. The phases can be obtained by

$$
\begin{align*}
& \delta^{v}=\delta+\gamma_{1}+\gamma_{2}  \tag{B.10}\\
& \alpha_{1}^{v}=\alpha_{1}-\gamma_{1}  \tag{B.11}\\
& \alpha_{2}^{v}=\alpha_{2}-\gamma_{1}+\gamma_{3} \tag{B.12}
\end{align*}
$$

where we abbreviated

$$
\begin{align*}
& \gamma_{1}=\arg \left(\frac{c_{13} t_{12} \mathrm{e}^{\mathrm{i} \beta}-s_{23} s_{13} t_{12} t_{12}^{\ell, \mathrm{L}}+c_{23} t_{12}^{\ell, \mathrm{L}} \mathrm{e}^{-\mathrm{i} \delta}}{s_{23} t_{12}^{\ell, \mathrm{L}} t_{12} \mathrm{e}^{\mathrm{i} \beta}-\left(t_{12}^{\ell, \mathrm{L}}\right)^{2} t_{12} t_{13}}\right)  \tag{B.13}\\
& \gamma_{2}=\arg \left(\frac{c_{13} \mathrm{e}^{\mathrm{i} \beta}-s_{23} s_{13} t_{12}^{\ell, \mathrm{L}}-c_{23} t_{12} t_{12}^{\ell, \mathrm{L}} \mathrm{e}^{-\mathrm{i} \delta}}{t_{13} t_{12}^{\ell, \mathrm{L}} \mathrm{e}^{\mathrm{i} \beta}+\left(t_{12}^{\ell, \mathrm{L}}\right)^{2} s_{23}}\right)  \tag{B.14}\\
& \gamma_{3}=\arg \left(\frac{c_{13} t_{12} \mathrm{e}^{\mathrm{i} \beta}-s_{23} s_{13} t_{12} t_{12}^{\ell, \mathrm{L}}+c_{23} t_{12}^{\ell, \mathrm{L}} \mathrm{e}^{-\mathrm{i} \delta}}{c_{13} t_{12} \mathrm{e}^{\mathrm{i} \beta}-s_{23} s_{13} t_{12} t_{12}^{\ell, \mathrm{L}}-c_{23}\left(t_{12}\right)^{2} t_{12}^{\ell, \mathrm{L}} \mathrm{e}^{-\mathrm{i} \delta}}\right) \tag{B.15}
\end{align*}
$$

$U(5)$ compatible scenario In the $U(2)_{5}$ scenario, the angles in terms of the PMNS parameters $\vartheta_{i j}, \delta$ and $\alpha_{1,2}$ as well as the charged lepton angle $\vartheta_{23}^{\ell, L}$ and the two effective phases $\beta_{1,2}$ are given by

$$
\begin{align*}
& s_{23}^{\nu}=\frac{c_{23}^{\ell, \mathrm{L}} c_{12}^{\ell, \mathrm{L}} c_{13}}{c_{13}^{v}}\left|s_{23}-t_{12}^{\ell, \mathrm{L}} t_{13} \mathrm{e}^{\mathrm{i} \beta_{1}}+\frac{c_{23} t_{23}^{\ell, \mathrm{L}}}{c_{12}^{\ell, \mathrm{L}}} \mathrm{e}^{-\mathrm{i} \beta_{2}}\right|  \tag{B.16}\\
& s_{12}^{v}=\frac{s_{12}^{\ell, \mathrm{L}} s_{12}}{c_{13}^{v}}\left|\frac{c_{13}}{t_{12}^{\ell, \mathrm{L}}} \mathrm{e}^{\mathrm{i} \beta_{1}}+\frac{c_{23}}{t_{12}} \mathrm{e}^{-\mathrm{i} \delta}-s_{13} s_{23}\right|  \tag{B.17}\\
& s_{13}^{\nu}=c_{12}^{\ell, \mathrm{L}} c_{13}\left|t_{13} \mathrm{e}^{\mathrm{i} \beta_{1}}+t_{12}^{\ell, \mathrm{L}} s_{23}\right| \tag{B.18}
\end{align*}
$$

where $s_{i j}=\sin \left(\vartheta_{i j}\right), c_{i j}=\cos \left(\vartheta_{i j}\right)$ and $t_{i j}=\tan \left(\vartheta_{i j}\right)$ and analogously for the charged lepton angles. Moreover, the ( 1,2 ) charged lepton angle reads

$$
\begin{equation*}
s_{12}^{\ell, \mathrm{L}}=\sqrt{\frac{m_{\mathrm{e}}}{c_{23}^{\ell, \mathrm{L}} m_{\mu}}} \tag{B.19}
\end{equation*}
$$

with electron and muon masses $m_{\mathrm{e}}$ and $m_{\mu}$, respectively.
The phases can be obtained by

$$
\begin{align*}
& \delta^{v}=\delta+\gamma_{1}+\gamma_{2}  \tag{B.20}\\
& \alpha_{1}^{v}=\alpha_{1}-\gamma_{1}  \tag{B.21}\\
& \alpha_{2}^{v}=\alpha_{2}-\gamma_{1}+\gamma_{3} \tag{B.22}
\end{align*}
$$

where we abbreviated

$$
\begin{align*}
\gamma_{1} & =\arg \left(\frac{s_{13} s_{23} t_{12} t_{12}^{\ell, \mathrm{L}} t_{23}^{\ell, \mathrm{L}}-c_{13} t_{12} t_{23}^{\ell, \mathrm{L}} \mathrm{e}^{\mathrm{i} \beta_{1}}-c_{23} t_{12}^{\ell, \mathrm{L}} t_{23}^{\ell, \mathrm{L}} \mathrm{e}^{-\mathrm{i} \delta}}{t_{13} t_{12} s_{12}^{\ell, \mathrm{L}} t_{12}^{\ell, \mathrm{L}} t_{23}^{\ell, \mathrm{L}}+c_{23} t_{12} t_{12}^{\ell, \mathrm{L}} \mathrm{e}^{\mathrm{i}\left(\beta_{1}+\beta_{2}\right)}-s_{23} t_{12} s_{12}^{\ell, \mathrm{L}} t_{23}^{\ell, \mathrm{L}} \mathrm{e}^{\mathrm{i} \beta_{1}}}\right) \\
& +\arg \left(t_{13} s_{12}^{\ell, \mathrm{L}} \mathrm{e}^{\mathrm{i}\left(\beta_{1}+\beta_{2}\right)}-s_{23} c_{12}^{\ell, \mathrm{L}} \mathrm{e}^{\mathrm{i} \beta_{2}}-c_{23} t_{23}^{\ell, \mathrm{L}}\right),  \tag{B.23}\\
\gamma_{2} & =\arg \left(\frac{-s_{13} s_{23} t_{12} t_{12}^{\ell, \mathrm{L}}+c_{13} t_{12} \mathrm{e}^{\mathrm{i} \beta_{1}}-c_{23} t_{12}^{\ell, \mathrm{L}} \mathrm{e}^{-\mathrm{i} \delta}}{s_{23} t_{12} s_{12}^{\ell, \mathrm{L}} t_{12}^{\ell, \mathrm{L}}+t_{12} t_{13} s_{12}^{\ell, \mathrm{L}} \mathrm{e}^{\mathrm{i} \beta_{1}}}\right),  \tag{B.24}\\
\gamma_{3} & =\arg \left(\frac{s_{13} s_{23} t_{12} t_{12}^{\ell, \mathrm{L}}-c_{13} t_{12} \mathrm{e}^{\mathrm{i} \beta_{1}}-c_{23} t_{12}^{\ell, \mathrm{L}} \mathrm{e}^{-\mathrm{i} \delta}}{s_{13} s_{23} t_{12} t_{12}^{\ell, \mathrm{L}}-c_{13} t_{12} \mathrm{e}^{\mathrm{i} \beta_{1}}+\left(t_{12}\right)^{2} c_{23} t_{12}^{\ell, \mathrm{L}} \mathrm{e}^{-\mathrm{i} \delta}}\right) . \tag{B.25}
\end{align*}
$$

## C.I THE PRINCIPLE OF DETAILED BALANCE

For particles in thermal and chemical equilibrium, one can relate the absorption rate $\Gamma_{\mathrm{abs}}$ to the production rate $\Gamma_{\text {prod }}$ by the principle of detailed balance.
Considering a production process for the new particle $X$ of the form $i_{1}+i_{2}+\ldots \rightarrow X+f_{1}+f_{2}+\ldots$ with initial state particles $i_{j}$ with momenta $k_{j}$ and final state particles $f_{j}$ with momenta $p_{j}$, we obtain the absorption rate $\Gamma_{\text {abs }}$ by exchanging initial and final states in the formula of the production rate $\Gamma_{\text {prod }}$ in Equation (9.4) [201],

$$
\begin{array}{r}
\Gamma_{\mathrm{abs}}=\frac{1}{2 E_{\mathrm{X}}} \prod_{f \neq \mathrm{X}} \int \frac{\mathrm{~d}^{3} p_{f}}{(2 \pi)^{3} 2 E_{f}} f_{f}\left(\mathbf{p}_{f}\right) \prod_{i} \int \frac{\mathrm{~d}^{3} k_{i}}{(2 \pi)^{3} 2 E_{i}}\left(1 \pm f_{i}\left(\mathbf{k}_{i}\right)\right) \\
\times(2 \pi)^{4} \delta^{(4)}\left(\sum_{i} k_{i}-\sum_{f} p_{f}\right) \sum_{\mathrm{pol}}|\mathcal{M}|^{2} \tag{C.1}
\end{array}
$$

Chemical equilibrium requires that the sums of the chemical potentials of initial and final state particles are equal,

$$
\begin{equation*}
\mu_{i_{1}}+\mu_{i_{2}}+\ldots=\mu_{\mathrm{x}}+\mu_{f_{1}}+\mu_{f_{2}}+\ldots \tag{C.2}
\end{equation*}
$$

Moreover, the relation

$$
\begin{equation*}
1 \pm f_{\mathrm{BE} / \mathrm{FD}}(E)=\mathrm{e}^{\frac{E-\mu}{T}} f_{\mathrm{BE} / \mathrm{FD}}(E) \tag{C.3}
\end{equation*}
$$

holds for both the Bose-Einstein (BE) and the Fermi-Dirac (FD) distribution. Assuming vanishing chemical potential $\mu_{\mathrm{X}}=0$ for the new particle $X$, we therefore find

$$
\begin{align*}
& \prod_{i} f_{i}\left(E_{i}\right) \prod_{f \neq X}\left(1 \pm f_{f}\left(E_{f}\right)\right)=\prod_{i} f_{i}\left(E_{i}\right) \prod_{f \neq X} \mathrm{e}^{\frac{\Sigma_{f \neq \mathrm{X}} E_{f}-\Sigma_{f \neq X} \mu_{f}}{T}} f_{f}\left(E_{f}\right) \\
= & \mathrm{e}^{-\frac{E_{X}-\mu_{X}}{T}} \prod_{i} \mathrm{e}^{\frac{\Sigma_{i}\left(E_{i}-\mu_{i}\right)}{T}} f_{i}\left(E_{i}\right) \prod_{f \neq X} f_{f}\left(E_{f}\right) \\
= & \mathrm{e}^{-\frac{E_{X}}{T}} \prod_{f \neq X} f_{f}\left(E_{f}\right) \prod_{i}\left(1 \pm f_{i}\left(E_{i}\right)\right), \tag{C.4}
\end{align*}
$$

where we used energy conservation in the second step and thermal equilibrium.

Assuming CP invariance for the matrix element, $\left|\mathcal{M}_{f \rightarrow i}\right|^{2}=\left|\mathcal{M}_{i \rightarrow f}\right|^{2}$, we therefore find

$$
\begin{equation*}
\Gamma_{\mathrm{abs}}=\mathrm{e}^{\frac{E_{X}}{T}} \Gamma_{\text {prod }} \tag{C.5}
\end{equation*}
$$

when we compare to the definition of the production rate in Equation (9.4).

## C. 2 LAMBDA PRODUCTION RATES FROM DECAYS

The matrix element for a $\Lambda$ baryon with momentum $p_{\Lambda}$ decaying into a neutron and an axion with momenta $p_{\mathrm{n}}$ and $p_{\mathrm{a}}$, respectively, is obtained from

$$
\begin{align*}
\mathrm{i}(2 \pi)^{4} \delta^{(4)}\left(p_{\Lambda}-p_{\mathrm{n}}-\right. & \left.p_{\mathrm{a}}\right) \mathcal{M}(\Lambda \rightarrow n+a) \\
& =\int \mathrm{d}^{4} x\left\langle n\left(p_{\mathrm{n}}\right), a\left(p_{\mathrm{a}}\right)\right| \mathrm{i} \mathcal{L}_{\text {aff }}\left|\Lambda\left(p_{\wedge}\right)\right\rangle \tag{C.6}
\end{align*}
$$

with the Lagrangian $\mathcal{L}_{\text {aff }}$ defined in Equation (9.18).
For the calculation of the amplitude, one needs the baryonic matrix elements $\left\langle n\left(p_{\mathrm{n}}\right)\right| \bar{d} \gamma^{\mu}\left(\gamma_{5}\right) s\left|\Lambda\left(p_{\Lambda}\right)\right\rangle$ of vector and axialvector quark currents. They can be expressed in terms of three form factors $f_{1,2,3}\left(q^{2}\right)$ for the vector and $g_{1,2,3}\left(q^{2}\right)$ for the axialvector currents and read [66]

$$
\begin{align*}
& \left\langle n\left(p_{\mathrm{n}}\right)\right| \bar{d} \gamma^{\mu} s\left|\Lambda\left(p_{\Lambda}\right)\right\rangle \\
& =\bar{u}_{\mathrm{n}}\left(p_{\mathrm{n}}\right)\left[f_{1}\left(q^{2}\right) \gamma^{\mu}+\frac{f_{2}\left(q^{2}\right)}{m_{\Lambda}} \sigma^{\mu v} q_{\nu}+\frac{f_{3}\left(q^{2}\right)}{m_{\Lambda}} q^{\mu}\right] u_{\Lambda}\left(p_{\Lambda}\right),  \tag{C.7a}\\
& \left\langle n\left(p_{\mathrm{n}}\right)\right| \bar{d} \gamma^{\mu} \gamma_{5}\left|\Lambda\left(p_{\Lambda}\right)\right\rangle \\
& =\bar{u}_{\mathrm{n}}\left(p_{\mathrm{n}}\right)\left[g_{1}\left(q^{2}\right) \gamma^{\mu}+\frac{g_{2}\left(q^{2}\right)}{m_{\Lambda}} \sigma^{\mu v} q_{v}+\frac{g_{3}\left(q^{2}\right)}{m_{\Lambda}} q^{\mu}\right] \gamma_{5} u_{\Lambda}\left(p_{\Lambda}\right), \tag{C.7b}
\end{align*}
$$

where $q=p_{\wedge}-p_{\mathrm{n}}$.
Therefore, the amplitude $\mathcal{M}(\Lambda \rightarrow n+a)$ for a massless axion is given by

$$
\begin{align*}
\text { i. } \mathcal{M}(\Lambda & \rightarrow n+a) \\
& =\frac{-\mathrm{i} q_{\mu}}{2 f_{\mathrm{a}}} \bar{u}_{\mathrm{n}}\left(p_{\mathrm{n}}\right) \gamma^{\mu}\left[\left(g_{\mathrm{sd}}^{\mathrm{V}}\right)^{*} f_{1}+\left(g_{\mathrm{sd}}^{\mathrm{A}}\right)^{*} g_{1} \gamma_{5}\right] u_{\Lambda}\left(p_{\Lambda}\right), \tag{C.8}
\end{align*}
$$

where the terms proportional to the tensor form factors $f_{2}$ and $g_{2}$ cancel due to antisymmetry and the ones proportional to $f_{3}$ and $g_{3}$ due to the vanishing axion mass, $q^{2}=p_{\mathrm{a}}^{2}=m_{\mathrm{a}}^{2}=0$. Moreover, we defined the charges $f_{1}=f_{1}(0)$ and $g_{1}=g_{1}(0)$ as in Reference [66].

VACUUM DECAY RATE Until now, no assumptions on the dispersion relation have been made. When we square the matrix element and sum over polarizations, we however have to consider the modified polarization sum and mass-shell condition due to medium effects, see Section 9.1 for a discussion and in particular Equations (9.16) and (9.17). Since we want to relate the $\Lambda$ decay in stars to the one in vacuum which is measured in collider experiments, we first calculate the vacuum case.
The squared matrix element summed over final state polarizations can be readily obtained in this case to read [66]

$$
\begin{equation*}
\sum_{\text {pol }}|\mathcal{M}|_{\text {free }}^{2}=\frac{\left|g_{\mathrm{sd}}^{\mathrm{V}}\right|^{2} f_{1}^{2}+\left|g_{\mathrm{sd}}^{\mathrm{A}}\right|^{2} g_{1}^{2}}{2 f_{\mathrm{a}}^{2}}\left(m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}\right)^{2} \tag{C.9}
\end{equation*}
$$

The phase space integration finally yields the vacuum decay rate [66]

$$
\begin{align*}
\Gamma_{\text {free }}(\Lambda \rightarrow n+a) & =\frac{1}{32 \pi m_{\Lambda}} \frac{m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}}{m_{\Lambda}^{2}} \sum_{\text {pol }}|\mathcal{M}|_{\text {free }}^{2} \\
& =\frac{1}{16 \pi} \frac{\left|g_{\mathrm{sd}}^{\mathrm{V}}\right|^{2} f_{1}^{2}+\left|g_{\mathrm{sd}}^{\mathrm{A}}\right|^{2} g_{1}^{2}}{4 f_{\mathrm{a}}^{2}} \frac{\left(m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}\right)^{3}}{m_{\Lambda}^{3}} \tag{C.10}
\end{align*}
$$

medium matrix element In the determination of the squared matrix element in matter, we have to employ the mean field dispersion relation in Equation (9.15) resulting in the modified norm (9.16) of the four-momentum and polarization sum (9.17). The evaluation leads to

$$
\begin{equation*}
\sum_{\text {pol }}|\mathcal{M}|_{\text {medium }}^{2}=\alpha\left(E_{\Lambda}^{*}, E_{\mathrm{a}}\right) \sum_{\text {pol }}|\mathcal{M}|_{\text {free }}^{2} \tag{C.11}
\end{equation*}
$$

in terms of the vacuum matrix element $\sum_{\text {pol }}|\mathcal{M}|_{\text {free }}^{2}$ in Equation (C.9) with

$$
\begin{align*}
& \alpha\left(E_{\Lambda}^{*}, E_{\mathrm{a}}\right)=\frac{1}{\left(m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}\right)^{2}}\left(2 E_{\Lambda}^{*} \Delta V+\left(m_{\Lambda}^{*}\right)^{2}-\left(m_{\mathrm{n}}^{*}\right)^{2}-V_{\Lambda}^{2}+V_{\mathrm{n}}^{2}\right) \\
& \quad \times\left(\Delta V\left(2 E_{\Lambda}^{*}-2 E_{\mathrm{a}}-V_{\Lambda}-V_{\mathrm{n}}\right)+\left(m_{\Lambda}^{*}\right)^{2}-\left(m_{\mathrm{n}}^{*}\right)^{2}\right) . \tag{C.12}
\end{align*}
$$

Here, $E_{\Lambda}^{*}$ and $m_{\Lambda, \mathrm{n}}^{*}$ refer to the $\Lambda$ energy as well as $\Lambda$ and neutron masses with matter effects, respectively, see Equation (9.15), while $m_{\Lambda, \mathrm{n}}$ are the vacuum masses. Moreover, we defined $\Delta V=V_{\Lambda}-V_{\mathrm{n}}$ with the $\Lambda$ and neutron vector self-energies $V_{\Lambda}$ and $V_{\mathrm{n}}$, respectively, as well as the axion energy $E_{\mathrm{a}}$ for which we neglect matter effects. Note that the proportionality factor $\alpha$ reduces to

$$
\begin{equation*}
\alpha\left(E_{\Lambda}^{*}, E_{\mathrm{a}}\right) \rightarrow\left(\frac{\left(m_{\Lambda}^{*}\right)^{2}-\left(m_{\mathrm{n}}^{*}\right)^{2}}{m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}}\right)^{2} \tag{C.13}
\end{equation*}
$$

in the limit of equal self-energies $V_{\Lambda}=V_{n}$, so that the medium matrix element is the vacuum matrix element with vacuum masses $m_{i}$ replaced by their corresponding effective masses $m_{i}^{*}$ in this case. This confirms the result in Reference [66].

## C. 3 PRODUCTION RATES FOR LAMBDA DECAYS

The production rate $\Gamma_{\text {prod }}$ for decays of $\Lambda$ baryons with momenta $p_{\Lambda}$ into neutrons and axions with momenta $p_{\mathrm{n}}$ and $p_{\mathrm{a}}, \Lambda \rightarrow n+a$, reads

$$
\begin{array}{r}
\Gamma_{\text {prod }}=\frac{1}{2 E_{\mathrm{a}}} \int \frac{\mathrm{~d}^{3} p_{\Lambda}}{(2 \pi)^{3} 2 E_{\Lambda}} f_{\Lambda}\left(E_{\Lambda}\right) \int \frac{\mathrm{d}^{3} p_{\mathrm{n}}}{(2 \pi)^{3} 2 E_{\mathrm{n}}}\left(1-f_{\mathrm{n}}\left(E_{\mathrm{n}}\right)\right) \\
\times(2 \pi)^{4} \delta^{(4)}\left(p_{\Lambda}-p_{\mathrm{n}}-p_{\mathrm{a}}\right) \sum_{\text {pol }}|\mathcal{M}|^{2} \tag{C.14}
\end{array}
$$

according to the general expression in Equation (9.4).
Performing the trivial angular integral over the azimuthal angle of the $\Lambda$ momentum and the integration over the neutron momentum $p_{\mathrm{n}}$ using the spatial delta function, one arrives at

$$
\begin{align*}
\Gamma_{\text {prod }} & =\frac{1}{16 \pi E_{\mathrm{a}}} \int_{0}^{\infty} \mathrm{d}\left|\mathbf{p}_{\Lambda}\right|\left|\mathbf{p}_{\Lambda}\right|^{2} \int_{-1}^{1} \mathrm{~d}\left(\cos \left(\vartheta_{\Lambda}\right)\right) \sum_{\text {pol }}|\mathcal{M}|^{2} \\
& \times\left.\frac{f_{\Lambda}\left(E_{\Lambda}\right)\left(1-f_{\mathrm{n}}\left(E_{\Lambda}-E_{\mathrm{a}}\right)\right)}{E_{\Lambda}\left(E_{\Lambda}-E_{\mathrm{a}}\right)} \delta\left(E_{\Lambda}-E_{\mathrm{n}}-E_{\mathrm{a}}\right)\right|_{\mathbf{p}_{\mathrm{n}}=\mathbf{p}_{\Lambda-\mathbf{p}_{\mathrm{a}}}} . \tag{C.15}
\end{align*}
$$

Note that we did not yet assume a specific dispersion relation in the evaluation.

Vacuum production rate In order to evaluate the remaining delta function, we first restrict ourselves to a vacuum dispersion before turning to the medium case. Using

$$
\begin{equation*}
E_{\mathrm{n}}=\sqrt{m_{\mathrm{n}}^{2}+\left|\mathbf{p}_{\Lambda}\right|^{2}+E_{\mathrm{a}}^{2}-2\left|\mathbf{p}_{\Lambda}\right| E_{\mathrm{a}} \cos \left(\vartheta_{\Lambda}\right)} \tag{C.16}
\end{equation*}
$$

in vacuum, we rewrite the delta function as

$$
\begin{equation*}
\delta\left(E_{\Lambda}-E_{\mathrm{n}}-E_{\mathrm{a}}\right)=\frac{E_{\Lambda}-E_{\mathrm{a}}}{\left|\mathbf{p}_{\Lambda}\right| E_{\mathrm{a}}} \delta\left(\cos \left(\vartheta_{\Lambda}\right)-\frac{m_{\mathrm{n}}^{2}-m_{\Lambda}^{2}+2 E_{\mathrm{a}} E_{\Lambda}}{2 \sqrt{E_{\Lambda}^{2}-m_{\Lambda}^{2}} E_{\mathrm{a}}}\right) \tag{C.17}
\end{equation*}
$$

In the rest frame of a particle, the kinematics of a two-body decay is completely fixed. In our case, one of the final state particles is
massless, $m_{\mathrm{a}}=0$, and we obtain its energy $E_{\mathrm{a}}^{\mathrm{CM}}$ in the rest frame of the $\Lambda$ hyperon as

$$
\begin{equation*}
E_{\mathrm{a}}^{\mathrm{CM}}=\frac{m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}}{2 m_{\Lambda}} . \tag{C.18}
\end{equation*}
$$

For a given axion energy $E_{\mathrm{a}}$ in the stellar rest frame, the $\Lambda$ decay can only happen if the energy $E_{\Lambda}$ of the $\Lambda$ hyperon is such that there exists a boost to its rest frame where the axion energy becomes $E_{\mathrm{a}}^{\mathrm{CM}}$. This enforces a lower bound on the possible $E_{\Lambda}$ energy of

$$
\begin{equation*}
E_{\Lambda} \geq E_{\Lambda}^{\min }=m_{\Lambda} \frac{\left(E_{\mathrm{a}}^{\mathrm{CM}}\right)^{2}+E_{\mathrm{a}}^{2}}{2 E_{\mathrm{a}} E_{\mathrm{a}}^{\mathrm{CM}}} \tag{C.19}
\end{equation*}
$$

Indeed, a root of the delta function (C.17) exists only for $E_{\Lambda} \geq E_{\Lambda}^{\min }$. Expressing the matrix element in terms of the vacuum decay rate $\Gamma_{\text {free }}(\Lambda \rightarrow n+a)$ in Equation (C.10) and performing the angular integration, we arrive at the final result [66]

$$
\begin{equation*}
\Gamma_{\text {prod }}^{\text {free }}=\frac{2 m_{\Lambda}^{3} \Gamma_{\text {free }}(\Lambda \rightarrow n+a)}{\left(m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}\right) E_{\mathrm{a}}^{2}} \int_{E_{\Lambda}^{\text {min }}}^{\infty} \mathrm{d} E_{\Lambda} f_{\Lambda}\left(E_{\Lambda}\right)\left(1-f_{\mathrm{n}}\left(E_{\Lambda}-E_{\mathrm{a}}\right)\right) . \tag{C.20}
\end{equation*}
$$

medium production rate Using the mean-field dispersion relation for particles in high density media, $E^{*}(\mathbf{p})=\sqrt{\left(m^{*}\right)^{2}+\mathbf{p}^{2}}+V$ with the effective Dirac mass $m^{*}$ and vector self-energy $V$, see Equation (9.15), the delta function reads

$$
\begin{equation*}
\delta\left(E_{\Lambda}^{*}-E_{\mathrm{n}}^{*}-E_{\mathrm{a}}\right)=\frac{E_{\Lambda}^{*}-V_{\mathrm{n}}-E_{\mathrm{a}}}{\left|\mathbf{p}_{\Lambda}\right| E_{\mathrm{a}}} \delta\left(\cos \left(\vartheta_{\Lambda}\right)-c_{\Lambda}\right), \tag{C.21}
\end{equation*}
$$

where $V_{\mathrm{n}}$ is the effective neutron potential and where we abbreviated the root as

$$
\begin{equation*}
c_{\Lambda}=\frac{2\left(E_{\Lambda}^{*}-V_{\Lambda}\right)\left(E_{\mathrm{a}}-\Delta V\right)+\tilde{M}^{2}}{2 E_{\mathrm{a}} \sqrt{\left(E_{\Lambda}^{*}-V_{\Lambda}\right)^{2}-\left(m_{\Lambda}^{*}\right)^{2}}} \tag{C.22}
\end{equation*}
$$

with $\Delta V=V_{\wedge}-V_{\mathrm{n}}$ and

$$
\begin{equation*}
\widetilde{M}^{2}=2 E_{\mathrm{a}} \Delta V-(\Delta V)^{2}+\left(m_{\mathrm{n}}^{*}\right)^{2}-\left(m_{\Lambda}^{*}\right)^{2} . \tag{C.23}
\end{equation*}
$$

The requirement $\left|\cos \left(\vartheta_{\Lambda}\right)\right|=\left|c_{\Lambda}\right| \leq 1$ evaluates to upper and lower bounds $E_{\Lambda, \text { min }}^{*}$ and $E_{\Lambda, \max }^{*}$ for $E_{\Lambda}^{*}, E_{\Lambda, \text { min }}^{*} \leq E_{\Lambda}^{*} \leq E_{\Lambda, \text { max }}^{*}$ of

$$
\begin{equation*}
E_{\Lambda, \min / \max }^{*}=\max \left\{m_{\Lambda}^{*}+V_{\Lambda},-\frac{B}{2} \pm \sqrt{\frac{B^{2}}{4}-C}+V_{\Lambda}\right\} \tag{C.24}
\end{equation*}
$$

Here, we abbreviated

$$
\begin{equation*}
B=\frac{\left(E_{\mathrm{a}}-\Delta V\right) \tilde{M}^{2}}{\Delta V\left(\Delta V-2 E_{\mathrm{a}}\right)} \quad, \quad C=\frac{\tilde{M}^{4}+4\left(m_{\Lambda}^{*}\right)^{2} E_{\mathrm{a}}^{2}}{4 \Delta V\left(\Delta V-2 E_{\mathrm{a}}\right)} . \tag{C.25}
\end{equation*}
$$

Note that we have

$$
\begin{equation*}
E_{\Lambda, \min }^{*} \rightarrow \frac{\left(\left(m_{\mathrm{n}}^{*}\right)^{2}-\left(m_{\Lambda}^{*}\right)^{2}\right)^{2}+4\left(m_{\Lambda}^{*}\right)^{2} E_{\mathrm{a}}^{2}}{4 E_{\mathrm{a}}\left(\left(m_{\Lambda}^{*}\right)^{2}-\left(m_{\mathrm{n}}^{*}\right)^{2}\right)}+V_{\Lambda} \tag{C.26}
\end{equation*}
$$

and $E_{\Lambda, \max }^{*} \rightarrow \infty$ in the limit of equal self-energies $V_{\Lambda}=V_{\mathrm{n}}$ [66].
The medium matrix element is proportional to the vacuum matrix element, $\sum_{\text {pol }}|\mathcal{M}|_{\text {medium }}^{2}=\alpha\left(E_{\Lambda}^{*}, E_{\mathrm{a}}\right) \sum_{\text {pol }}|\mathcal{M}|_{\text {free }}^{2}$, see Equation (C.11) and we can express it in terms of the vacuum decay rate $\Gamma_{\text {free }}(\Lambda \rightarrow$ $n+a)$ again. Putting everything together and performing the angular integral using the delta function, we finally find

$$
\begin{align*}
& \Gamma_{\text {prod }}^{\text {medium }}=\frac{2 m_{\Lambda}^{3} \Gamma_{\text {free }}(\Lambda \rightarrow n+a)}{E_{\mathrm{a}}^{2}\left(m_{\Lambda}^{2}-m_{\mathrm{n}}^{2}\right)} \int_{E_{\Lambda, \min }^{*}}^{E_{\Lambda, \text { max }}^{*}} \mathrm{~d} E_{\Lambda}^{*} \alpha\left(E_{\Lambda}^{*}, E_{\mathrm{a}}\right) \\
& \quad \times \frac{\left(E_{\Lambda}^{*}-V_{\Lambda}\right)\left(E_{\Lambda}^{*}-V_{\mathrm{n}}-E_{\mathrm{a}}\right)}{E_{\Lambda}^{*}\left(E_{\Lambda}^{*}-E_{\mathrm{a}}\right)} f_{\Lambda}\left(E_{\Lambda}^{*}\right)\left(1-f_{\mathrm{n}}\left(E_{\Lambda}^{*}-E_{\mathrm{a}}\right)\right) \tag{C.27}
\end{align*}
$$

in terms of the vacuum decay rate $\Gamma_{\text {free }}(\Lambda \rightarrow n+a)$, which yields the result of Reference [66] in the limit of equal self-energies, $V_{\Lambda} \rightarrow V_{n}$.

## C. 4 INDEPENDENT SCALAR PRODUCTS FOR BREMSSTRAHLUNG

Given five momenta $p_{i}$ with $i=1, \ldots, 5$, there are 15 possible scalar products $p_{i} \cdot p_{j}$ of which five are determined by the mass-shell condition $p_{i}^{2}=m_{i}^{2}$. Momentum conservation yields five constraints of the form

$$
\begin{equation*}
p_{i} \cdot\left(p_{1}+p_{2}-p_{3}-p_{4}-p_{5}\right)=0 \tag{C.28}
\end{equation*}
$$

on these scalar products.
Moreover, we define the momentum transfers $k=p_{2}-p_{4}$ and $l=$ $p_{2}-p_{3}$ and we choose $k^{2}, l^{2}, k \cdot l, k \cdot p_{5}$ and $l \cdot p_{5}$ as the independent scalar products. Denoting the scalar products by $p_{i j}=p_{i} \cdot p_{j}$, this leads to a set of equations,

$$
\left\{\begin{array}{rl}
m_{1}^{2}+p_{12}-p_{13}-p_{14}-p_{15} & =0  \tag{C.29}\\
p_{12}+m_{2}^{2}-p_{23}-p_{24}-p_{25} & =0 \\
p_{13}+p_{23}-m_{3}^{2}-p_{34}-p_{35} & =0 \\
p_{14}+p_{24}-p_{34}-m_{4}^{2}-p_{45} & =0 \\
p_{15}+p_{25}-p_{35}-p_{45}-m_{5}^{2} & =0 \\
m_{2}^{2}+m_{4}^{2}-2 p_{24} & =k^{2} \\
m_{2}^{2}+m_{3}^{2}-2 p_{23} & =l^{2} \\
m_{2}^{2}-p_{23}-p_{24}+p_{34} & =k \cdot l \\
p_{25}-p_{45} & =k \cdot p_{5} \\
p_{25}-p_{35} & =l \cdot p_{5}
\end{array},\right.
$$

which can be readily solved for the scalar products $p_{i j}$. We find

$$
\begin{align*}
& p_{1} \cdot p_{2}=\frac{1}{2}\left(-k^{2}-2 k \cdot l+2 k \cdot p_{5}-l^{2}+2 l \cdot p_{5}+m_{1}^{2}+m_{2}^{2}-m_{5}^{2}\right), \\
& p_{1} \cdot p_{3}=\frac{1}{2}\left(-k^{2}+2 k \cdot p_{5}+m_{1}^{2}+m_{3}^{2}-m_{5}^{2}\right), \\
& p_{1} \cdot p_{4}=\frac{1}{2}\left(-l^{2}+2 l \cdot p_{5}+m_{1}^{2}+m_{4}^{2}-m_{5}^{2}\right), \\
& p_{1} \cdot p_{5}=\frac{1}{2}\left(-2 k \cdot l+m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-m_{4}^{2}+m_{5}^{2}\right), \\
& p_{2} \cdot p_{3}=\frac{1}{2}\left(-l^{2}+m_{2}^{2}+m_{3}^{2}\right), \\
& p_{2} \cdot p_{4}=\frac{1}{2}\left(-k^{2}+m_{2}^{2}+m_{4}^{2}\right), \\
& p_{2} \cdot p_{5}=\frac{1}{2}\left(-2 k \cdot l+2 k \cdot p_{5}+2 l \cdot p_{5}+m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-m_{4}^{2}-m_{5}^{2}\right),  \tag{C.33}\\
& p_{3} \cdot p_{4}=\frac{1}{2}\left(-k^{2}+2 k \cdot l-l^{2}+m_{3}^{2}+m_{4}^{2}\right), \\
& p_{3} \cdot p_{5}=\frac{1}{2}\left(-2 k \cdot l+2 k \cdot p_{5}+m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-m_{4}^{2}-m_{5}^{2}\right), \\
& p_{4} \cdot p_{5}=\frac{1}{2}\left(-2 k \cdot l+2 l \cdot p_{5}+m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-m_{4}^{2}-m_{5}^{2}\right), \tag{C.35}
\end{align*}
$$

where we have to replace $p_{1} \rightarrow p_{\Lambda}, p_{2} \rightarrow p_{1}, p_{3} \rightarrow p_{2}, p_{4} \rightarrow p_{3}$ and $p_{5} \rightarrow p_{\mathrm{A}}$ to match the notation in the text.

## C. 5 Phase space of hyperon bremsstrahlung

In this section, we show the derivation of the production rate $\Gamma_{\text {prod }}$ as given in Equation (9.43). We start by considering the general ex-
pression for the production rate in Equation (9.4) adapted for a $2 \rightarrow 3$ process,

$$
\begin{align*}
\Gamma_{\text {prod }}= & \frac{1}{2 E_{\mathrm{A}}} \int \frac{\mathrm{~d}^{3} p_{\Lambda}}{(2 \pi)^{3} 2 E_{\Lambda}} f_{\Lambda}\left(E_{\Lambda}\right) \int \frac{\mathrm{d}^{3} p_{1}}{(2 \pi)^{3} 2 E_{1}} f_{\mathrm{n}}\left(E_{1}\right) \\
\times \int & \frac{\mathrm{d}^{3} p_{2}}{(2 \pi)^{3} 2 E_{2}}\left(1-f_{\mathrm{n}}\left(E_{2}\right)\right) \int \frac{\mathrm{d}^{3} p_{3}}{(2 \pi)^{3} 2 E_{3}}\left(1-f_{\mathrm{n}}\left(E_{3}\right)\right) \\
& \quad \times(2 \pi)^{4} \delta^{(4)}\left(p_{\Lambda}+p_{1}-p_{2}-p_{3}-p_{\mathrm{A}}\right) \sum_{\text {pol }}|\mathcal{M}|^{2}, \tag{C.40}
\end{align*}
$$

employing the notation indicated in the Feynman diagram in Figure 9.5a.
First, we use the simplification of the spatial delta function in Equation (9.42),

$$
\begin{equation*}
\delta^{(3)}\left(\mathbf{p}_{\Lambda}+\mathbf{p}_{1}-\mathbf{p}_{2}-\mathbf{p}_{3}-\mathbf{p}_{\mathrm{A}}\right) \simeq \delta^{(3)}\left(\mathbf{p}_{\Lambda}+\mathbf{p}_{1}-\mathbf{p}_{2}-\mathbf{p}_{3}\right),(C \tag{C.41}
\end{equation*}
$$

which is valid for large axion-like particle masses $m_{\mathrm{A}} \gtrsim \Delta M_{\wedge \mathrm{n}}$ as discussed in Section 9.3.
Next, we evaluate the $\mathbf{p}_{3}$ integral using the spatial delta function and change coordinates to the center-of-mass system of the final-state neutrons,

$$
\begin{equation*}
\mathbf{p}_{\Lambda}=\mathbf{p}_{0}+\mathbf{p}, \quad \mathbf{p}_{1}=\mathbf{p}_{0}-\mathbf{p}, \quad \mathbf{p}_{2,3}=\mathbf{p}_{0} \pm \mathbf{q}, \tag{C.42}
\end{equation*}
$$

where the choice for the initial momenta reflects momentum conservation in the approximation of small axion-like particle momentum $\mathbf{p}_{\mathrm{A}}$. After this substitution, the energies $E_{i}$ are obtained as

$$
\begin{align*}
& E_{\Lambda}=m_{\Lambda}+\frac{\mathbf{p}_{0}^{2}+\mathbf{p}^{2}+2 \mathbf{p}_{0} \cdot \mathbf{p}}{2 m_{\Lambda}},  \tag{C.43a}\\
& E_{1}=m_{\mathrm{n}}+\frac{\mathbf{p}_{0}^{2}+\mathbf{p}^{2}-2 \mathbf{p}_{0} \cdot \mathbf{p}}{2 m_{\mathrm{n}}},  \tag{C.43b}\\
& E_{2}=m_{\mathrm{n}}+\frac{\mathbf{p}_{0}^{2}+\mathbf{q}^{2}+2 \mathbf{p}_{0} \cdot \mathbf{q}}{2 m_{\mathrm{n}}},  \tag{С.43c}\\
& E_{3}=m_{\mathrm{n}}+\frac{\mathbf{p}_{0}^{2}+\mathbf{q}^{2}-2 \mathbf{p}_{0} \cdot \mathbf{q}}{2 m_{\mathrm{n}}}, \tag{C.43d}
\end{align*}
$$

Furthermore, the scalar products $\mathbf{k}^{2}, \mathbf{1}^{2}$ and $\mathbf{k} \cdot \mathbf{l}$ occurring in the matrix element (9.38) read

$$
\begin{align*}
\mathbf{k}^{2} & =\mathbf{p}^{2}+\mathbf{q}^{2}-2 \mathbf{p} \cdot \mathbf{q}  \tag{C.44a}\\
\mathbf{l}^{2} & =\mathbf{p}^{2}+\mathbf{q}^{2}+2 \mathbf{p} \cdot \mathbf{q},  \tag{C.44b}\\
\mathbf{k} \cdot \mathbf{l} & =\mathbf{p}^{2}-\mathbf{q}^{2} . \tag{C.44c}
\end{align*}
$$

The relative positioning of three vectors to each other is characterized by three angles-two polar angles and one azimuthal angle. In particular, we choose the center-of-mass momentum $\mathbf{p}_{0}$ as a reference direction so that $\mathbf{p}$ and $\mathbf{q}$ are determined by the polar angles $\vartheta_{\mathrm{p}}$ and $\vartheta_{\mathbf{q}}$ to the reference vector. Moreover, the location of the vector $\mathbf{q}$ is given by an azimuthal angle $\varphi_{\mathrm{q}}$ relative to the plane spanned by $\mathbf{p}_{0}$ and $\mathbf{p}$. With these definitions, the scalar products of these three vectors read

$$
\begin{align*}
\mathbf{p}_{0} \cdot \mathbf{p} & =\left|\mathbf{p}_{0}\right||\mathbf{p}| \cos \left(\vartheta_{\mathbf{p}}\right),  \tag{C.45a}\\
\mathbf{p}_{0} \cdot \mathbf{q} & =\left|\mathbf{p}_{0}\right||\mathbf{q}| \cos \left(\vartheta_{\mathbf{q}}\right),  \tag{C.45b}\\
\mathbf{p} \cdot \mathbf{q} & =|\mathbf{p}||\mathbf{q}|\left(\cos \left(\vartheta_{\mathbf{p}}\right) \cos \left(\vartheta_{\mathbf{q}}\right)+\sin \left(\vartheta_{\mathbf{p}}\right) \sin \left(\vartheta_{\mathbf{q}}\right) \sin \left(\varphi_{\mathbf{q}}\right)\right) \tag{C.45c}
\end{align*}
$$

Subsequently, we rewrite the energy delta function in terms of the new variables,

$$
\begin{align*}
& \delta\left(E_{\Lambda}+E_{1}-E_{2}-E_{3}-E_{\mathrm{A}}\right) \\
&=\frac{m_{\wedge} m_{\mathrm{n}}}{\Delta M_{\wedge \mathrm{n}}|\mathbf{p}|\left|\mathbf{p}_{0}\right|} \delta\left(\cos \left(\vartheta_{\mathrm{p}}\right)-c_{\mathrm{p}}\right), \tag{C.46}
\end{align*}
$$

where we abbreviated the root of the delta function

$$
\begin{equation*}
c_{\mathrm{p}}=\frac{m_{\Lambda}}{\Delta M_{\wedge \mathrm{n}}\left|\mathbf{p} \| \mathbf{p}_{0}\right|}\left(A-\mathbf{q}^{2}\right) \tag{C.47}
\end{equation*}
$$

with

$$
\begin{equation*}
A=m_{\mathrm{n}}\left(\Delta M_{\Lambda \mathrm{n}}-E_{\mathrm{A}}\right)+\frac{1}{2}\left(\frac{m_{\mathrm{n}}}{m_{\Lambda}}-1\right) \mathbf{p}_{0}^{2}+\frac{1}{2}\left(\frac{m_{\mathrm{n}}}{m_{\Lambda}}+1\right) \mathbf{p}^{2} . \tag{C.48}
\end{equation*}
$$

The requirement $\left|\cos \left(\vartheta_{\mathrm{p}}\right)\right| \leq 1$ restricts the possible values for $|\mathbf{q}|$ to lie in the interval $|\mathbf{q}| \in\left[|\mathbf{q}|_{-},|\mathbf{q}|_{+}\right]$with

$$
\begin{equation*}
|\mathbf{q}|_{ \pm}^{2}=\max \left\{0, A \pm \frac{\Delta M_{\Lambda \mathrm{n}}|\mathbf{p}|\left|\mathbf{p}_{0}\right|}{m_{\Lambda}}\right\} \tag{C.49}
\end{equation*}
$$

For the final result, we perform the trivial angular integrals over the solid angle of the center-of-mass momentum $\mathbf{p}_{0}$ and over the azimuthal angle $\varphi_{\mathrm{p}}$ of the vector $\mathbf{p}$, yielding

$$
\begin{align*}
& \Gamma_{\text {prod }}=\frac{m_{\wedge} m_{\mathrm{n}}}{128 \pi^{6} \Delta M_{\wedge \mathrm{n}} E_{\mathrm{A}}} \int_{0}^{\infty} \mathrm{d}\left|\mathbf{p}_{0}\right| \int_{0}^{\infty} \mathrm{d}|\mathbf{p}| \int_{|\mathbf{q}|_{-}}^{|\mathbf{q}|_{+}} \mathrm{d}|\mathbf{q}| \\
& \times \int_{-1}^{1} \mathrm{~d}\left(\cos \left(\vartheta_{\mathbf{q}}\right)\right) \int_{0}^{2 \pi} \mathrm{~d} \varphi_{\mathrm{q}}\left|\mathbf{p}_{0}\right||\mathbf{p}||\mathbf{q}|^{2} \\
& \times\left[\frac{f_{\Lambda}\left(E_{\Lambda}\right) f_{\mathrm{n}}\left(E_{1}\right)\left(1-f_{\mathrm{n}}\left(E_{2}\right)\right)\left(1-f_{\mathrm{n}}\left(E_{3}\right)\right)}{E_{\Lambda} E_{1} E_{2} E_{3}} \sum_{\text {pol }}|\mathcal{M}|^{2}\right]_{\cos \left(\vartheta_{\mathrm{p}}\right)=c_{\mathrm{p}}} . \tag{C.50}
\end{align*}
$$
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