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Abstract

A simulation model for predicting the performance of adisplay case under frosting conditions has been
developed. An experimentally validated heat exchanger simulation model for a secondary refrigerant was extended
to simulate operation in open display cases, modeling the varying frost properties and operating conditions and their
effect on heat exchanger performance. A separate model based on afew simplifying assumptionshas been
developed to simulate the defrosting, predict the time required to melt the frost mass (existing at the end of frosting
cycle) and compressor and fan power requirements for an entire day operation of a display case.

Two design strategies for reducing defrost frequency and overall energy consumption of open supermarket
display cases were evaluated relative to the baseline (variable air flow as a consequence of fan characteristics)
operation: constant air flow operation; and fin staging.

A preliminary analysis of aflat-tube-plain-fin heat exchanger with discontinuous finswas also conducted A
simple comparison of heat transfer performance at dry surface conditions showsthat all the designsconsidered are

better than an existing display case round-tube-plain-fin heat exchanger.
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Nomenclature

A surface area, nt

af ambient air entrainment fraction

Afree air free flow area, m?

cfm air flow rate, cfm

CcoP coefficient of performance

Cp specific heat of moist air, kJ/kg.K

Dc tube collar diameter, m

Dn hydraulic diameter, m

di tube internal diameter, m

dpP pressure drop, Pa

dT temperature drop, °C

E thermal energy, kJ

f Darcy’ sfriction factor

fn fin

fpm fins per m, m*

fin fin thickness, m

Fs, Fp fin pitch, m

g acceleration due to gravity, m/s’

G mass flux, kg/nt.s

h enthalpy of dry air, kJ/kg

H height of the heat exchanger, m

ha convective airside heat transfer coefficient, KW/nf.K
Niet refrigerant side heat transfer coefficient, KW/t K
hg latent heat of ablimation or sublimation of water @ Ty, kJ/Kkg
i Colburn’s dimensionless heat transfer coefficient
Ka thermal conductivity of air, KAW/m.K

K¢ thermal conductivity of frost, KW/m.K

L fin length (along air flow) for afinite volume, m
Le Lewis number, a/D

Len length

LMTD log mean temperature difference, °C

M molecular weight

Mrost mass of frost deposited, kg

rﬁ fr frost deposition rate, kg/s

r;]air air mass flow rate, kg/s

Mmelt frost melting rate, kg/s

r;'lref refrigerant mass flow rate, kg/s

Nsin number of finsfor afinite volume

Niube number of tubes for afinite volume

Nu Nusselt number

NTU number of transfer units

Q load on evaporator, kW

viii



distance from the center of the tube, m
refrigerant void fraction

(3 energy, kW

Pr Prandtl number

P pressure, Pa

R, S longitudinal tube spacing (along air flow direction), m

P, S transverse tube spacing (transverse to air flow direction), m
r

raf

Re Reynolds number

RH relative humidity

S see P,

S see P,

T temperature, °C

tb tube

v specific volume, m/kg

Y, volumetric flow rate, m°/s

V max velocity of air based on free flow area, nvs

Vol package (heat exchanger core) volume, m°

\% velocity, m/s

w air absolute humidity, KQuater/ KGhir

W width of heat exchanger, m

V(/ power, KW

X vapor mass fraction of refrigerant

z number of finsin direction of air flow (z = 1 for a continuous fin)
Z number of tubesin individual finin direction of air flow
fy friction factor for the slot between two fins without tubes
Greek symbols

r density, kg/n?

o density of frost, kg/n®

O frost thickness, m

3 constant parameter used in calculation of frost thermal conductivity, W.m2/kg.K
e heat exchanger effectiveness

t time, s

?T temperature difference, °C

Subscripts

a ar ar

acc acceleration

act actual

ar see‘d

amb evaluated at store ambient air temperature

av evaluated at averageinlet and outlet conditions

c tube outer surface, m

case sum of radiation, lights and fan motor

comp compressor



cyl tube bank

Dc tube collar diameter

Dh hydraulic diameter

defrost defrost

dis evaluated at case discharge air temperature
dry dry

duct display case duct from coil exit to honeycomb (case discharge)
evap evaporator

exit coil exit

f,fin fin

fan evaporator fan

face frontal (face) of heat exchanger

fr frost surface

ht height

in inlet

inc incremental (one time step)

ini initial

I liquid

lat latent

len length

max maximum

metal coil (fin plustube)

0 before onset of frosting

o] overall (fin and tube)

out outlet

r, ref refrigerant

ret evaluated at case return air temperature
S saturated

sat saturation

sens sensible

si base of thefin (i.e. tube outer surface)
sl slot between fins

SO frost surface (fin or tube)

tb, tube tube

th thickness

total total

tube seetb

v vapor

wall wall

wd width



Chapter 1: Introduction

1.1 Introduction
Frost accumulation is adirect result of the heat and mass transfer from the moist air passing over the cold

heat exchanger surfaces. Whenever the temperature of the evaporator surface is below the dew point temperature,
moisturein the air condenses. If the surface temperature is below freezing, frost begins to form.

Supermarkets account for ~4 % of the US electricity consumption with frozen and fresh food display cases
representing most of the supermarket refrigeration load. Therefore it is essential to identify the ways in which frost
buildup affects the efficiency of display cases. Then by exploiting the trade-offs among the underlying physical
parameters, it is possible to reduce the impact of frost on the system performance.

Threefrost related factors affect the rate of decrease in refrigerant evaporating temperatures (hence system
efficiency): air flow blockage; changein air-side heat transfer coefficient; and the insulation effect of frost. Of these
the reduction of air flow rate is most important because it degrades the air curtain, which separates the ambient
(store) air from the refrigerated product. Deposition of frost on the evaporator coilsincreases the air-side pressure
drop across the evaporator, ultimately decreasing the air flow rate and increasing the entrain ment of warm and
humid ambient (store) air. Frost affects the air-side heat transfer coefficient in two ways:. reduction in air flow rate,
reducing face velocity; and reduction in the free flow area which may increase the maximum velocity of air passing
through the coil. The net increase or decrease in air-side heat transfer coefficient would then depend upon the
dominance of these two opposing factors. Apart from air curtain degradation and changein air-side heat transfer
coefficient, the frost deposited on the surface of the evaporator has very low thermal conductivity and insulates the
cold surface from the warmer air. However, as more frost is deposited over time, its density and thermal

conductivity increases, thus reducing itsinsulation effect.

1.2 Objective
This study focuses on development of a design tool (model) for simulating display case heat exchanger

frosting and defrosting. The simulation model is then used to explore several design strategies: constant speed fan;
variable speed fan; fin staging; and flat tubes with the objective to reduce defrost frequency and/or overall energy
consumption of asupermarket display case. Once validated against standard experimental data, the model could

provide a useful tool in developing design guidelinesfor adisplay case heat exchanger.

1.3 Literature review
This section provides areview of past research on experimental and analytical investigations of frost

deposition on microscopic level aswell asfull-scale heat exchangers.

1.3.1 Frost properties
O’ Neal and Tree (1985) provided a comprehensive review of frost research in simple geometries (flat plate,

cylinders, tubes, parallel plates and annuli). Hoke et al. (2000) studied frost deposition on avariety of substrates at
the microscopic level, and reviewed research on frost formation and growth. They observed frosting encountered on
arefrigeration evaporator and characterized three distinct regimes: condensation period; early frost growth (layer
grows at nearly constant rate); and mature growth period (frost grows proportional to the square root of time).
Hayashi et al. (1976) reported that the early frost growth (crystal growth period) lasts only 2-5 minutes, followed by



frost layer growth period. The model proposed here therefore neglects the early crystal growth period and focuses on
the problem of frost growth over many hours on full-scale heat exchangers. Only the mature frost growth period
(layer growth) was modeled, assuming a negligibleinitial frost thickness (~0.02 mm) to avoid numerical
discontinuities. Similar to Jones and Parker (1975), it was found that the initial frost thickness did not affect the
model predictions at the subsequent time steps provided theinitial thickness was small. Model simulations predicted
~0.02 mm of frost growth on heat exchanger surface during the first 2 min. of operation at conditionstypical of
refrigerated display cases.

1.3.2 Frost formation
Mao et al. (1999) correlated the frost thickness, density and conductivity as afunction of environmental

parameters, location on aflat plate, and Reynolds number, for conditions similar to those found in a freezer with the
cold plate temperature from -20 °C to -41 °C, inlet air temperature from -10 °C to -26 °C and supply air velocities of
1to 4 m/sec. They found that the frost characteristics differ significantly from those at room temperature air flow.
For warmer plate temperature and lower supply air humidities the frost surface was characterized as smooth, thin
and dense, while colder plate temperatures and high humidities gave rise to rough, thick and low-density frost.

Storey and Jacobi (1999) established a non-dimensional relation between frost thickness and square root of
environmental time for frost formation on aflat plate, behavior that had also been observedin mature frost growth
by Ostin and Andersson (1991). Their model captured the essential physics of mature frost growth and is a useful
tool for datainterpretation, but was based on data obtained when the frost surface temperature was close to freezing
point.

Kondepudi and O’ Neal (1987) provided a comprehensive review of the literature, detailing how frost
growth degrades performance of heat exchangers. They reported that the wet fin efficiency (Sanders 1974) increases
initially with frost growth and then tends toward a constant value. Meanwhile the overall heat transfer coefficient
has an initial surge upon the onset of frosting (increased surface area and surface roughness), soon offset by the
increase in the thermal resistance of the frost layer. Later, Kondepudi and O’ Neal (1989) also investigated the frost
growth effects on the performance of heat exchangers with flat and louvered fins.

Rite and Crawford (1990) studied the effects of frost on the UA value and air side pressure drop on a
domestic refrigerator evaporator coil. They found that the UA value increases significantly as more frost forms on
the evaporator under constant air flow conditions. They reported that the air flow rate affects the frosting rate due to
its influence on mass transfer coefficient, evaporating surface temperature, and the moisture capacity of the air
stream. The frosting rate was measured by observing the changein reservoir water height, assuming that all the
water collected on the evaporator, and found it agreed within 15% with the weight gain of the frosted coil after the
experiment.

Senshu et al. (1990) studied heat pump frosting on atwo-row offset strip fin evaporator with afin pitch of 2
mm at constant air flow rate. They documented that the mass transfer rate increases linearly with time and also it
increases with decreasing the refrigerant temperature. Asthe air velocity decreases, frost formation rate increases.
They also found that the air side heat transfer coefficient remained constant, but the air flow rate did not change

during the experiments.



In acompanion paper, Senshu et al. (1990) presented aheat pump frosting model and compared it to the
experiments on a prototype heat pump system. In this model, they assumed a uniform smooth frost layer along the
fin. A fan simulator model adjusted the air flow rate as frost formed on the evaporator. The simulation resultsagreed
well with measured capacity, saturation temperature, air-side pressure drop, and outdoor air flow. However, the tests
only lasted 40 minutes and no actual frost deposition patterns were reported.

Oskarsson, Krakow, and Lin (1990) tested a six-row heat pump evaporator outdoors under actual operating
conditions with 315 fpm (8 fpi) and 12.7 mm (%2") tubes and devel oped three computer models to simulate this heat
exchanger. One was afinite element model, another was a three-region model, and the third was a parametric model.
They were unableto fully validate these models during frosting against their experiments because they averaged
their measurements over along time period (half-hour intervals) and lacked control over the ambient conditions.

Kondepudi and O’ Neal (1991) studied frosting on a single row, 9.5 mm (3/8”) tube heat exchanger using an
ethylene glycol-water mix. Wavy and corrugated fins were compared at 10 and 18 fpi; face velocity varied between
0.6 and 1 m/s, and relative humidity varied between 60 and 85%; and the experiments lasted 1 hour. Resultsshowed
how mass transfer increased with RH and fin density. Using alog mean enthal py difference they calculated the
overall energy transfer coefficient, E, (W/nf-K), observing that it stayed approximately constant because the air
flow rate was held constant, increasing the local velocities over the frosted fins. The latent contribution to E, was
approximately 35 to 40%. Since this coil was only one row deep, they did not look at the frost distribution. The
higher fin density caused air flow blockage to occur much sooner than in acommercial refrigeration heat exchanger.

Ameen (1993) conducted a series of 40-minutes long experiments on a heat pump evaporator that was 0.10
m (4”) deep with 4 rows of 9.5 mm (3/8”) tubes. Dueto itsrelatively dense (but not quantified) fin spacing, the free
flow areafrosted up quickly, and the frost distribution across the heat exchanger was not studied.

Ogawa, Tanaka, and Takeshita (1993) studied ways to improve heat exchanger performance under frosting
conditions, including staging, cutting, and/or extending the fins. They compared their experimental results to
theoretical values. The theoretical values over predicted the experimental values of the average heat transfer
coefficient and the average overall coefficient of heat transmission. Staggered fins, side staging, fin width extension,
and partial cutting of finsjust in front of the tubes all proved to be effective means of increasing the heat transfer
rate.

Tassou and Datta (1999) studied frosting of multi-deck display case evaporator in a supermarket and in an
environmental chamber. Their results quantified strong dependence of the defrost intervals on ambient humidity,
because the principle source of moistureisair curtain entrainment. Air temperature measurements suggested that the
evaporator became blocked with frost after 5 hours at arelative humidity of 50 %, 6.5 hours at 40 % RH, and 9
hours at 30 % RH when the ambient air temperature was 26 °C.

Itoh et al. (1996) studied frosting of one traditional and two other micro-channel evaporators “improved”
with protruding fins, and compared them with a conventional round tube-flat fin evaporator. Within 20 minutes, the
heat transfer rate on all three micro-channel evaporators decreased to less than half of the baseline value. They
reported that the air-side configuration of the evaporator must be thoroughly modified before micro-channels can be

used under frosting conditions.



Various researchers (Padki et. al. 1989, Rite and Crawford, 1990, Davis et. al. 1998) have found that frost
depositionisinitially favorable asit reduces fin-tube contact resistance and the rough frosted surface acts asfins,
thus temporarily increasing the air-side heat transfer coefficient. However, as the frost thickens the insulating effect
becomes dominant and the heat transfer rate is reduced. Also due to frost accumulation, the free flow areais
reduced, thereby increasing the velocity of air and hence its heat transfer coefficient.

Carlson et al. (2001) focused on understanding how environmental conditions: air temperature and relative
humidity; refrigerant temperature; and air and refrigerant temperature glide affect the deposition and distribution of
frost on heat exchangers, typically of those found in refrigerated display cases. Experiments were conducted at 0 and
-20°C inlet air temperatureswith relative humidity between 70 and 90 %, face velocities from0.5 to 2.3 m/s, and
refrigerant mass flow rates between 0.2 to 0.52 kg/sec. To minimize the uncertainty about the magnitude of the
refrigerant side heat transfer coefficient, asingle phase refrigerant, methoxy -nonafluorobutane (HFE), was used
because it provides turbulent conditions even at low temperatures and flow rates. The objective was to gain a basic
understanding of the effect of the operating conditions on the frost distribution, and to produce data of sufficient
quality to support development and validation of arobust simulation model.

These objectives were met using several novel techniques. Dew point measurementsat the entrance and
exit of the heat exchanger were used to calculate the frosting rate as afunction of time. The heat exchanger was
suspended on a scale to enabl e real-time measurements of frost mass; this would not have been possible with atwo-
phase refrigerant because of void fraction variations. The measurement of the mass of water collected after
defrosting provided athird independent determination of mass transfer. Pressure drop measurements were taken at
four locations in the heat exchanger along the air flow direction to quantify the blockage effect of the frost. Finally,
video cameras recorded frost deposition patterns from the top of the heat exchanger for different rows along air flow
direction. Results demonstrated how frost forms under different operating conditions, and how frost may be
distributed along the heat exchanger.

1.3.3 Model development
Numerous models have been developed to predict frost growth on simple geometries (e.g. singlefin, flat

plate etc.) aswell as heat exchangers. Tao et al. (1993) devel oped a one-dimensional transient model of frost
deposition on a cold surface exposed to warm moist air flow at about 20 °C. In the mature growth phase, the frost
was model ed as a homogeneous porous medium with a distributed porosity and expanding boundary where diffusion
was assumed to be the only mechanism for internal mass transport.

Padki et al. (1989) proposed a simple quasi-steady method of computing both the spatial and temporal
variations of heat transfer, frost growth rate, frost thickness and surface temperature for a horizontal flat plate and a
horizontal cylinder in both free and forced convection. Correlations relating frost density to the frost surface
temperature (Hayashi et al. 1977) and frost conductivity to density (Sanders 1974 and Marinyuk 1980) were used
and results were compared with published experimental data.

Chenetal. (20001 & 11) developed a more detailed numerical model to simulate frost growth on plate-fin
heat exchangersfor typical freezer conditions. Despite treating the frost layer as a one-dimensional transient porous

medium, and using atwo-dimensional transient heat conduction model for fins (frost properties vary over thefin



surfaces), their model could not predict the air-side pressure drop accurately when the frost blockage effects were
large. Results were also very sensitive to the selection of correlationsfor calculating frost conductivity.

Oskarsson et al. (1990) presented heat pump evaporator models for operation with dry, wet and frosted
surfaces. Senshu et al. (1990) and Kondepudi and O’ Neal (1990) also considered the performance of heat pumps
under frosting conditions. Sanders (1974) studied the frosting of air coolers.

Most of these studies focused either on frost properties on simple geometries (e.g. flat plate, horizontal
cylinder) or frost-induced performance degradation of specific heat exchangers primarily heat pumps and air
coolers. Moreover, the experiments were not designed for the purpose of developing and validating comprehensive
models of frost growth over awide range of operating conditions. Recently there have been more studies on ways to
improve the performance of plate-fin-round-tube heat exchangerstypically used for refrigerators and heat pump air
conditioners under frosted conditions (Ogawa et al. 1993, Watters et al. 2002). Several methods including front
staging, side staging and fin width extension were found to reduce the blockage effect at the leading edge and reduce
air-side pressure drop.

However, little effort has been to model the effects of frost growth on supermarket display case heat
exchanger performance and devise strategies to minimize such degradation. Vermaet al. (2002) demonstrated
development and validation of asimulation model (Wu et al. 2001) against Carlson’s experiments for frost growth
on full scale heat exchangers (typical of display case heat exchanger geometry) over awide range of conditions. The
parameter range for the experiments used to validate the model was: air supply temperature, 0 to -20°C; inlet
relative humidity, 70 to 90 %; face velocity, 0.6 to 0.9 m/sec; refrigerant inlet temperature, -10 to-30°C; and
refrigerant temperature glide, 3 to 5.5 °C. To facilitate validation, the model developed by Wu et al. (2001) was for
indirect refrigeration and focused on air-side phenomena under constant running conditionsi.e. steady inlet air and

refrigerant temperatures and constant inlet relative humidity.

1.4 Display case heat exchanger model requirements
Open supermarket display cases commonly employ DX (direct expansion) evaporators and experience

variable running conditions owing to increasing infiltration through the air curtain. Hence in order to gain anin
depth insight into the mechanisms by which the frost degrades evaporator performance and devel op strategies to
minimize such degradation, the quasi-steady finite volume heat exchanger model developed and validated for
secondary refrigerant was extended tosimulate operation of open display cases, modeling the varying frost
properties and operating conditions and their effects on heat exchangers with two-phase flow (i.e. primary
refrigerant).

The model was further used to evaluate three design strategies: variable air flow operation; constant air
flow operation; and fin staging to reduce defrost frequency and overall energy consumption of supermarket display
cases. ldentifying such design and operating conditions as fin staging, tube diameter, fin pitch and air flow rate, and
exploiting tradeoffs among the aforesaid frost- related factors, it is possible to reduce the overall impact of frost

deposition on system efficiency.



The model proposed requires certain geometry and operating condition parameters to simulate display case
heat exchanger frosting and to determine defrost time and total energy consumption. The following parameters are
assumed to be known:

1. Sizeand type of the case

2. Fancurve

3. Air entrainment fraction

4. Heat exchanger tube and fin geometry
5. Defrost performance

In order to simulate completely the performance of a particular display caseit is necessary to include
equations describing how the air curtain degrades as frost deposition changes the temperature and flow rate of the
discharge air. This study focuses only on the heat exchangers and incorporates air curtain performance by using an
experimentally determined expression for ambient air entrainment fraction as afunction of air flow rate.

1.4.1 Size and type of the case
To simulate the performance of a particular type of adisplay caseit is customary to know the size (length)

of the case, whether itis4’, 6, 8, 12" or longer. It is essential to know the type of display case: low or medium

temperature; vertical or horizontal or island; open or closed; single or multi-deck; self-contained.

1.4.2 Air flow rate
Theinitial rate of flow of air across the heat exchanger and its variation with pressure drop is cal culated

fromthe fan curve. The fan curve equationsrelate air flow rate to an increase in the air-side pressure drop as the heat
exchanger geometry changes due to frost accumulation. The type of fan (SP, PSC or ECM), number of fans, fan
motor and fan blade size and angle will determine the fan curve (pressure drop and power) for a particular case. For
variable speed fans afamily of curvesis specified, to capture the effect of speed on motor efficiency.

1.4.3Air entrainment fraction
Air entrainment fraction definesthe percentage of the ambient (store) air that mixes with the display case

discharge air and the mixed air then entersthe return air duct. For the model it is essential to know the initial air
entrainment fraction and its variation with air flow rate as frost accumulation reduces airflow. This fraction can be
obtained for aparticular air curtain from the variation of the case discharge and return air temperatures with time.

1.4.4 Heat exchanger coil and fin geometry
The coil type (round, flat, oval etc.) and size (diameter, length etc.), fin type (plain, wavy, corrugated), fin

and tube spacing, and overall dimensions of the evaporator must be known in order to simulate the frosting and its
effects for that heat exchanger geometry. Based on the type of heat exchanger geometry, the appropriate refrigerant-
and- air-side heat transfer and pressure drop correlations must be incorporated as described in Chapter 2.
1.4.5 Defrost data

The mode of defrost, defrost initiation and termination criterion and fail safe time form the defrost datato
be known beforehand to compute the defrost time and the load that it adds to the display case. Each of the four most
commonly employed modes of defrost: electric; hot gas; timed off; and reversed air will have a different defrost

initiation and termination criterion and fail safe time and hence a different effect on the optimal performance of the



heat exchanger under study. The fan operation schedul e during defrost must also be known, asit will effect the

product temperature during defrost.



Chapter 2: Numerical Model
2.1 Introduction
In order to study the effects of various parameters like air flow, inlet relative humidity, refrigerant inlet

temperature, air inlet temperature on frost deposition and distribution, a heat exchanger frosting model was
developed and validated (Vermaet al. 2002) for around tube-plain fin heat exchanger placed in awind-tunnel. To
facilitate validation, the model developed by Wu et al. (2001) was for indirect refrigeration and focused only on air-
side phenomena under constant running conditions viz. steady inlet air and refrigerant temperature and constant inlet
relative humidity. However open supermarket display cases commonly employ direct expansion (two phase)
evaporators and experience variable running conditions owing to store air infiltration through the air curtain. Hence
in order to gain an in depth insight into the mechanisms by which the frost degrades evaporator performance,
devel op strategies to minimize such degradation and estimate the optimal defrost frequency for a supermarket
display case heat exchanger, the existing model has been extended to include the following:

1. DX operation (e.g. refrigerant temperature, pressure drop, and heat transfer coefficient etc.).

2. Mixing of storeair with the display case air resulting in variable inlet relative humidity and air inlet
temperature over time.

3. Fancurveto simulate variable air flow response to frost buildup on he heat exchanger.
4, Variablefin spacing and different package dimensions and coil geometry.
The model simulates R404A to investigate the heat exchanger performance for DX operation, and
methoxy -nonafluorobutane (HFE), a single-phase refrigerant for indirect refrigeration.
Further, the DX version of the model developed incorporates Wattelet and Chato (1994) correlations (heat
transfer coefficient) for two phase flow and Souza and Pimenta (1995) correlation for acceleration and frictional
pressure drop. Certain assumptions have been made for the development of the model, they are:

1. A quasi-steady finite volume approach is used to analyze the transient heat exchanger performance
whereby calculations at one time step are used for analysis at the next time step.

2. Heat exchanger surface is modeled for mature frost growth by assuming that there exists afinite
(negligible) amount of frost on the surface of the heat exchanger even before the start of the
operation. This assumption avoids the complexity in modeling the early stages of frost growth,
namely, the crystal growth period.

3. The effect of surface roughness of the frost is neglected. Note that frost surfaceisinitially rough and
uneven due to the random nature of the deposition of frost. The roughness and actual surface area of
the frost surface are usually difficult to predict. 1t might contribute to an enhancement of the heat
transfer to the heat exchanger. But as Sanders (1974) has found, the surface roughness effect of
enhancing the heat transfer has a significant effect only in the early stages of frost formation. Later
the insulation effect makes it inconsequential. Since our model usually describes along period of
frosting on afull-scale heat exchanger, most of the time should be outside the early stage of frost
formation. Therefore surface roughness is not considered in the model.

Thefrost isevenly distributed on the surface of the tubes and finsin each tube row (finite volume).

The heat exchanger has a cross-counter flow arrangement with warmest inlet air coming in contact
with the refrigerant exiting the heat exchanger.

6. Therefrigerant |leaves the condenser in a saturated liquid state at a condensing temperature of 40 °C.

7. Attheexit of the heat exchanger the refrigerant is superheated by 1.5 °C. Thisis obtained by having
almost single phase flow (saturated/superheated) in the first tube row along air flow direction.



8. When the frost surface temperature reaches the freezing point, the density of the frost can be linearly
extrapolated until it rises to the density of ice at 0°C (920 kg/nt) while the thickness of the frost
remains constant. Once the density of frost reaches the ice density, the thickness of the frost
increases while the density of the frost remains constant. For more details see Sec. 2.3.9.

2.2 Quasi-steady finite volume approach
In order to simulate the frost deposition patterns, the heat exchanger was divided into certain number of

finite volumes, shown with dotted linesin Figure 2.1, along the air flow direction. Each finite volume comprises a
row of tube banks transverse to the air flow direction. The exit of one finite volume formed the inlet of the next
finite volume and so on. Transient performance was approximated by a quasi-steady process where cal cul ations at
onetime step served asinputs for the next as shown in Figure 2.2. The results from one time step (i.e. frost
thickness) were used to update the heat exchanger geometry (fin thickness, tube diameter) for the next time step.
Thetimeinterval used in the model was three minutes. Simulations under frosted conditions typically lasted for ~4-
5 hours. Carlson’ s experiments reveal ed that the three- minute time increment yielded solutions within 1 % of the
one-minuteincrement at all operating conditions.

To start the quasi-steady simulationsit was necessary to assumeinitial valuesfor frost thickness (0.2 mm)

and frost density (40 kg/n?). Results after the second time step were insensitive to these initial values.
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Figure 2.1 Top view of the heat exchanger

2.3 Numerical model
Figure 2.2 depicts the structure of the simulation nodel. At each time step the input parameters (air and

refrigerant inlet temperature, air flow, inlet relative humidity and mass flow rate of refrigerant) along with the
geometry (tube diameter and fin spacing) and air and refrigerant side heat transfer and pressure drop are solved for
the sensible, latent and total loads, air and refrigerant exit temperature and pressure, frost inner and outer surface
temperature and incremental frost mass deposited using the heat and mass transfer governing equations. Depending
upon the frost surface temperature the density of incremental frost deposited at this time step was determined using

the Hayashi’ s (1976) correlation if the frost surface temperature is below freezing point and linear extrapolation to



density of ice at freezing point (i.e. 920 kg/n?) otherwise (i.e. Ts, = 0). Yonko and Sepsy (1967) correlation is used
to determine the frost conductivity as afunction of frost density (already been computed). Finally from all the
determined parameters the heat exchanger geometry is updated for tube diameter and fin thickness for each finite

volume depending upon the incremental frost thickness for that particular finite volume.

At onetimestep, i input For each finite volume Qi
parameters: Granryd (2000): j'>ha,i & f-> dPa’i
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Figure 2.2 Structure of the model

2.3.1 Air-side heat transfer coefficient
While most of the heat transfer correlations (Kim and Webb 1999, Wang and Chang 1998, Wang et a.

1996) have been developed for awide range of Reynolds number, fin pitch, tube diameter and tube spacings, there

exists no correlation to predict the heat transfer coefficient for a multi-row (more than 6 rows of refrigerant circuits)
heat exchanger with variable fin pitch. Kim and Webb's (1999) heat transfer correlation (given in Appendix A)
developed for a multi-row heat exchanger assumed that the heat transfer coefficients of the coils having more than
three coils to be negligibly different from that of three row coil. They conducted experimentsfor dry coilswith the
fin spacing being constant. However in our model the fin spacing varies after the first time step even though it is

constant to start with. Thisis dueto the uneven frost distribution across the heat exchanger due to varying driving
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potential (humidity difference) for frost deposition along the air flow direction. Further if a heat transfer correlation
developed for asingle row is used then the turbulence produced by the upwind tubes goes neglected.

Using the experimental data obtained from one of the leading supermarket display case manufacturers, the
heat transfer coefficient determined using Kim and Webb (1999) correlation was compared to that backed out from
the experimental observations and it was found that Kim and Webb’s correlation over predicts the heat transfer
coefficient backed out from experimental data provided by as much as 50%.

The model was developed with the intention to explore awide range of heat exchanger geometries, and j
and f-factor correlations of Wang et al. (2000) were based on the largest and most diverse sets of data. Non-
dimensionally the parameters describing typical display case evaporators lay barely within the parameter space of
the correlation. However in absolute terms, both tube diameter and fin spacing lay outside the range of the
correlation. The pitfalls become obvious when examining the friction factor correlation which increased
monotonically with fin pitch for typical tubes dimensions (11 mm OD) and fin pitch ~8.5 mm — obviously an
incorrect representation.

Granryd et al. (1999) developed a correlation for air-side heat transfer and pressure drop for plain fin-round
tube heat exchangers with tube diameter, transverse and longitudinal tube spacing, and fin spacing typical of
commercial and industrial and residential applications under dry conditions. His correlation was based on a series of
experiments with electrically heated copper plates simulating the fins, and cylindrical or oval pieces of brass
simulating the tubes. The heat transfer to the cylinders was cal culated as for abundle of smooth tubes by the method
of Grimson (1937) described in Granryd et al. (1999). The influence of the tubes and of the fin spacing on the heat
transfer to the fins was taken into account by introducing afactor C;, to be multiplied by the coefficient of heat
transfer of anarrow slot without tubes. The dependence of the coil depth was simulated by the introduction of

another factor k. Thisleads to the following expression for the mean heat transfer coefficient of the total area.

e A e A, 60
ha = Kz'gha,qd ' 20 + Ch 'ha,slot'él- 20 ::
8 Aa,total Aa,total ﬂg

The parameters/terms used in the above equation along with their computation are listed in Appendix A.

2.1)

Appendix B compares three air-side heat transfer correlations: Granryd et al. (1999); Wang et al. (2000);
and Kim et al. (1999) collectively spanning awide range of data. Based on the range of these correlations, two
medium temperature display case heat exchanger geometries and experimental results, Carlson’s experimental
results, and the effect of varying fin pitch and air flow rate on the predicted air-side heat transfer coefficient, the
selection was narrowed down to using Granryd’ s correlation for air-side heat transfer coefficient.

2.3.2 Air side pressure drop
For air-side pressure drop the three correlations: Kim et al. (1999); Wang et al. (2000); and Granryd et al.

(1999) were considered. Based on criteriasimilar to air-side heat transfer coefficient, Granryd’ s air-side pressure
drop correlation was chosen to be used in the model. Details can be found in Appendix B.
Granryd’s correlation was based on pressure drop for narrow slots without tubes and then it was combined

with equations for the pressure drop in tube bundles. The influence of the tubes on the pressure drop of the finswas
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considered by the introduction of additional parameters and the final correlation was given by the following

equation.

a V. > 0e C,.fy.Lo
dP, = zP, G2V +zV +— 2% 2.2)
2 XY 2Fs g

The parameters/terms used in the above equation along with their computation are listed in Appendix A.

2.3.3 Frosted fin and tube analysis
Though many efforts have been devoted to study of fin surface efficiency under dehumdifying conditions,

the available literature on frosted heat exchangers still offers very limited information. The wet fin surface efficiency
used by various authors (Threlkeld 1970, Sanders 1974) is determined by the analysis of the fin with the total

thermal resistance offered due to convection (from air) and conduction (within water/ frost). However, this analysis
eliminates the frost/ water surface temperature from consideration. Wetreat it explicitly in our model because it
determines the frost density and hence its conductivity. The thickness of frost depends on these two frost properties.

The essence of the model is to determine the frost surface temperature by solving simultaneously the
separate equations for the convective heat (sensible) and mass (latent) transfer between ambient air and the frost
surface. The combined sensible and latent heat transfer i.e. the total heat transfer is analyzed for conduction within
thefrost layer.

Wu et al. (2001) defined frosted fin conduction efficiency by analyzing afrosted fin for conduction from
frost surface to fin surface and conduction from fin tip to fin base. By setting up the heat balance for afin element, a
frosted fin parameter (equivalent to fin parameter for dry fin analysis) was determined and the frosted fin efficiency
was based on it. However their analysis neglected the conduction within the frost layer from frost tip to fin base and
also assumed the surface temperature of frost on tubes and fins to be the same (hence same thickness of frost on
tubes as well asfins) within each finite volume. When the frost is thin, the heat transfer from frost to baseis
negligible in comparison to the heat transfer from fin to base. However as shown in Appendix C the conduction
along the frost to the base accounts for as much as 26 % with ~2 mm of frost being deposited on the surface of the
fin.

A totally different but physically viable analysis of the frosted fin was implemented in this model. Both the
conduction heat transfers namely, from frost directly to fin base; and from frost surface to the fin and then along the
fin to the fin base were analyzed by assuming one, two and three lump models of homogenous frost and fin masses.
Also thefrost on the surface of tubeswas considered separately than that on fin surface. It was found frost surface
and fin temperatures for single lump models were slightly lower than the respective average values for two-and
three-lump models. However the two-and three-lump models agreed within 1%, so the two-lump model was
implemented in the model. For more details refer to Appendix C.

2.3.4 Refrigerant side heat transfer coefficient

Therefrigerant side heat transfer coefficient was determined based on the state of the refrigerant. For tubes

with refrigerant in single phase flow (saturated or superheated), Gnielinski’s (1976) correlation for fully developed

turbulent flow in acircular tube was used while for two phase flow with quality less than 85 % Wattelet and Chato

(1994) correlation was utilized. For near saturated refrigerant (with more than 85 % quality), alinear interpolation



between Wattelet and Chato (1994) and Gnielinski (1976) was utilized to determine the refrigerant side heat transfer

coefficient. For details of correlations see Appendix A.

2.3.5 Refrigerant side pressure drop
For tubes with two phase refrigerant flow the Souza and Pimenta (1995) correlation was used to determine

the refrigerant frictional and acceleration pressure drop. The total refrigerant pressure drop was given by

dPret = Priction + Pacc (2.3)
Thefrictional pressure drop, dPyicion Was determined from the following equation

f *Grefz*L*V' *
d
| KPa 2.4)

dpfrition =
2000

where,

f =two phase multiplier
And the accel eration pressure drop was given by

_Gu (A |AD

dP,. KPa (2.5)
' 1000
where,
2 % -y 2%
raf,, @- raf,,)
2 5 _ 2 %
A12 — Xout VV + (1 Xout) Vl (27)
raf @- raf,,)

For refrigerant side friction factor, void fraction and two phase multiplier computations see Appendix A.

For single phase flow the refrigerant side pressure drop was determined using the following relation,

\

Gy "=
dP, = !

r

2.8
2000 @9

Here Darcy’ sfriction factor based on Churchill’s (1977) correlation was used for transition/ turbulent flow (givenin

Appendix A) while for laminar flow the friction factor was determined from the following relation,

f =E (2.9
Re '

2.3.6 Air entrainment fraction
Air entrainment fraction is defined as the percentage of ambient air that gets mixed with the display case

discharge air and goes into the return air duct. Based on experimental data obtained from display case
manufacturers, the variation of the air entrainment fraction (af) could be expressed as afunction of air flow rate
(shown in Chapter 3). The relationship is actually much more complex, but this simple expression is assumed to

adequate for the single design operating condition considered here. Thisinfiltration load combined with other case
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loads (shown in Figure 2.3) such aslights, radiation, and fans was used to calcul ate the evaporator air inlet (return
air) state.

(I-af) mar hy +af.mar by +Q . =Mar .h (2.10)
(Laf)w, +af w,  =w, (2.11)
Then typical valuesfor variation of this air entrainment fraction with air flow rate were incorporated in the

model to simulate the variation of return air temperature and return air humidity with timei.e. variable operating

conditions.
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Figure 2.3 Loads on a supermarket display caseevaporator (open)

2.3.7 Fan curve
In order to effectively investigate the effects of frost growth on heat exchanger it is extremely important to

simulate the variation in air flow rate due to an increase in the airside pressure drop with an increasein frost growth.
Thisisaccomplished by including the fan curve (rel ation between the air-side pressure drop across fan with the air
flow rate) in the model simulations. There are numerous types of fanswith different blade diameters and blade
angles and fan motors (SP, PSC, ECM etc.). For our model simulations we assumed fans typical of amedium
temperature meat merchandiser running in parallel, driving the air across the display case heat exchanger, and
producing the desired air curtain. One such fan curveis presented in Chapter 3. The pressure drop across the fan

under actual operating conditionsis then calculated from the fan curve (at standard operating conditions) as:

r
2L (2.12)

std

dP,

fan,act

=dP

fan,curve

where,

?4q = density of air at standard operating conditions, ~21 °C (70 °F), kg/n?

14



2. = density of air at actual operating conditions, kg/n?
The pressure drop across the duct at the start of simulation was backed out from the pressure drop across

fan at the start of simulation using the initial air flow rate obtained from a display case manufacturer i.e.

drP,

For further simulations the changes in the pressure drop across the duct was determined from the fan laws

=dP,

fan,ini

- dP

evap,dry (2.13)

duct ,ini

using the dry pressure drop across duct defined above and subsequent changesin the air flow rate and density of air.

2

o .
¢ Vair = Eaalrexn_

dPu :dPu Jini
- - gvalrmlégra”'n'g

(2.14)

where,

Vairini @0dr 4 jn = air flow rate (n?/s) and density of air respectively, at the start of simulation, and
I airexit = density of air at the exit of the coil

Now, the pressure drop across the heat exchanger during simulations (using Granryd et al. 1999
correlation), pressure drop across the fan (from fan curve) and pressure drop across the duct given by Eq. X.13 are

used to calculatethe air flow rate across the coil i.e.

dPy,, =dR,,, +dPR (2.15)

fan

2.3.8 Heat and mass transfer.
The mass transfer rate was calculated by solving simultaneously the continuity one-dimensional mass

transfer equations for fins and tubes separately for each of the finite volumes, using the heat and mass transfer

analogy given by Eq. 3

mfr = mair(vvin - Wout) (216)

Mir

(ha XLG_% / Cp,a) XA\) )<Wav - Wso) (2.17)

These equations determined the frosting rate, M+ and the air outlet humidity, W,

Figure 2.4 shows afin and tube surface covered with frost. Since the heat exchanger has already been
divided into several finite volumes, the arithmetic mean temperature of air (Ta,) was used for computation of one-
dimensional sensible heat transfer (fins and tubes separately) for each segment, which is driven by the temperature
gradient between the air and frost surface. For each finite volume it was solved simultaneously with the air-side
energy balance for known values of air inlet temperature, air-side surface area and air mass flow rate. The surface
temperature of the frost on fins and tubes was computed separately within each finite volume. The frost surface
temperature on the tubes would be slightly lower than the frost surface temperature on the fins. Latent heat transfer
resulted from the formation of frost on the surface of tubes and fins. The total heat transfer (sum of fin plus tube heat

transfer) was determined by solving simultaneously the equations for conduction through the frost layer (tubes plus
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fins), heat transfer from the tube to refrigerant and refrigerant-side energy balance. Refer to Appendix C for details

on conduction heat transfer through the frost layer on the surface of fin.

Qsens,fin = ha foin(Ta,av - Tso,f ) (2.18)
Qsens,tube = ha ><Atube(-ra,av - Tso,tb) (219
Qsens = Qsens, fin + Qsens,tube (2-20)
Qsens = r.na” Cp,a(Ta,in - Ta,out) (2.21)
Qlat, fin = mfr,f hsg (2.22)
Qiattwbe = mfr,tb hy (2.23)
Qlat = Qlat,fin + Qlat,tube (2-24)
inn = Qsens,fin +Qlat,fin (2-25)
Qtube = Qsens,tube + Qlat,tube (2-26)
Qsr fin = Qinsi (2.27)
inn = er,si + inn,si (2-28)
Tso ube ~ Tsi
Qtube = kfr,tube'z'N tube-P (W - I\Ifin 'fth) M (229
alénaeDc Q0
DC, gy
Qtotal = inn + Qtube (2-30)
Qtotal = href xAr (Tsi - Tr ,av) (2.31)
Qtotal = Qsens + (x)latent = Mret Cp,r (Tr in ~ Tr,out) (232

The heat and mass transfer governing eguations, together with the refrigerant and air-side heat transfer and
pressure drop correlations described before, were solved simultaneously for frost surface temperature, frosting rate,
and air and refrigerant outlet temperatures. The fin and tube incremental frost mass (frost massfor one time interval)
thus determined separately was used to calculate separately, the fin and tube incremental frost thickness using the
Hayashi’ s correlation or linear interpolation to density of ice as explained in section 2.3.9 below. Thisincremental
frost was then added to the frost layer already existing on the fin and tube surfaces. Finally the density of frost
(hence conductivity) on fins and tubes to be used for the next time step was computed using the existing frost
thickness (after the addition of incremental frost) and total amount of frost deposited (after addition of incremental

frost mass).
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Figure 2.4 Heat transfer from the air through the frost layer, tube and fin to the refrigerant

2.3.9 Frost thickness and density
(i) Frost thickness
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Figure 2.5 Singlefin (or tube) frosting

Figure 2.5 shows the model for determining the frost thickness and density. Here it is assumed that the
changesin the frost density along the thickness of the frost (from base to surface) are negligible. In the model, T
(base temperature of the fin) is determined after considering the surface efficiency of the frosted fin, while Ty, the
surface temperature of the frost is used to determine the frost density for temperatures below freezing. The frost on

the surface of the tubes and fins is accounted for separately by solving for the respective frost surface temperatures
using the conduction heat transfer.
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Theincremental thickness of the frost layer on the surface of the fin (and tube) is computed by dividing the
incremental mass of frost accumulated (frost mass for that time interval) on fins (and tubes) by the product of
incremental density (based on the current frost surface temperature) of frost on fin (and tube) and surface area of fin

(and tube) under dry operating conditions.

m :
frost, fin
d —

fr,finjinc —
r xA

(2.33)

fr,fin,inc findry

(i) Frost density
Hayashi’s (1976) empirical correlation is used to determine frost density when the frost surface temperature

is below freezing.

r . =650e%" T (2.34)

The limitation of this empirical correlation arises when the frost surface temperatures fall below -10 °C as
seen in Figure 2.6 which depicts Eq. (2.34). However, Chen (2000) measured frost characteristics on heat exchanger
finsfor typical freezer operating conditions with base temperatures form —31 to—38 °C and air supply temperatures
from—13 to—21 °C and found that the frost density varied from 100 to 145 kg/n? along the air flow direction for air
supply temperature of —15 °C and plate temperatures of —35 °C. Due to scarcity in the literature about the density of
frost at lower surface temperatures (below —25 °C), a constant frost density of 130 kg/n? is used for the analysis of
such cases.

Another limitation of this correlation arises when the frost surface temperature risesto freezing temperature
(0°C) or higher during the running period, for a particular finite volume. In such a case there is an occurrence of
repeated cycles of melting and refreezing once the frost surface temperature reaches the freezing point. Raju (1993)
explains the consequence of this effect, which causes structural changesin the frost layer that tend to increase both
the density and thermal conductivity of frost. This phenomenon is more likely to occur in cases with high-humidity
and/or high-temperature environments than the low-humidity and low-temperature ones. Since this mechanism is
not captured in the correlations for frost density and conductivity, we did not includeit in thismodel. Moreover, the
potential for this problem to occur is limited to the high-temperature and high-humidity simulations and then only in
the first (usually superheated) tube row where the thickness of the frost was much less (4 times) than the other finite
volumes of the heat exchanger.

For any finite volume where the frost surface temperature reaches the freezing point, the model assumes
that the frost density would ultimately reach the density of ice at the freezing point, with the water continuously
seeping into the porous frost layer increasing its density and the frost thickness remains constant (i.e. no incremental
frost thickness). Once the frost density reaches the density of ice (920 kg/n?), it is held constant while the frost
thickness increases (i.e. incremental frost being deposited at density of ice) with further mass transfer. For finite

volumes where the frost surface temperature is below the freezing point Hayashi’ s correlation is successfully

applied.
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Figure 2.6 Variation of frost density with surface temperature, Hayashi (1976)

2.3.10 Frost conductivity
The thermal conductivity of frost was determined by employing the Y onko and Sepsy (1967) correlation

between the frost conductivity and frost density. Therelation is generally of theform: k, =k, +b xr .

The Y onko and Sepsy correlation to determine frost conductivity is

K, =(0.02422+7.214X0*x . +1.1797X0 °xr frz)/1000 (2.35)
This equation impliesthatb = 7.214" 10™*W xm? / kg K . We assume it to be constant. Actualy, b=

. 10" (@ +r . ), which means ould vary with I . . However, there will be only 0.1% changeinb for
7.214 104( ¢ ), Which b should hr g h Il beonly 0.1% ch bf

our entire range of frost density (130 ~650 kg/nT) predicted by the model.
Y onko and Sepsy (1967) also tested awide range of frost surface temperature from -30°C to 5.7 °C, which

isvery similar to our surface temperature and their correlation islimitedto I ; <576 kg/nt. However their

correlation when extrapolated to the density of ice predicts the thermal conductivity of ice within 10% of the
tabulated values as shown in Figure (2.7) below.
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Figure 2.7 Y onko and Sepsy frost thermal conductivity correlation (1976)

2.4 Defrost time and compressor and fan energy consumption

2.4.1 Defrost time
Since the frost deposition on heat exchanger surfaces reduces the air flow rate (rise in pressure drop),

defrosting becomes essential once the air flow rate falls below the design air flow rate. The defrost energy

consumption would depend on the mode of defrost (electric; hot gas; off time; and reversed air), defrost initiation

and termination criterion. Each mode of defrost would have a different effect on the optimal performance of the heat

exchanger under study. In the model, off time defrost (fans running and no refrigerant flow) was used to incorporate

defrost energy consumption because it is the most common method of defrosting medium temperature open display

cases. The energy required to melt the frost comes from the warm store (ambient) air circulated by the fan over the

frosted heat exchanger surfaces.

Few assumptions were made to include the defrost energy requirementsin the model:

1

The heat transfer coefficient of the air flowing over the coilsis taken as the average value of the
unfrosted and fully frosted coil.

Entire heat exchanger surface is at the ambient temperature at the end of defrost i.e. before the start
of frosting simulations.

Defrost termination criterion was chosen to be the time when all the frost has melted.

The energy required to raise temperature of frost (actual frost temperature ~ -5 °C) to the freezing
point was neglected in comparison to that required to melt frost and to raise the temperature of the
entire heat exchanger metal to the ambient temperature.

To ensure the removal of entire frost existing on all heat exchanger surfaces, the ideal defrost time
(described in the governing equations) was multiplied by afail safe factor of 2.3. Thisresulting time
agreed with the manufacturer’ s total defrost time (including fail safe time) specified timeinthe
catalog. Thiswas essential so that during defrosting the non-uniform air flow over the heat
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exchanger surfaces does not result in some frost being retained at some locations at the end of
defrost resulting in more and more frost accumulating at those locations during successive cycles.

6. Thefail safetimeresulted in entire heat exchanger surface to be at the ambient temperature.

2.4.2 Governing equations:
The defrost time is calculated (Eq. 1) from the total amount of frost deposited at the end of one run time

(one frosting period) and melting rate of frost. This melting rate was determined using Eq. 2 by solving for the air-

side energy balance (determined using eNTU approach, Eq. 3-5) together with the energy required to melt the frost
(Eq. 6) and raise the temperature of the heat exchanger metal (Eq. 7) to the ambient temperature.

mfr
tdefrost == (2.36)
Mmeit .3600
Qdefrost = Q frost+ Emetal /t defrost (2-37)
Qdefrost = Qmax € (2-38)
Qmax = hair,avAa'DTfr (2-39)
DTfr = Tamb -0 (2.40)
Q frost — mmelt 'hf,melting (2.41)
Emetal = mmetal 'Cp,metal DTmetaI (2-42)
DTmetaI = Tamb - Tmetal,ini (2.43)

2.4.3 Compressor and fan energy consumption
With the defrost time known, the compressor energy requirement (KW.hr/day) was determined using the

compressor power map and the total time in aday the compressor isin operation (Eg. 9). Since timed-off mode of
defrost was used, the fans were running all the time (frosting and defrosting) and the fan energy requirement was
determined by the average fan power (using fan curve) spread over 24 hours. The total energy requirement (fan plus
compressor) for aday was cal culated as the sum of the compressor and fan energy requirements. The COP of the
system can then be defined as theratio of the total refrigeration effect produced during frosting to the total energy

requirements.

Ecomp :Wcomp (24 -t defrost) (2.44)
Efan = VO fan .24 (2.45)
Etotal = Ecomp + Efan (2.46)
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Chapter 3: Evaluation of Design Strategies

Two design strategies for reducing defrost frequency and overall energy consumption of open supermarket
display cases were evaluated relative to the baseline (variable air flow as a consequence of fan characteristics)
operation: constant air flow operation; and fin staging. An experimentally validated simulation model for a
secondary refrigerant was extended to simulate operation of open display cases (detailsin Chapter 2), modeling the

varying frost properties and operating conditions and their effect on heat exchanger performance.

3.1 Evaluation of design strategies
To illustrate the capabilities of the simulation model, several strategies for decreasing defrost frequency

were explored. Recall that frost deposition on the evaporator surface reducesthe air flow rate dueto anincreasein
the air-side pressure drop, insulates the air from the evaporator surface and alters the air-side heat transfer
coefficient. There is significant potential to minimize adverse impacts through optimal selection of design
parameters (e.g. fin spacing, fin thickness, tube diameter, package dimensions) and operating variables (e.g. air flow
rate, evaporating temperature, refrigerant mass flow rate, return air temperature and humidity).

For open display cases where air curtain integrity defines the criterion for defrost initiation, most design
and operating parameters are fixed due to geometrical constraints and/or case ambient (store air) conditions. The
following analysis assumes that the overall package dimensions of the evaporator are fixed due to the size of the
display case, and the return air temperature and humidity are determined by the entrainment of the store air.

3.1.1 Variable air flow (baseline operation)
To understand the mechanisms by which frost degrades evaporator performance, an 11 row (44 passesin 4

refrigerant circuits) 2.44 m (8 ft.) mediumtemperature open display case evaporator (2°C superheat) equipped with
four fans running in parallel was considered. For our model simulations we assumed four fans (GE
5KSM51ECG3799, typical of a medium temperature meat merchandiser) were running in parallel driving the air
across the display case heat exchanger and producing the desired air curtain. The fan curve for the abovefanis
depicted in Figure 3.1 and the relationship between the pressure drop across four fans running in parallel and the
volumetric air flow rate across heat exchanger is expressed by eg. (3.1). Simulations quantified the air-side pressure
drop, hence the reduction of air flow rate viathe fan curve, on evaporator capacity and defrost interval. The air
entrainment fraction (expressed as afunction of air flow rate) given by Eq. 3.2 was determined from the

manufacturer data for variations over time of return and discharge air temperatures.

dP,,, =-9.98. Vi’ -115. V4 + 8L14. 3.1)
af =0.783 - 166*10 *cfm +116* 10 ®cfm? (3.2)
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Figure 3.1 Fan Curve

For the display case simulated the air curtain breaks down and defrost isinitiated at ~530 cfm, at a sensible
capacity of ~2.6 KW corresponding to-3.3°C discharge air temperature. To achieve an acceptable defrost interval,
the case was designed to deliver (at startup following defrost) 33 % more air flow rate (~707 cfm) corresponding to
a sensible capacity of ~2.8 kW, with the same discharge air temperature as seen in Figures 3.2(a)-(d). Defrost was
then timed to occur after ~ 4.8 hours of operation to allow air flow to remain always above the breakdown condition
during the entire cycle. The simulations were continued past the defrost time, until the algorithm failed after ~8
hours of running when frost had occluded 77 % of theinitial free flow area.

The air entrainment fraction increases as air flow rate decreases, causing higher return air temperatures as
shown in Figure 3.2(b). The discharge air temperature decreases slightly asaresult of two offsetting trends:
decreasing air flow; and increasing return air temperature. The reduction in free flow area due to the blockage effect
of the frost actually increasesthe air-side heat transfer coefficient (velocity increases faster due to area constriction
than it decreases due to air-side pressure drop).

Prior to defrost initiation, sensible capacity declined because the decreasing air flow rate dominated the
increasing return air temperature, as shown in Figure 3.2(c). If defrost was not initiated at 4.8 hours, the simulations

suggest that changes in the return air temperature would become dominant, causing the sensible capacity to rise.
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3.1.2 Constant air flow
Time between defrosts could theoretically be extended by using a variable-speed fan, and gradually

increasing its voltage to maintain a constant 530 cfm as frost blocked the free flow area. The results are designated
“constant cfm” in Figures 3.2(a)-(f). Sincethe “constant air flow” isinitially lower, air curtain entrainment is ~23
%, compared to ~19 % in the baseline; presumably this could be improved by redesigning the curtain for constant
air flow, but that redesign option was not considered in this example. Figure 3.2(b) shows that the return air
temperature was initially higher for constant air flow and declines steadily. Recall that it increased sharply after ~5
hours for baseline operation, as air flow rate dropped below the breakdown level as frost blockage continued to
reduce air flow rate and increase entrainment in the standard display case.

For constant air flow operation (with variable-speed fan) alower refrigerant temperature was selected (-6.3
°C, compared t0-6.2 °C for the baseline operation) to ensure that the initial discharge air temperature was the same
asfor baseline operation. This produced a sensible capacity (equal to the breakdown value, 2.6 kW) lower than the
baseline design capacity (2.8 kW). Figure 3.2(c) also shows how the sensible capacity for constant air flow
operation increased slowly but steadily over time asthe air-side heat transfer coefficient increased due to blockage
of the free flow area. With sensible capacity increasing and return air temperatures dropping with time, the discharge
air temperature dropped over time (identically as the baseline operation) as shown in Figure 3.2(b).

Unexpectedly, for constant air flow operation, the frost thickness and deposition rates were almost the same
as baseline operation (Figure 3.2(€)), because the surface temperature distribution was the same for both (Figure
3.2(f)). The simulations revealed that the return air humidity was higher (due to higher store air entrainment) for the
constant air flow operation, but this higher absolute humidity gradient between the air and frost surface was offset
by the lower air-side heat (mass) transfer coefficient associated with the lower (constant) air flow rate.

Asseenin Figure 3.2(d), the fan power requirement for the baseline operation was initially higher and
dropped monotonically over time as air flow rate decreased due to frost blockage. To maintain constant air flow
operation, with air-side pressure drop increasing over time, the fan power requirement increased from ~15W
(initially) to ~100 W (after 8 hours) to maintain a constant air flow. Averaged over 8 hours, the fan power was 28 %
(~7 W) greater than the 4.8 hour average for the baseline (constant speed fan) operation.

3.1.3 Fin Staging

Another strategy explored for decreasing defrosting frequency was fin staging. By varying fin pitch along
the air flow direction variationsin frost thickness can be accommodated. Several patterns chosen based on
manufacturing feasibility (e.g. multiples of 2 as shown in Figure 3.3 and not in fractions) are listed in Table 1 along
with the respective refrigerant inlet temperature. The patterns were chosen so that the total air-side pressure drop
was the same as for the baseline operation, so the total amount of fin surface area as well asits distribution varied
from pattern to pattern. The designation “1-4/5-11" in Table 1 denotes a type of fin staging where rows 1-4 contain
half as many fins asrows 5-11. For all simulations, the total number of fins and their distribution was chosen to have
the same initial air flow rate (i.e. same overall air-side pressure drop) as the baseline operation. Also the refrigerant
inlet temperature was chosen to give the same display case discharge air temperature asin baseline operation.
Holding initial air flow rate and case discharge air temperature constant would ensure that the product temperature at

the start of each simulation was the same as that for the baseline. The change in COP was estimated using a
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performance map for an R404A scroll refrigeration compressor (Copeland ZS45K 4E) typically used in supermarket
applications.

Figure 3.4(a) compares baseline and various fin staging simulations, in terms of free flow area at each tube
row along air flow direction. It was found that the most uniform free flow area distribution was obtained when the
transition to twice fin density occurred at 9" tube row. However, not much was gained in terms of the defrost
initiation time, (i.e. time at which air flow has decreased by 33%) due to loss of fin surface area. The maximum time
gained (~15 minutes) was for fin staging designated “1-4/5-11" in Table 1 and the comparison between the baseline
operation and this particular fin staging is shown in Figures3.4(b) & (c).

By moving the transition tube row in the upwind direction, the refrigerant inlet temperature could be raised
and COP improved, mainly due to the net increase in the air-side surface area. For example with “1-4/511" type of
staging, the refrigerant inlet temperature could be raised from -6.2 °C (baseline operation) to-5.6 °C, increasing
COP by as much as 1.4 %. The time variation of return and discharge air temperatures, capacity and total frost mass
deposition was found to be the same for both baseline and staggered fin operations. Similar trends were observed for

all fin staging simulations shown in Table 1.

Tube rows

Fin§ /\

1234567891011

Figure 3.3 Fin staging schematic

Table 3.1 Comparison of evaporating temperature, % change in COP and total air-side surface areafor uniform
fin pitch (baseline) and fin staging simulations

Tr,in COoP

Designation Fs (mm) Q) %)

Ao (%)

Baseline Row # 1-11 (8.3) -6.2 0.00 0.0

Row # 1-4 (12.97) Row

1-4/5-11 451166 56 | +142 | 52
1-6/7-11 Row# %_‘fl(%g_'gg; ROW| 58 | +094 | -03
1-7/8-11 Row# é_'zl(%é_'ggg ROW! 59 | +071 | -38
1-8/9-11 Row ¥ é_‘fﬁé_‘% Row! 62 | 000 | -80
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3.2 Conclusion
To understand the mechanisms by which frost degrades evaporator performance a simulation model,

originally developed and validated for a secondary refrigerants, was extended to simulate the time- varying

operating conditions of supermarket display case with adirect expansion evaporator. Simulations were done to

explore two strategies for reducing the defrost frequency: using avariable speed fan to maintain constant air flow

rate; and fin staging.

Theresults shown in Figure 4(a-f) suggest that the defrost interval could be extended from ~4.8 to about 8

hours by using a variable-speed fan to maintain a constant air flow. A net energy savings would result only if the

additional energy consumption dueto increased fan (28 %) and compressor power were offset by the energy savings

resulting from less frequent defrosting. In addition, the product temperature may be lower with less frequent defrosts

due to reduced number of product temperature excursions associated with each defrost cycle.

A second set of simulations demonstrated how fin staging may provide significant performance

enhancements, even when the baseline frost distribution is already quite uniform. In other situations where frost

blocks the front rows very early (e.g. when face velocity is lower or inlet humidity is higher), the fin staging can

extend defrost interval s even more, while at the same time reducing the cost of fin material required.
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Chapter 4: Flat Tube Plain Fin Analysis

4.1 Introduction
This chapter explores a new concept: flat tube/microchannel heat exchangers for commercial applications.

For same face velocity and face areas, flat tube is expected have alower air-side pressure drop in comparison to a
round tube due to its streamlined profile and reduced blockage. Thus more free flow area would be available and
defrost initiation can be prolonged due to less reduction in the air flow rate. So if afinned flat tube heat exchanger
can give the desired sensible capacity then it could be a better alternative to afinned round tube heat exchanger.
Moreover, manufacturing of aflat tube heat exchanger with variable fin pitch (different for each tube row) may be
simpler than afin staging in multiples of two as discussed in Chapter 3.

This chapter presents a simple analysis comparing the performance of aflat-tube plain fin heat exchanger
with that of atypical round-tube plain-fin medium temperature display case cross-counterflow heat exchanger (Coil
V.1: Hill-Phoenix, OHM -8") under dry conditions.

4.2. Single flat-tube plain-fin analysis

4.2.1 Model
A simpleflat tube heat exchanger can be viewed as a collection of several single finned flat tubes each

having identical fin and tube dimensions. By assembling a number of those individual circuits to match the UA of
the baseline coil (coil V.1), the resulting capacity and exit air conditions would also be matched. Comparison was
made for a modul e fitting in the existing core width (~2 m) and height (~0.194 m) of V.1 and based on the
performance of aflat tube heat exchanger the depth was allowed to vary. So the package dimensions constraint was
the width, height and depth as that of coil V.1. Assuming sensible heat transfer to be ~65 % (determined by the
model presented in Chapter 2) of the total for coil V.1, comparison was made by matching the sensible heat transfer
of cail V.1 (~2.1 kW).

Each flat tube was analyzed for the same log mean temperature difference (LM TD) as that of coil V.1.
Whilethe flat tubes at the leading edge will see higher air temperatures than the ones at the trailing edge, the overall
heat exchanger LMTD would be the same if each tube was considered operating at the same LMTD.

The face velocity; air and refrigerant inlet conditions; and fin and tube geometry for the flat-tube plain-fin
model arelisted in Table 4.1. The geometry and inlet conditions were chosen to meet the specifications of coil V.1.
The model usesthe LMTD (log mean temperature difference) approach to determine the capacity; Wattelet and
Chato (1994) correlation for two -phase refrigerant-side heat transfer; Gnielinsky (1976) correlation for single-phase
refrigerant-side heat transfer; Zhang and Kwang (1999) correlation for two-phase refrigerant side pressure drop. As
afirst approximation, Granryd’s (1999) correlation for channel flow (between fins) was used to determine the air-
side heat transfer coefficient. Actually the air-side heat transfer coefficient for afinned tube would differ slightly
fromthat for fins (channel) only, but for this analysis the effect of tubes on air-side heat transfer coefficient was
neglected and the heat transfer coefficient computed for a channel flow was also applied to the tubes.

Since the flat-tube heat exchanger is made up of small rectangular fins attached to each tube, it will exhibit
better air-side performance, because of the increased air-side heat transfer coefficient due to restarting of the thermal

boundary layer as air passes over the flat tube heat exchanger (normal to a series of several finned flat tubes). Recall
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that coil V.1 had continuous fins resulting in much lower air-side heat transfer coefficient. A more detailed analysis
is presented below.

Different tube widths and tube heights were simulated to obtain tube lengths that would produce a’5°C
superheat (same as coil V.1) and refrigerant-side pressure drop corresponding to asaturation temperature drop of 0.5
°C. Thus the two opposing effects of increasing tube width: decrease of air-side heat transfer coefficient; and
increase in surface area could be exploited to obtain a geometry that lies within the package dimensions of cail V.1.
The optimal fin height was cal culated assuming arbitrarily a90 % dry fin efficiency, and fin depth was assumed to
be the sum of tube outer width (tube width plus tube wall thickness on both sides) plus half the fin height (half of
which is on the upwind side of the tube, the other half on downwind) as shown in Figure 4.1. On the refrigerant-side,
the increase in the cross-sectional area allows an increased tube length (mass flux decreases). For this family of
geometries, any increase in the tube height or width is accompanied by an increase in fin area per unit length. Thus
an increase in tube height or width resultsin an increase in the heat transfer due to two reasons: longer tube lengths

(lower mass flux of refrigerant); and more air-side area (increased fin area) per unit tube length.

Table 4.1 Specifications of Hill-Phoenix (V.1) coil and flat tube geometry

e | T | T [omo | p | | Dc | S | Do ] o Joupean |
m/s C C C mm mm mm C
()()()()()()()(m) (m) (m) (oc)()
(\:/01” 0.57 28 | -8.3 8.3 12.7 0.2 12.7 0.194 | 0.305 1 5 - 0.4
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Figure 4.1 Flat-tube plain-fin schematic
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4.2.2 Results
Three tube heights were considered for simulations: 1.5 mm; 2 mm; and 2.5 mm. The simulation results are

presented in Figure 4.1-4.5. Figure 4.1 shows the variation of air-side heat transfer coefficient with tube width for
different tube heights. Clearly for a given tube height, the air-side heat transfer coefficient would decrease asthefin
length (in the air flow direction) increases with increasing tube width. A s expected the tube height has an
insignificant effect on the air-side heat transfer coefficient. However, as shown in Figure 4.2, greater tube height
resultsin higher heat transfer due to increased fin height and hence more surface area. While air-side heat transfer
coefficient isinsensitive to tube height, the capacity increases with increasing tube width due to the addition of
surface area (increasing fin length). Thusin terms of heat transfer alone, tube height of 2.5 mm with tube width
greater than 10 mm proves to be better than the other two tube heights considered.

Although the 2.5 mm tube height has relatively more heat transfer than the other two, the simulated single-
tube length requirement (for 0.5 °C saturation temperature drop and 5 °C superheat) is also longest, as shown in
Figure 4.3. Asexpected the tube length increases with tube width and for a given tube width it increases with tube
height. Astube cross-sectional areaincreases, the refrigerant mass flux decreases, and alonger tube can be tolerated.
While the difference in the tube length for various tube heightsisinitially lower and increases with tube width, the
fin height increases almost linearly with tube height for the entire tube width range considered as shown in Figure
4.4. The tube width impacts the fin height because a change in the air-side heat transfer coefficient leads to a change
in the fin parameter (used in fin efficiency). The effect of tube height on fin length was found to be insignificant
(Figure 4.5) while it increases with increasing tube width due to increased fin height.
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Tables4.2, 4.3, and 4.4 show on a per circuit basis: the package volume; air-side area; and air flow rate for

single tubes of several widths, for 2.5 mm, 2 mm, and 1.5 mm tube height respectively. For each tube height, the

tube widths considered are those that fit the package dimensions of coil V.1 as per the conditions given in section

4.3 below. As shown the number of fins and hence air-side (fin and tube surface) area, increases with tube height

due to an increase in the tube length (Figure 4.3). However the per unit values for: package volume; air-side area;
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and air flow rate are almost the same for different tube heights considered, since with an increase in the number of
fins, the heat transfer increases (Figure 4.2). In comparison to coil V.1, all single flat-tube results shown in Tables
4.2,4.3, 4.4 have lower air-side area per unit capacity and hence lower package volume per unit capacity. Thisis

primarily dueto higher air-side heat transfer coefficient for flat tubes (shorter fin length in the air flow direction).

Table 4.2 Single tube results for 2.5 mm tube height

x
tbwa Qucircuit ha Afin Atube Vol/Qcircuit AairIQcircuit V air /Qcircuit
(mm) W) | WimK) | Nin (m?» | (m? (m3w) (m?W) (m3s/W)

2.1 32.1 26.1 123 | 0.19 | 0.03 3.9E-05 7.0E-03 1.1E-03
25 39.5 25.8 147 | 0.24 | 0.04 3.9E-05 7.0E-03 1.1E-03
3.9 59 25.2 203 | 0.35 | 0.06 4.0E-05 7.0E-03 1.0E-03
6.2 88.3 24.2 272 | 053 | 0.10 4.0E-05 7.1E-03 9.2E-04
10.6 140 22.8 363 | 0.85 | 0.17 4.1E-05 7.3E-03 7.9E-04
14 177.3 21.8 413 | 1.10 | 0.23 4.2E-05 7.5E-03 7.3E-04
17.1 210.3 21.1 449 | 1.33 | 0.29 4.3E-05 7.7E-03 6.8E-04
20 240.4 20.5 478 | 155 | 0.34 4.4E-05 7.9E-03 6.4E-04
215 255.7 20.2 491 | 1.66 | 0.37 4.5E-05 7.9E-03 6.2E-04
Coil V.1 | 2100 15 162 | 16.52 | 3.88 5.5E-05 9.7E-03 1.1E-04

Table 4.3 Single tube results for 2 mm tube height

tbwa Qcircuit ha2 Afig Atutz)e VOl/gcircuit Aair/(;mrcuit Vair3/chcun
(mm) (W) (W/m“K) Nin (m?) (m?) (m~/W) (m*/W) (m*/s/W)
2.3 29.5 26.3 118 0.18 0.03 3.9E-05 6.9E-03 1.1E-03
2.8 35.1 26.0 136 0.21 0.03 3.9E-05 6.9E-03 1.1E-03
3.2 39.5 25.8 150 0.24 0.04 3.9E-05 6.9E-03 1.1E-03
5.1 59.3 25.0 200 0.35 0.06 3.9E-05 7.0E-03 9.7E-04
8.4 90.6 23.7 264 0.54 0.10 4.0E-05 7.1E-03 8.5E-04
15.3 150.4 21.7 346 0.93 0.19 4.2E-05 7.5E-03 7.0E-04
18.6 177.6 21.0 373 1.12 0.24 4.3E-05 7.6E-03 6.5E-04
20.1 189.7 20.7 385 1.21 0.26 4.3E-05 7.8E-03 6.3E-04
Coil V.1 2100 15 162 16.52 3.88 5.5E-05 9.7E-03 1.1E-04




Table 4.4 Single tube results for 1.5 mm tube height

thwa Qircuit ha Aty | Awpe | Vollgeircuit | Adir/Quircu Vaira/Qc.,cu.I
(mm) (W) (W/m“K) Nfin (m?) (m?) (m™/W) (m*/W) (m*/s/W)
2.8 26.4 26.4 109 0.07 0.11 3.9E-05 6.9E-03 1.1E-03
3.3 39.4 26.2 121 0.08 0.12 3.0E-05 5.3E-03 8.3E-04
4.5 39.6 25.6 146 0.11 0.15 3.8E-05 6.7E-03 1.0E-03
8.5 67.4 23.9 203 0.20 0.23 3.9E-05 6.5E-03 8.5E-04
9.8 75.9 235 217 0.23 0.26 3.9E-05 6.4E-03 8.1E-04
16.4 117.0 21.6 267 0.39 0.36 4.1E-05 6.4E-03 6.8E-04
20 138.4 20.8 287 0.49 0.41 4.2E-05 6.5E-03 6.2E-04
21.9 149.6 20.5 296 0.54 0.44 4.2E-05 6.5E-03 6.0E-04
Coil V.1 | 2100 15 162 | 16.52 | 3.88 5.5E-05 9.7E-03 1.1E-04

4.3 Flat tube heat exchanger configurations

Tables 4.5, 4.6, and 4.7 summarize the results of flat tube heat exchanger analysis (tube heights of 2.5 mm,
2 mm, and 1.5 mm respectively) and lists: total number of circuits, and depth of the heat exchanger with total height

and total width and total sensible capacity being the same as coil V.1.

Asquantified in the tables, the flat tube heat exchanger depth was nearly the same for all tube heights
considered (negligible changein air-side heat transfer coefficient with tube height) and increased with increasing
tube width (increasing fin and circuit length). As shown in Tables 4.5-4.7, an increase in the tube width from almost
square cross-section to higher tube widths the total number of circuits gets reduced by ~6 times. The total heat
exchanger depth could be reduced by 22 % (with as few as 10 circuits) compared to baseline and ~28 % if willing to
go to ~54 circuits and basically round tubes with an hydraulic diameter of 2.5 mm The design of flat tube heat
exchanger would be selected after comparing the cost of individual brazing (possible with lowest number of circuits)
to that of combined brazing (more than ~12 number of circuits). Thisdifference in brazing costs (manual vs.

furnace) would be compared to the value of the reduction in the heat exchanger depth saved by using flat tubes.

Table 4.5 Possible flat tube heat exchanger configurations for 2.5 mm tube height

tbwd fNnt Lenw/Cir Total no. Total depth
(mm) | (mm) (m) of circuits (m)
25 38.2 1.86 54 0.216
39 38.7 2.57 36 0.216
6.2 39.3 3.44 24 0.219
10.6 40.4 4.60 16 0.238
17.1 41.7 5.70 10 0.234




Table 4.6 Possible flat tube heat exchanger configurations for 2.0 mm tube height

thwd fht Lenw/Cir Total no. Total depth
(mm) | (mm) (m) of circuits (m)
2.3 36.8 1.50 72 0.214
3.2 37.1 1.89 54 0.215
51 37.7 2.55 36 0.215
8.4 38.6 3.35 24 0.223
15.3 40.1 4.39 14 0.226
18.6 40.7 4.74 12 0.234

Table 4.7 Possible flat tube heat exchanger configurations for 1.5 mm tube height

th wath fNnt Lenw/Cir | Total no. of Total
(mm) | (mm) (m) circuits depth (m)
2.8 35.7 1.38 80 0.211
33 35.8 1.54 70 0.212
45 36.2 1.85 54 0.212
8.5 37.3 2.58 32 0.216
16.4 39.1 3.39 18 0.222
20 39.7 3.64 16 0.239

4.4 Conclusion
From the above preliminary single flat tube analysiswe can conclude that aflat- tube-plain-fin heat

exchanger with discontinuous fins has better heat transfer performance than an existing plain-fin-round-tube heat
exchanger with continuous fins, and al so anticipated to have lower air-side pressure drop (not included in the
analysis) due to reduced overall depth and less blockage per tube row due to the flat tubes. Perhaps the freedom to
choose arbitrarily the fin spacing for each tube bank could allow even better performance by lessening deterioration
of freeflow area asfrost accumulates. This preliminary analysis could be incorporated in the form of afrosting
model (similar to one presented in Chapter 2) with amore accurate air-side heat transfer coefficient and addition of
air-side pressure drop and latent heat transfer. Thereby the plain-fin flat-tube heat exchanger frosting model could be

used to develop design guidelines to reduce overall energy consumption or maximize COP.



Chapter 5: Conclusions

A design tool for simulating the performance of adisplay case heat exchanger performance under frosting
conditions was devel oped. The simulation model is an extension of an experimentally-validated model for
secondary (single phase) refrigerant and constant operating conditions. It relies on underlying physical heat
and mass transfer and well established correlations for: air-and-refrigerant-side heat transfer and pressure
drop, frost density; and frost thermal conductivity and predicts spatial and temporal distribution of frost
deposition and its effect on heat exchanger performance. The model captures the performance degradation
due to frost buildup in terms of increase in the air-side pressure drop and decrease in the heat transfer. Then
fan curve characteristics are used to incorporate reduction in the air flow rate; a curve fit of experimental
datais used to simulate the ambient air infiltration into the air curtain as a function of air flow rate; and
various loads on the display case such aslighting, infiltration and fan power are accounted for in the
analysis.

Based on afew simple defrosting assumptions the equations for determining the defrost time and
compressor and fan energy requirements are presented in a separate model. Thus the display case heat
exchanger could be analyzed for frosting and defrosting, providing atool to design display case heat
exchangers based on optimal overall energy consumption.

Two design strategies for reducing defrost frequency and overall energy consumption of open supermarket
display cases were evaluated relative to the baseline (varying air flow as a consequence of fan
characteristics) operation: constant air flow operation; and fin staging. Results suggest that the defrost
interval could be extended from 4.8 hours to 8 hours by employing a variable-speed fan to maintain
constant air flow. The energy efficiency penalty was quantified in terms of increased fan and compressor
energy requirements for comparison with energy savings resulting from less frequent defrosts. Fin staging
is also shown to result in significant performance improvements, especially at low face velocities and high
inlet humidities where most of the frosting occurs near the front of the heat exchanger.

A preliminary study of single flat-tube plain-fin analysis was conducted under dry conditions. Based on
that analysis, afew designs of aflat-tube-plain-fin heat exchanger with discontinuous fins are presented.
All the designs presented exhibit better heat transfer than an existing display case round-tube-plain-fin heat
exchanger, mainly due to theinterruption of fins after each tube row. Apart from better heat transfer, the
designs presented are also expected to have lower air-side pressure drop due to lower depth in air flow
direction and the use of flat tubes instead of round tubes. This preliminary study could be extended to
simulate frosting of aflat-tube-plain-fin heat exchanger with arbitrary fin spacing for each tube row,
optimizing the variation of free flow areafrom the leading to the trailing edge. These preliminary results
suggest that this may be an effective strategy for prolonging the time between defrosts.



Appendix A: Heat Transfer and Pressure Drop Correlations

A.1 Air-side heat transfer coefficient correlations
A.1.1Wang et al. (2000)

ha,Wang = jWang >(-:'a,max )Cp,a XPI'% (A-l)
o aEF aeF o
Jwanane» = 0.086Ref? NP4 =5 (A.2)
Wang N3 2 D, g g D, g P 5
0.042N 9
P3=-0.361- —————+0. 158Loge9Ng— N (A.3)
Ioge(ReDc)
142
P
0.07681.2
P4=-1224. — €18 o (A4)
loge(ReDc)
P5 = -0.083+ 200N _ *5)
loge(ReDc)
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e N g
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A.1.2Kimet al. (1999)
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x x CD
h, =K, &h, . ATT C,h, él- Pauwe o (A12)
8 Aa,total Aatotal %

37



Table A.1 Thefactor Kz (Whenz=1,Kz=1)

Re= | | =1000 | 1500 | 2000 | 3000 | 4000 | =s5000
K; for inline tube arrangement;
z =1, z=2 0.89 0.89 0.90 0.95 1.00 1.05
3 0.86 0.86 0.87 0.94 1.01 1.06
(5) 0.83 0.83 0.84 0.93 1.01 1.08
z=2; z=2 0.89 0.90 0.94 1.01 1.05 1.05
3 0.86 0.87 0.92 1.01 1.06 1.06
z=3; z=2 0.89 0.95 1.01 1.05 1.05 1.05
3 0.86 0.94 1.01 1.06 1.06 1.06
K. for staggered tube arrangement;
z=1; z=2 0.93 0.94 0.97 1.01 1.05 1.05
3 0.90 0.91 0.95 1.01 1.06 1.06
(5) 0.88 0.89 0.93 1.01 1.08 1.08
z =2, z=2 0.93 0.98 1.02 1.05 1.05 1.05
0.90 0.97 1.02 1.06 1.06 1.06
Nu,, k
g = ——— (A12)
DC
Nuy, =C.Re,, .Pro® (A13)
The constants C and naregivenin Table A.2 below:
Table A.2 Constants C and n for heat transfer in tube bundles
Si/Dc
Si/Dc 1.25 15 2.0 3
C n C n Cc n C n
In line
13 0.386 0.592 0.305 0.608 0.111 0.704 0.070 0.752
15 0.407 0.586 0.278 0.620 0.112 0.702 0.075 0.744
2.0 0.464 0.570 0.332 0.602 0.254 0.632 0.220 0.648
3.0 0.322 0.601 0.396 0.584 0.415 0.581 0.317 0.608
Staggered
0.6 - - - - - 0.236 0.636
0.9 - - - - 0.495 0.571 0.445 0.581
1.0 - - 0.552 0.558 - - -
1.125 - - - - 0.531 0.565 0.575 0.560
1.25 0.575 0.556 0.561 0.554 0.576 0.556 0.579 0.562
15 0.501 0.568 0.511 0.562 0.502 0.568 0.542 0.568
2.0 0.448 0.572 0.462 0.568 0.535 0.556 0.498 0.570
3.0 0.344 0.592 0.395 0.580 0.488 0.562 0.467 0.574




Nu_k
ha sl = USI 5
’ Dh

» 500 < Re,,, < 2500 Nu, = 2.09.(Re,,.D, /L)**

2500 < Re,, < 7000 Nu, =0.407.Re,, > (D, /L)*
7000 < Re,,,, < 20000 Nu, =0.3058.Re,,”* (D, /L)**

_ 2xXFsxf,
" (Fs+ 1)

C, =105+ K. (K,K, - 1.05)
Thefactors Kge, Ka and K aregivenin Table A.3, A.4, and A.5 respectively.

Table A.3 The factor Kre

In-line tube arrangement
Re<1000 Kre=0
1000 < Re < 6000 Kre = (Re/1000)°% - 1
6000 < Re Kre=1
Staggered tube arrangement
Re <500 Kre=0
500 < Re < 5000 Kre = (Re/500)% - 1
5000 < Re Kre=1

x 10
K, —089+06g1 —;

A.2 Air side pressure drop correlations

A.2.1 Wang et al. (2000)

aEF
f —00267><Regi>g— g
4] c ﬂ
P F .
F1=-0.764+0.739— +0.177—~ - 0.00758
R D,
F2=.15680+_ %021
Loge(ReDc)
F3=1.696- _ 15695
Iog e(ReDc)
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A.2.2 Kim et al. (1999)

Afin Afin Fth
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ote. P
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A.2.3 Granryd et al. (1999)
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Thefactor P,isgivenin Table A.5 below:

Table A.5 Thefactor P, (whenz=1,P, = 1)

Re= | <1000 | 2000 | 3000 5000 | >8000
P, for inline tube arrangement;
z=1; z=2 0.78 0.81 0.85 0.91 0.91
3 0.72 0.76 0.81 0.89 0.89
(5) 0.67 0.71 0.77 0.86 0.86
z=2;3 z=2 0.85 0.86 0.89 0.91 0.91
3 0.81 0.83 0.85 0.89 0.89
P, for staggered tube arrangement;
z=1;2 z=2 0.88 0.89 0.91 0.92 0.93
3 0.85 0.86 0.88 0.90 0.91
(5) 0.82 0.83 0.85 0.87 0.89
vV = fth
" (fth + Fp)

, 2

Vr = V10 %ig

eSt - Dc u

wheret g isgiven by Figure A.1.
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where
f =1 for in-line tube arrangement, and
f = 1.05 for staggered tube arrangement.
Note: For z =1, f = 1 also in staggered arrangement.
n=0.05forz =1

=0.17forz =2

=0.25forz =3

A comparison of the range of each correlation with the considered heat exchanger geometries is givenin

Appendix B
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A.3 Refrigerant-side heat transfer correlations

A.3.1 Sindle-phase heat transfer
The Gnielinski correlation for fully developed (hydro-dynamically and thermally) turbulent flow in a

smooth circular tube was used for single phase flow The correlation is expressed in Equation B.13.

(f /8)(Re, - 1000)Pr,,

= (A.35)
1+12.7(f 18]*(Pr,, 7*- 1
Wheref friction factor
Regi Reynolds number based on inner tube diameter
Pr.e« Refrigerant Prandtl number
This correlation is valid for 0.5 < Pr < 10°, 2300 < Rey; < 5x1CF.
The friction factor comes from the following equations:
Term=2.457 In ! (A.36)
' (7/Re)°° +0.27 Relrough '
A=Term® (A.37)
B = (37530/Re, )"° (A.39)
Term, = ; (A.39
2 ( A+ B)g/z :
8
Term, = (A .40)
Re;
f =8 (Term” +Term,)¥? (A.41)

Relrough is the relative roughness of the tube surface and can be expressed in Egn. A .42 (ASHARE Fundamentals,
1987):

1.5*10°°

di
Generally speaking, the thermal entry length X in turbulent flow will affect the heat transfer coefficient.

Relrough = (A.42)

X
Incroperaand DeWitt (1996) defined xq as: f = 10. Kays and Crawford (1993) analyzed the effect of thermal-
|

entry-length on the heat transfer coefficient for turbulent flow in acircular tube. They found that for small Prandtl
numbers, this effect is very pronounced and increases with Reynolds number. However, at Prandtl number above 1,
the thermal-entry -length effect becomes less and | ess important.

Their results show that at Pr=10 and Re=100,000, when x/d,=0, Nu,/Nusq=1.05; when x/d; =10, Nu,/Nu¢g
=1.02; when x/d;=20, Nu,/Nuy=1.01; and at x/d; > 30, the local Nusselt number is almost the same as the fully
developed flow Nusselt number, which means Nu,/Nu¢y=1.00.
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Wu et al. (2001) showed that the entry-length effect is only 1% for Re=100,000. Since at lower Reynolds
numbersit should be even smaller, then the effect of thermal-entry-length on refrigerant heat transfer coefficientsis
negligiblein this study since the Reynolds number is<100,000 in the experiments. So, Gnielinski correlation was
directly used without any correctionsin the model for single phase heat transfer.

A.3.2 Two-phase heat transfer
Wattelet and Chato (1994) correlation was used to calculate refrigerant-side heat transfer coefficient. The

correlation equations are given below:

1
hy = [hnb“ + hcb“]ﬁ, n=2.5 (A.43)

where hj,p, = nucleate boiling heat transfer coefficient given by

hy, = 550" MR, g, - log,o P T (n49
and hg, = convective boiling heat transfer coefficient given by
hy, =FhR (A 45)
where
F =1+1.925X, % (A.46)
_ K| 04
h = 0.023d— Re, 0.8Pr, (A.47)
where k = liquid conductivity
R=1.32Fr,*?, for Fr < 0.25 (A.48)
R=1, for Fr, > 0.25 (A.49)
F Gref ?
r = , A .50
' r,qd (450



Appendix B: Comparison of Air-side Heat Transfer
and Pressure Drop Correlations
Three plain-fin-round-tube air-side heat transfer and pressure drop correlations: Granryd et al. (1999);
Wang et al. (2000); and Kim et al. (1999) collectively spanning awide range of data were considered.

B.1 Geometry
Table B.1 compares the range of various variables and certain non-dimensional ratios for these correlations

with two heat exchangers of open vertical medium temperature display case heat exchanger specifications. Coil H.1
is from a Hussmann M4E case, and coil V.1 isfrom H Hill-Phoenix OHM case. FiguresB.1 to B.3 compares the

transverse tube pitch, longitudinal tube pitch, fin pitch, tube outer diameter for the correlations.

Table B.1 Range of variables and non-dimensional parameters for Granryd, Wang and Kim’s correlation for
plain-fin-round-tube heat exchangers.

Wang et al. Granryd et al.
(2000) Coil H.1 | Coil V.1 Variable Kim et al. (1999) (1999)
Lower Upper Lower Upper Lower Upper
bound bound bound bound bound bound
Dc [mm]

6.35 12.7 11.3 12.7 Tube collar diameter 7.3 19.3 0 35
Fs [mm]

1.19 8.7 8.3 12.7 Fin spacing 0.99 8.55 3 16
P [mm]

12.4 275 38.1 25.4 Long. tube spacing 12.7 43.99 33.3 100
Pt [mm]

17.7 31.75 30.48 48.26 Transv. tube spacing 20.32 50.8 33.3 100
NP [-]

1 6 11 12 No. of tube rows 1 8 1 3
ftn [Mm]

0.11 0.152 0.168 0.203 Fin thickness 0.11 0.406 1.2 1.2
Repc
300 10000 ~2000 ~500 (from graphs) 505 24707 500 20000
Ratios

1.152 17 0.8 1.9 Pi/P 0.857 1.654
0.092 0.652 0.748 1 Fs/Dc 0.081 0.641
0.039 0.374 0.272 0.263 Fs/Py
2.697 3.8 Pi/Dc 1.996 2.881
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Figure B.3 Fin pitch and tube outer diameter

Dimensionally, both the coils (H.1 and V.1) were well within the range of Kim’s and Granryd's
correlations and almost on the outer limits of Wang's correlation. However, considering the fact that both Kim’s and
Wang's correlations had only 3 data points out of 47 and 74 data points respectively, with fin pitches greater than
3.6 mm, it is reasonable to assume that dimensionally both the coils were outside the range of Kim'sand Wang's
correlations. Non-dimensionally, coil H.1 almost fell on the outer bounds of Wang’s correlation while V.1 fell
outside the limits of Kim’s correlation. Granryd' s correlation seemsto be the only existing correlation that
encompasses both the coils. Fahlen (1996) also used Granryd’ s air-side heat transfer and pressure drop correlation in

his study of frosting and defrosting of air-coils.

B.2 Pressure drop
Figure B.4 compares pressure drop across coils V.1 and H.1 with air flow rates of 300 cfm and 700 cfm

respectively under dry conditions as predicted by Kim, Granryd and Wang correl ations and tube-plus-fin (dP_finite)
superposition.

Kim'’s correlation was found to highly overestimate the pressure drop (>100%) and was therefore rejected.
As expected, the pressure drop predicted using Granryd’ s correlation was slightly higher than simple tube-plus-fin-
superposition, since the Granryd' s correlation accounts for the non-linear interaction between fins and tubes coil
which is apparently not captured by the simple fin-plus-tube superposition. The pressure drop predicted by Wang’'s
correlation was higher (50% for V.1 and 30% for H.1) than that using Granryd’ s correlation. Figure B.5 compares
the pressure drop predictions for Carlson’s experiments with a 8-row coil having a 12.7 mm collardiameter and 8
mm fin spacing (for detailed coil geometry and test conditions see Carlson et al. 2001). Both Granryd and Wang
predictions agreed within = 5% while the tube-plus-fin superposition predicted values as much as 30% below

Granryd’ svalues.
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Figure B.5 Pressure drop predictions for dry tests of Carlson et al. (2001).

To further narrow down the selection to one correlation, the effect of varying fin pitch and air flow rate on
pressure drop was investigated for both Granryd’s and Wang' s correlations. FiguresB.6 and B.7 depict the effect of
varying fin pitch on pressure drop across coils V.1 and H.1 respectively, and Figures B.8 and B.9 depict the effect of
varying air flow rate on pressure drop across coils V.1 and H.1 respectively. For both coils, the pressure drop

predicted by extrapolating Wang’ s correlation was found to diverge from the fin-plus-tube superposition for higher

47



fin pitcheswhere physical considerations suggest that superposition should apply. As expected, extrapol ations of
Granryd’ s correlation approached the superposition values (pressure drop across tubes being dominant). Moreover
Wang's correlation over-predicted the measured pressure drop across both the coils. With variation of air flow rate
however, all three predicted pressure drops varied in asimilar manner as seen in FiguresB.8 and B.9 with Wang's
correlation predicting higher pressure drop at high air flow rates. Therefore Granryd’ s air-side pressure drop

correlation was selected for use in the model.
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Figure B.9 Effect of air flow rate on pressure drop across coil H.1.

B.3 Heat transfer
Figure B.10 compares the heat transfer coefficient predictions for Carlson’s experiments with an 8-row coil

having a12.7 mm collar diameter and 8 mm fin spacing (for detailed coil geometry and test conditions see Carlson
et al. 2001). Both Granryd and Wang predictions agreed within + 7% and within 10% of Carlson’s predictions,
while Kim’s correlation predicted values as much as 22% more than Carlson’s experimental predictions.

Figure B.11 compares air-side heat transfer for coils V.1 and H.1 with air flow rates of 300 cfm and 700

cfm respectively under dry conditions as predicted by Kim, Granryd and Wang and Carlson correlations. Kim's
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correlation was found to highly overestimate the heat transfer coefficient (> 50%) and was therefore rejected. Since
Carlson’s correlation was mere a simple scaling (78 %) of Kim’scorrelation, it also over-predicted the heat transfer
coefficient in comparison to Wang's and Granryd' s correl ations which agreed with one another. Hence Kim's and
Carlson’s correlation were dropped from consideration.
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To further narrow down the selection to one correlation, the effect of varying fin pitch and air flow rate on
pressure drop was investigated for both Granryd' s and Wang'’ s correlations. FiguresB.12 and B.13 depict the effect
of varying fin pitch on heat transfer coefficient predictions for coils V.1 and H.1 respectively, and FiguresB.14 and
B.15 depict the effect of varying air flow rate on heat transfer coefficient for coilsV.1 and H.1 respectively. Clearly
the Kim’s correlation over-predicted the heat transfer correlation for both the coils and due to the nature of
correlation it was insensitive to the effect of varying fin pitch. While the Wang’s and Granryd's correlation
predicted almost same heat transfer coefficient values and its variation with air flow rate as shown in FiguresB.14
and B.15, the pitfalls of Wang's correlation become obvious when looking at variations of heat transfer coefficient
with fin pitch. With increasing fin pitch the heat transfer coefficient should increase approaching the value for tube
banks only. Granryd' s predictions are of the same nature while Wang'’ s correlation predicted an opposite trend.

Therefore Granryd' s air-side heat transfer correlation was selected for usein the model.
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Appendix C: Frost and fin Conduction

C.1 One-two-and-three-lump modeling of frost and fin conduction
Previous researchers have modeled the frost formation on fin as awet fin surface efficiency neglecting the

conduction along the frost and implicitly handling the frost surface temperature. For our simulation model, the frost
surface temperature was an explicit parameter as it determined the frost density, hence its conductivity. Thusa
different but physically viable analysis was done to model frost growth on fin surface. After calculating convective
heat and mass transfer to the frost layer, conduction to the tube was modeled long two paths: (i) from frost directly
to fin base; and (ii) from frost to the fin and then along the fin to the fin base.

Analysis was done assuming one, two, three lumps models of homogenous frost and fin masses along the
fin length. Comp arisons were done for all the models and the results are presented below. Figures C.1 and C.2 show
one-and two-lump models, respectively. The total heat transfer, Qi iS determined as a sum of sensible and latent
heat transfer. The sensible heat transfer is determined from the air temperature gradient at the frost surface (and air-
side heat transfer coefficient) while the latent heat (and mass) transfer is determined from the corresponding
humidity gradient. Since the objective of this analysis was to determine the resolution of lumped models needed to
determine the representative frost surface and fin temperatures, the total heat transfer was assumed to be 60% more
than the sensible heat transfer to avoid mass transfer complications for thissimple analysis. This assumption was
consistent with the display case datafor the first time step during frosting cycle.

For asingle lump model as shown in Figure C.1, the average temperature T, of frost lump was defined as
the average of the frost outer and inner surface temperatures: Ts, and Ty, respectively. Both the frost and the fin
lumps were assumed to contact the tube collar at the same base temperature Tg;. Asseen in Figure 1, the total heat
transfer from the air to the frost was divided into two parts: Q. from fin (T5) to base (Tg); and conduction Q.4 from
frost (T,) to base (Tg) paralel to the fin. The conduction heat transfer from frost to fin (transverse to frost thickness),

Q12 isequal to the conduction down the fin, Qyg;.

fin/2
Fin
Qtotal
Tair,Wa,av “””'"Tso:Ws,so
Figure C.1 Single lump model
ek, 0
Qu =20 (T, - Ty) (C1)
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Qt =1.6Q,=16.h .f, (T, -Ts) (C4)
Q =Qu + Quy (C5)

For the two-lump model, frost and fin were divided into two lumps each as shown in Figure C.2. Each frost
lump was modeled for a different frost surface (T2 and Ts3) and average temperatures (T, and Ts). The total heat
transfer was divided into two parts (Q;; and Q;2), one each for each frost lump and each was assumed to be 60%
greater than the respective sensible heat transfer. The top frost lump conducted heat to bottom frost lump (Q13) and
corresponding fin lump (Q,2) while the bottom frost lump conducted heat to the corresponding fin lump (Qs4) and to
the base (Q3si). The top fin lump would conduct heat to the bottom fin lump (Q.4) while the bottom fin lump
conducted heat to the base (Qag).

Oy | /2

—
8
i

Fin

—
8
o

Figure C.2 Two lump model
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For three-lump model, frost and fin was divided into three lumps each and the analysiswas donein a

manner similar to that of two-lump model.

C.2 Results
Figure C.3 and C.4 compare the average fin and frost surface temperatures, respectively for single, two and

three lumps models for variationsin the frost thickness. As seen in Figures, the frost surface temperature and fin
temperature for single lump model is~0.3 °C higher than the average frost surface temperature and average fin
temperature respectively of two and three lump models. Thisis due to ~8% lower heat transfer per unit width for

single lump model as compared to two and three lumps models as shown in Figure C.5.
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The two-and three-lump models agreed within 1% of each other, so the two-lump model was found
accurate enough in predicting the average frost surface and average fin temperatures. Hence the two-lump model
was implemented in the model simulations.

Figure C.6 compares the conduction heat transfer from frost and fin to base with variation in frost
thickness. The heat transfer from frost to base is negligible when the frost layer is thin. However it contributes to as
much as 26% with 1.9 mm of frost being deposited on the surface of the fin. Thus the conduction heat transfer

through frost directly to the tube collar can no longer be neglected in comparison to the conduction through the fin.
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