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ABSTRACT 

 

This work presents methodologies to facilitate the efficient cosimulation of 

electromagnetic/circuit systems while exploiting the multiple time scales that are often 

present in the numerical simulation of such systems.  Three distinct approaches are 

presented to expedite such a simulation process, with the common theme that the 

methodologies should allow for the ability to utilize different timesteps in the simulation 

procedure for the different components appearing in a hybrid system. 

The first contribution involves a direct representation of each of Maxwell’s curl 

equations in terms of SPICE-equivalent circuit stamps.  This provides for a full-wave, 

circuit-compatible description of a distributed structure that can very naturally be 

incorporated into a circuit simulation environment.  This capability can be applied to 

circuit simulations of distributed structures, or it can facilitate the detailed simulation of 

an electrically small structure with full electromagnetic accuracy. 

The second contribution allows for the utilization of different numerical integration 

schemes and timesteps in the simulation of hybrid structures via a domain decomposition 

approach.  By introducing a novel scheme to combine finite-difference time-domain 

simulation with SPICE-like circuit simulation, it is shown that the timestep used in the 

lumped circuit portions need not be limited by the Courant-Friedrichs-Lewy (CFL) limit 

which governs the timestep used in distributed portions.  Additionally, the use of the 

Crank-Nicolson integration scheme is investigated for the simulation of transmission line 

structures, and an efficient methodology is proposed by combining the Crank-Nicolson 

integration of transmission lines and standard integration of circuits. 
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Finally, the third contribution in this work involves efficient simulation of circuits 

involving multirate signals with widely separated time scales.  An efficient representation 

of multirate signals is found by introducing a different time variable for each time scale 

in order to overcome the significant oversampling of such signals that arises from more 

traditional, univariate representations.  This representation is then directly applied to the 

simulation of transmission line structures.  It is found that the resulting methodologies 

provide for a significant speedup in the overall simulation time. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Motivation and Objectives 

As modern electronic systems in both the commercial and the military arena become 

increasingly complex, the ability to prototype and simulate such systems before they 

arrive at the production stage is imperative for keeping costs and production times down.  

Contemporary designs are beginning to utilize frequencies approaching tens and 

hundreds of gigahertz, while device and package sizes continue to shrink.  Consequently, 

the lumped circuit approximation no longer suffices, and the need to consider the 

distributed, electromagnetic contribution becomes critical for the accurate simulation of 

such systems.  Additionally, the need to consider other physical contributions to the 

system parameters, such as thermal effects, is becoming increasingly important for 

providing reliable designs.  Finally, many different technologies are being utilized within 

a single package.  For example, a typical wireless communication system on a cellular 

phone may include one or more antennas as well as micro- or nanoelectromechanical 

system (MEMS or NEMS) devices as well as standard integrated circuitry.  Errors in the 

design cannot be corrected after fabrication in such a complicated system.  Therefore, the 

need for accurate and efficient numerical prototyping of a system involving many 

different technologies all working in tandem is obvious. 

Another characteristic of modern electronic systems is the ubiquity of multiband and 

broadband subsystems within a single package or module.  One problem with such 



systems is the appearance of passive intermodulation noise.  Passive intermodulation is 

the unintentional mixing of signals with two closely spaced frequencies, due to 

nonlinearities appearing in the signal path.  Such nonlinearities may be due to a variety of 

sources including thermal, mechanical, or magnetic effects.  Until recently, the level of 

passive intermodulation noise has not posed a significant threat to the integrity of 

wireless systems.  But the increased push toward lower power levels in mobile devices 

means that the signal-to-noise ratio is decreasing, and even small levels of noise are now 

becoming significant.  As such, the phenomenon of passive intermodulation has seen a 

surge in interest recently and is one of the primary motivators for the present work. 

To be able to account accurately for effects such as intermodulation noise, it is 

necessary to be able to perform simulations of systems that evolve dynamically based on 

several different physical effects.  Given the variety of physical effects involved in the 

spawning of intermodulation in complex systems, the numerical integration of such a 

system using a single integration scheme and timestep is clearly prohibitive.  The need 

for a more piecewise approach to the simulation problem is patent, where each individual 

component of the overall system can be numerically integrated using a timestep and an 

integration scheme that is most appropriate given the physical nature of that component. 

This dissertation presents applicable techniques for the time-domain simulation of 

complex systems involving subsystems of diverse physical natures, varying significantly 

in both the spatial and time scales.  Several numerical techniques are introduced to 

facilitate the cosimulation of electromagnetic and circuit systems.  The approaches allow 

the numerical integration scheme and timestep to be chosen individually for each 
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component subsystem, enabling possible solution avenues to the global simulation 

problem outlined above. 

 

1.2 Overview 

The organization of this dissertation is as follows.  Chapter 2 gives a brief overview 

of some background material pertinent to the topics discussed in the subsequent chapters.  

First, a general description of the standard circuit simulation technique for transient 

analysis is given.  This is followed by a description of the simulation of distributed 

structures using the finite-difference time-domain (FDTD) method.  The chapter 

concludes with a brief overview of methods for the simulation of hybrid 

electromagnetic/circuit systems. 

Chapter 3 develops a technique for numerically integrating Maxwell’s equations in 

the time domain using a standard circuit simulation tool such as SPICE.  This allows an 

arbitrary electromagnetic structure, discretized on a rectangular grid using Yee cells, to 

be transformed into an equivalent circuit form.  The ability to simulate electromagnetic 

structures using circuit simulation tools is of paramount importance, as it means that 

distributed effects can be accounted for using a lumped model.  Also, since circuit 

simulation programs such as SPICE are in such widespread use and are generally 

considered the standard method of simulation for most electronic systems, having SPICE-

compatible descriptions of distributed electromagnetic structures allows for more 

efficient integration of such structures into the generic framework of the system than 

would otherwise be possible using traditional field solvers.  In the latter case, more 

postprocessing of the output of the field solver would be necessary in order to be able to 
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convert the result into a SPICE-compatible form.  The example of a rectangular cavity 

resonator is used to demonstrate the validity of the method proposed in this chapter. 

Chapter 4 begins with a discussion of the substitution theorem from classical network 

analysis, leading to the waveform relaxation algorithm.  Then a decomposition method 

for hybrid electromagnetic/circuit simulation with multiple time scales is introduced and 

two examples are given demonstrating its use as well as its advantages.  After a 

discussion of some of the limitations of this proposed methodology related to the 

conditional stability of the standard FDTD scheme, an alternative method is suggested to 

overcome such stability issues using Crank-Nicolson integration of the electromagnetic 

portions. Examples are then shown demonstrating the accuracy and efficacy of this 

method. 

Next, an efficient means of simulating transmission line circuits involving signals 

displaying multirate characteristics is described in Chapter 5.  This enables a compact, 

multivariate representation of signals with widely spaced frequencies and describes a 

methodology for directly simulating circuits using the multivariate representation of these 

types of signals.  The method is applied to the simulation of an ideal, lossless 

transmission line as well as to a transmission line consisting of periodically time-varying 

dielectric. 

The final chapter provides some concluding remarks regarding the impact of each of 

the methodologies described in the previous chapters.  It also outlines some further work 

that is yet to be done in the directions introduced in this dissertation. 
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CHAPTER 2 

BACKGROUND 

 

2.1 Introduction 

This chapter reviews some of the background material pertaining to the time-domain 

analysis of both circuits and electromagnetic structures.  The chapter begins with a 

description of transient circuit simulation, describing different numerical integration 

schemes and their stability properties, as well as the Newton-Raphson method for the 

simulation of nonlinear devices.  Then the chapter covers electromagnetic simulation 

using the finite-difference time-domain (FDTD) method, with a focus on one-

dimensional wave propagation through the transmission line model.  This is followed by 

a brief outline of some of the existing methodologies for the time-domain simulation of 

systems involving hybrid electromagnetic/circuit components. 

 

2.2 The Simulation of Electronic Circuits 

A circuit is merely a representation of a system of ordinary differential equations 

(ODEs).  Thus, the circuit simulation problem is to describe the dynamical behavior of 

the system of ODEs in time under some governing constraints such as charge 

conservation.  In the most general setting, these ODEs will be nonlinear. 

Standard circuit simulation involves four main steps [1]: 

(i) A nodal analysis to describe the circuit topology in terms of a system of ODEs 
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(ii) A numerical integration scheme that discretizes the ODEs and converts them 

into a system of nonlinear algebraic equations 

(iii) A Newton-based iterative scheme to linearize the nonlinear algebraic 

equations 

(iv) Some iterative scheme to solve the resulting linear system of equations 

Most modern circuit simulation tools, e.g., SPICE, utilize each of these steps in one 

form or another.  In this chapter, we briefly discuss steps (ii) and (iii), as they are the 

most pertinent steps in developing an understanding of some of the issues in play.  Step 

(i) is most commonly approached using a technique known as Modified Nodal Analysis, 

and we refer the reader to the discussions available in any one of several circuit 

simulation textbooks [2, 3].  The solution of the linear system in step (iv) is usually 

achieved by performing a lower-upper (LU) factorization of the coefficient matrix.  

However, a detailed discussion of this process is beyond the scope of this dissertation and 

will not be considered in what follows.  Throughout, we will focus on the transient 

behavior of the system. 

 

2.2.1 Numerical integration of electronic circuits 

Begin by considering a simple, generic form for the circuit equations, 

 ( ,d F t
dt

=
x x ) , (2.1) 

where x(t) represents the vector of unknowns and t represents time.  The function F is a 

general, possibly nonlinear function encapsulating the device models within the circuit as 

well as the sources in the system.  The initial condition for the differential equation in 

(2.1) is given as x(t0) = x0, with x0 constant. 
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Assume that the circuit has been solved up to some time point tn-1, and let the next 

time point tn be defined by tn = tn-1 + h, where h refers to the timestep.  We need to define 

how to find the solution x(tn) at time tn.  To accomplish this, we can write the solution 

x(tn) by integrating Equation (2.1) as 

 . (2.2) ( ) ( ) ( )
1

1 ,
n

n

t

n n
t

t t F t
−

−= + ∫x x x dt

), h

Now, the approximation of the integral appearing on the right-hand side (RHS) of 

Equation (2.2) is critical to the resulting solution.  The three most commonly used 

approximations of this integral for the purpose of circuit simulation applications are the 

forward Euler, backward Euler, and trapezoidal approximations, as defined respectively 

by Equations (2.3a-c) below, 

 ( ) ( )(
1

1 1,
n

n

t

n n
t

F t dt F t t
−

− −≈ ⋅∫ x x  (2.3a) 

 ( ) ( )(
1

,
n

n

t

n n
t

F t dt F t t
−

), h≈ ⋅∫ x x  (2.3b) 

 ( ) ( )( ) ( )(
1

1 1, ,
2

n

n

t

n n n n
t

hF t dt F t t F t t
−

− − ),⎡ ⎤≈ +⎣ ⎦∫ x x x . (2.3c) 

Note that these definitions are respectively analogous to the left, right, and midpoint (or 

trapezoidal) Riemann sum definitions of the same integral.  Each one of these integration 

schemes will now be developed in a little more detail. 

Using the forward Euler integration scheme, the result for the value of the unknown 

x(tn) can be written as 

 ( ) ( ) ( )( )1 1 ,n n n nt t F t t− − −1 h= +x x x ⋅ . (2.4) 
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This defines an explicit update of the solution at the current time point based entirely on 

known values of the solution at previous time points.  Alternatively, the update defined 

by the backward Euler and trapezoidal schemes define implicit relations, shown 

respectively in Equations (2.5) and (2.6) below.  This means that the value of the updated 

solution x(tn) is written in terms of unknown values at time tn, 

 ( ) ( ) ( )( )1 ,n n n nt t F t t− h= +x x x ⋅  (2.5) 

 ( ) ( ) ( )( ) ( )(1 1 1,
2n n n n n n
ht t F t t F t t− − − ),⎡ ⎤= + +⎣ ⎦x x x x . (2.6) 

The trapezoidal integration scheme can be interpreted as a combination of the forward 

and backward Euler schemes.  As such, it has certain properties that make it more 

appropriate in certain situations, especially those situations involving wave propagation.  

This will be addressed further at a later point in this dissertation. 

 

2.2.2 Stability analysis 

While the update relations in Equations (2.4)-(2.6) for the three integration schemes 

defined in the previous section seem somewhat similar upon first glance, they vary 

drastically in their stability properties.  To develop the stability analysis of each 

integration scheme, consider the test equation defined by 

 ( ) 0,   0d
dt

λ= =
x x x x , (2.7) 

where λ is an arbitrary complex number.  To be consistent with the modeling of a 

physical problem, assume { }Re 0λ < , in which case the solution x(t) tends to 0 as 

. t →∞
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Now, assuming a constant timestep h, consider the effect of applying each of the 

update schemes in Equations (2.4)-(2.6) to the test equation above.  Applying the forward 

Euler scheme gives 

 

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

1 0
2

2 0

0

1

1

1 k
k

t h

t h

t h

λ

λ

λ

= +

= +

= +

x x

x x

x x

t

t

t

. (2.8) 

This progression satisfies the limiting condition ( ) 0kt →x  as t  provided that 

|1+λh| < 1.  Assuming that h is real and positive and letting j represent the imaginary unit 

satisfying j2 = -1, this is equivalent to restricting λh to the interior of a unit circle centered 

at -1 in the λh-plane, as demonstrated pictorially in Figure 2.1. 

k →∞

 

Re{λh} 

Im{λh}

(-1,0)

1

 

Figure 2.1: Region of convergence for the forward Euler integration scheme. 
 

To understand the significance of the region of convergence for the forward Euler 

scheme, interpret λ as the eigenvalue of the test equation in (2.7).  In other words, λ can 
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be associated with a characteristic time for the equation, or a measure of how quickly the 

response of the system approaches 0 as time progresses.  As such, the larger the value of 

λ, the smaller the value of h must be chosen in order to maintain convergence of the 

numerical integration.  Now, for a system which contains both small and large 

characteristic times, known as a stiff system, applying the forward Euler integration 

scheme necessitates choosing the timestep so as to satisfy the convergence criteria based 

on the largest eigenvalue of the system, i.e., those poles that decay the fastest.  Therefore, 

the forward Euler scheme is not particularly suitable for the simulation of most classes of 

circuits and is typically not widely used. 

Applying the backward Euler scheme to the test equation in (2.7) gives 

 

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

0
1

0
2 2

0

1

1

1k k

t
t

h

t
t

h

t
t

h

λ

λ

λ

=
−

=
−

=
−

x
x

x
x

x
x

. (2.9) 

Convergence of this sequence to 0 is guaranteed if 1 hλ 1− > , which can equivalently 

be interpreted as restricting λh to the exterior of a unit circle centered at +1 in the λh-

plane.  But if we restrict values of λ to satisfy { }Re 0λ < , then this region of convergence 

includes the entire left half of the λh-plane.  In other words, the backward Euler scheme 

will converge for any real, positive value of the timestep h.  Consequently, the backward 

Euler scheme is deemed an unconditionally stable integration scheme. 

Finally, consider the trapezoidal update scheme in Equation (2.6).  Applying this 

scheme to the test equation in (2.7) gives 
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( ) ( )

( ) ( )

( ) ( )

1 0

2

2

0

1 2
1 2

1 2
1 2

1 2
1 2

k

k

h
t th

h
t th

h
t th

λ

λ

λ

λ

λ

λ

⎡ ⎤+
⎢ ⎥=
⎢ ⎥−⎣ ⎦

⎡ ⎤+
⎢ ⎥=
⎢ ⎥−⎣ ⎦

⎡ ⎤+
⎢ ⎥=
⎢ ⎥−⎣ ⎦

x x

x x

x x

0  (2.10) 

For the case that { }Re 0λ < , this progression will satisfy convergence to 0 for any 

positive real values of h.  Consequently, the trapezoidal scheme is also unconditionally 

stable. 

 

2.2.3 Solution of nonlinear equations 

In order to be able to solve general, nonlinear device models, it is first necessary to 

linearize the nonlinear system.  This is achieved via the Newton-Raphson method for 

solving nonlinear equations of the form f(x) = 0. 

Consider a nonlinear function .  The Newton-Raphson method for 

finding the zeros of f proceeds by iteratively constructing local linear approximations to f 

around the solution at the (  iterate in order to define the kth iterate: 

: nf →

) h

n

1 tk −

(i) Begin with an initial guess for the solution, x0 

(ii) At each subsequent iteration k, define ( ) ( )kfx x x , where 

J(f) refers to the Jacobian matrix for the function f 

1

11 1
k

k k f −

−
− −⎡ ⎤= − ⎣ ⎦x

J

(iii) If ||f(xk)|| < ε then stop, otherwise return to step (ii); here, ε is some prescribed 

tolerance and i  is any well-defined norm in n  
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The Newton-Raphson method is normally quite effective for finding solutions to 

nonlinear equations provided that the initial guess x0 is reasonable. 

Another interpretation of the Newton-Raphson method for the solution of nonlinear 

device models is to think of each iteration in terms of linearized versions of the models 

themselves.  To illustrate, consider the example of a semiconductor diode element whose 

i-v relationship is defined by 

 ( )0 1D thv v
Di I e= − . (2.11) 

In Equation (2.11), I0 represents the device saturation current (typically on the order 

of femtoamperes); vth is the thermal voltage, used in the relationship between the 

electrical current and the electrostatic potential across a p-n junction; and vD is the 

voltage across the diode.  At a room temperature of 300 K, the thermal voltage is 

approximately 26 mV. 

To linearize the relationship in (2.11), approximate the diode current by a first-order 

Taylor series about the diode voltage at the kth iterate, 

 ( ) ( ) ( )( )k kD k
D D D D D D D

D

ii v i v v v v
v
∂

≈ + −
∂

. (2.12) 

This means that at each iteration of the Newton-Raphson procedure, the diode can be 

replaced by a parallel combination of an equivalent current source and conductance, as 

defined by Equations (2.13a-b) and shown in Figure 2.2. 

 ( ) 0 k
D thv vk kD

eq D
D th

IiG v e
v v
∂

= =
∂

 (2.13a) 

 ( )k k k
eq D D eq D

kI i v G v= − ⋅  (2.13b) 
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Ieq
k Geq

k 

 
Figure 2.2: Linear equivalent model for the diode. 

 

2.2.4 Some comments about drawbacks of the circuit simulation paradigm 

The SPICE model of circuit simulation has been well-developed over the past several 

decades to handle large, nonlinear circuits based on many of the same principles as those 

described in the preceding sections.  Advanced features such as local truncation error 

handling via adaptive time-stepping have made SPICE the industry-standard environment 

for performing circuit design and testing. 

However, one of the main drawbacks to the standard SPICE simulation paradigm is 

that the timestep used in the simulation must be constant throughout the entire circuit.  

Although unconditionally stable integration schemes are typically used for the numerical 

time integration, the timestep is still limited by the accuracy requirements.  In particular, 

if one portion of a given circuit is known to respond at a faster rate than other portions, 

the timestep for the entire circuit must be chosen to satisfy the requirements of the 

fastest-varying portion of the circuit.  As modern designs encompass different subcircuits 

or subsystems with different physical characteristics, the ability to fully exploit the 

different scales in characteristic time between the different subsystems will be imperative 

for efficiently and accurately performing global simulation of hybrid systems. 
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2.3 Transient Simulation of Distributed Structures Using FDTD 

As frequencies increase and switching times shrink, the lumped circuit approximation 

fails to capture all of the physical effects involved in the dynamic behavior of a system.  

The insufficiency of the lumped circuit approximation becomes especially apparent for 

structures that are electrically large.  However, the inclusion of simulations with 

electromagnetic accuracy also becomes critical in the study of localized, detailed effects 

that cannot be accurately captured by a lumped equivalent circuit.  In both of these 

situations, it becomes necessary to consider the electromagnetic contribution to the 

system response through the use of full-wave electromagnetic solvers. 

Among the various methods used for the transient simulation of the time-varying 

Maxwell’s curl equations, the finite-difference time-domain (FDTD) method has 

established itself as one of the most popular and widely studied [4].  As a finite method, 

the FDTD method is based on the direct discretization of the time-varying Maxwell’s curl 

equations appearing in Equations (2.14a-b).  The curl operators are approximated using 

the Yee grid [5] and as such, only local interactions exist between neighboring or nearby 

locations in the spatial grid.  This interaction is defined by a direct enforcement of 

Maxwell’s equations at each grid point, except perhaps at the boundary of the grid, where 

external conditions may be imposed. 

 

2.3.1 Yee’s lattice 

To begin, consider the time-varying form of Maxwell’s curl equations, 

 
t

∂
∇× = −

∂
BE  (2.14a) 
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t
σ ∂

∇× = + +
∂
DH E J , (2.14b) 

where D and B represent the electric and magnetic flux density vectors, respectively, and 

Ji represents any impressed current sources.  The flux densities D and B are related to the 

electric and magnetic fields via the constitutive relations [6], 

 ,  ε μ= =D E B H . (2.15) 

For the purpose of the analysis presented here, we will assume homogeneous, 

isotropic media, implying that ε and μ are scalar and time-invariant quantities.  Also, to 

simplify the analysis, assume that σ = 0 and that there are no impressed sources in the 

domain of interest, i.e., Ji = 0.  Then, Maxwell’s equations can be rewritten in the 

simplified form 

 
t

μ ∂
∇× = −

∂
HE  (2.16a) 

 
t

ε ∂∇× =
∂
EH . (2.16b) 

In order to discretize the curl operators appearing in Equations (2.16a-b), consider the 

three-dimensional rectangular Yee’s lattice shown in Figure 2.3.  According to this 

lattice, the electric and magnetic fields are defined on a staggered grid, with the electric 

field variables being defined along the edges of the primary grid and the magnetic field 

variables defined along the edges of the secondary grid.  Alternatively, the magnetic field 

can be thought of as being defined through the faces of the primary grid.  This staggering 

of the electric and magnetic field variables allows for a natural way to interpret the curl of 

one field domain around the other. 
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Figure 2.3: Yee’s lattice for the discretization of the curl operators.  The dark arrows 

indicate the electric field variables along the edges of the primary grid, while the light 
arrows indicate the magnetic field variables along the edges of the secondary grid. 

 

In addition to the staggering in space introduced by the Yee grid, the standard FDTD 

scheme utilizes a staggering in time of one half-step between the electric and magnetic 

field variables.  This allows for an explicit, time-marching scheme, where each of the 

electric and magnetic field variables is updated using discrete curls computed using 

previously known field values.  This is shown for one dimension each of Faraday’s and 

Ampère’s laws below in Equations (2.17a-b), where the spatial location of the field 

variable (normalized by the grid size in each Cartesian direction) is identified by the 

triplet appearing in the parentheses, and the temporal location of the field variable 

(normalized by the timestep) is identified by the superscript: 
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Notice that the update of the electric field variables in Equation (2.17b) uses the latest-

known values of the magnetic field at the time point ( )1 2p + .  The corresponding 

equations in the other dimensions can similarly be stated in terms of permutations of the 

Cartesian directions. 

 

2.3.2 Transmission line simulation 

To demonstrate a somewhat more concrete application of the standard FDTD method, 

consider the problem of one-dimensional wave propagation along a transmission line.  

Wave propagation along more complicated structures such as microstrip lines or other 

planar lines can be cast in terms of transverse electromagnetic (TEM) wave propagation 

along the transmission line [7-9].  This means that the transmission line approximation is 

versatile and useful for modeling many scenarios involving wave propagation. 

The voltage and current variables distributed along the transmission line are governed 

by the telegrapher’s equations, shown for the lossless case in Equations (2.18a-b) below, 
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where Lpul and Cpul represent the per-unit-length (p.u.l.) inductance and capacitance of the 

line, respectively [10], 

 pul
V L
z t

I∂ ∂
= −

∂ ∂
 (2.18a) 

 pul
I VC
z t
∂ ∂

= −
∂ ∂

. (2.18b) 

Given these parameters, the characteristic impedance, Z0, of the transmission line is 

given by 

 0
pul

pul

L
Z

C
= , (2.19) 

while the propagation speed, vp, of the wave propagating along the line is given by 

 
1

p pul pulv L C
−

⎡ ⎤= ⎣ ⎦ . (2.20) 

With these definitions in place, it is evident that wave propagation along a transmission 

line mirrors uniform plane-wave propagation in a dielectric medium. 

To be able to simulate the transmission line structure, consider the one-dimensional 

representation with the voltage and current variables defined on a staggered grid, as 

shown in Figure 2.4. 

 

Vk-1 Ik-1/2 Vk Vk+1 Ik+1/2 Ik+3/2 

z 
 

Figure 2.4: 1-D grid for transmission line showing staggered voltage and current 
variables. 
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Note that the voltage and current variables shown in Figure 2.4 are scalar quantities by 

construction.  They are one-dimensional analogues to the electric and magnetic field 

existing in the dielectric of the transmission line structure.  The current is related to the 

magnetic field via the relation 

 z yI y H= Δ ⋅ , (2.21) 

where we have assumed perfectly conducting metallization in the transmission line and 

Δy represents the width of the metallization in the y-direction.  This current will then 

appear in an infinitely thin region along the edge of the metallization and will be 

distributed evenly along the width of the metallization. 

 

2.3.3 Courant-Friedrichs-Lewy (CFL) stability criterion for the transmission line 
problem 

In any explicit time-marching numerical integration scheme, the timestep used is 

limited by an unphysical, purely computational limit, beyond which the error will grow 

exponentially.  This limit to the timestep is known as the Courant-Friedrichs-Lewy (CFL) 

stability criterion, and it was first observed by those authors in [11].  The exact limit 

depends on the time-marching algorithm, the physics of the underlying problem, and the 

spatial resolution [12].  For the case of wave propagation along a transmission line, it can 

be shown that the CFL criterion is given by the relation 

 
p

zt
v
Δ

Δ ≤ . (2.22) 

This effectively means that the timestep must be chosen so that the wave will not 

propagate beyond the length of one cell in the spatial discretization over the course of one 

timestep. 
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As a rule of thumb, the spatial discretization, characterized for the transmission line 

problem by Δz, is typically chosen to be at least 0.1 times the wavelength at the highest 

frequency of interest in the problem.  Choosing the spatial discretization coarser than this 

limit will compromise the accuracy of the simulation. 

This implies that FDTD simulation is a band-limited scheme – it is possible to 

accurately model frequencies only up to the limits of the discretization.  The ideal 

transmission line, on the other hand, is an all-pass filter, with no limitations on the 

bandwidth of the input signal. 

 

2.4 Methods for Combining Circuit Simulation and FDTD Simulation 

Now that circuit simulation and FDTD simulation have each been reviewed 

independently, we briefly consider existing methods to combine the two in order to 

provide for hybrid EM/circuit cosimulation. 

If we recall Maxwell’s equations in Equations (2.14a-b), lumped circuit contributions 

into an FDTD simulation can be introduced via the impressed current source term Ji [4, 

13-15].  This means that it is possible to directly incorporate the i-v relationship for 

circuit elements into the FDTD formulation.  However this requires reformulating the i-v 

relationship for each element in terms of the FDTD equations and the Yee grid. 

Alternatively, it is possible to directly link a circuit described by a SPICE-like netlist 

to a distributed structure simulated using FDTD [4, 16-19].  This is done by representing 

the distributed structure via a Norton equivalent circuit with a grid capacitance to account 

for stored charge in the FDTD lattice, as shown in Figure 2.5.  While this does enable a 

hybrid simulation environment, the timesteps used in the distributed and lumped domains 
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are limited by the CFL stability criterion.  The work presented in Chapter 4 is an 

improvement on these existing methodologies and enables the use of asynchronous time-

integration methods.  In particular, it enables the use of a timestep in the circuit domain 

that is not limited by the CFL stability criterion for FDTD. 

 

 
 
 
 
                   circuit CN IN 

 
Figure 2.5: Norton equivalent for the interaction between FDTD grid and lumped circuit. 

 

Meanwhile, asynchronous methods do exist for formulations other than FDTD.  In 

particular, recent work has concentrated on time-domain integral-equation (TDIE) 

methods used in conjunction with circuit analysis to allow for hybrid EM/circuit 

simulation [20-23]. 

Alternatively, other attempts at the hybrid simulation problem assume a circuit-

centric approach, whereby the distributed domain is converted into an equivalent circuit 

representation.  The drawback to such an approach is that the full-wave electromagnetic 

model is lost in the resulting equivalent circuit.  One consequence of this is that the 

resulting equivalent circuit is valid only over a fixed bandwidth.  Nevertheless, this 

remains a popular approach to enabling hybrid EM/circuit cosimulation, and results of 

this type of methodology are used in this dissertation in conjunction with the methods 

introduced here. 
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CHAPTER 3 

SPICE-COMPATIBLE STAMPS FOR THE NUMERICAL 
SIMULATION OF MAXWELL’S EQUATIONS IN THE 

TIME DOMAIN 

 

3.1 Introduction 

The previous chapter established that the SPICE simulation environment is an 

industry standard for the purpose of circuit analysis and design.  Therefore, in the hybrid 

simulation of circuit and electromagnetic systems, it would be useful to describe the 

electromagnetic components in terms of a SPICE-equivalent circuit.  It was also noted in 

the previous chapter that hybrid, time-domain electromagnetic/circuit simulators often 

assume a field-centric approach, whereby the electromagnetic field solver becomes the 

underlying simulation platform and the voltage/current state variables in the lumped 

circuit system are interfaced with the discrete electric and magnetic field variables 

defined on the finite-difference or finite-element grid through appropriately defined line 

integrals [4]. 

While this simulation approach is appropriate for those cases in which the lumped 

circuit components constitute an electrically small portion of the overall electromagnetic 

structure of interest, the reverse approach, namely, the incorporation of a semidiscrete 

electromagnetic model for a distributed portion of the structure under investigation within 

a circuit-based model of the structure, is also worth considering, especially in relation to 

the modeling of multiphysics phenomena involving multiple spatial scales of large 

disparity. 

 22



Among the numerous examples of models which can benefit from such modeling 

capability, some of the ones that prompted this work concern the development of 

phenomenological models for the exploration and quantification of various types of 

passive intermodulation (PIM) processes.  As a specific example, shown in Figure 3.1 is 

a simplistic geometric representation of the electrical contact between two transmission 

lines.  The nonlinearity of the constriction resistance at the contact [24, 25], and the 

possibility of tunneling through a very thin (< 100 Å) oxide layer formed between the 

contacts [26, 27], have been identified as potential sources of PIM.  The quantification of 

the PIM effect requires a detailed enough model over the contact region that allows any 

relevant electromagnetic effects (e.g., heat generation due to ohmic loss and its impact on 

the temperature dependence of the constriction resistance) to be correctly accounted for, 

while also providing for the inclusion of nonlinear resistance and capacitance models for 

the tunneling effect.  Clearly, an electromagnetic model becomes necessary, despite the 

electrically small size of the domain over which the aforementioned detailed modeling is 

applied.  Furthermore, considering the fact that a significant number of linear/nonlinear 

circuit elements are included in the model, as well as the fact that thermal modeling may 

have to be carried out in a concurrent fashion, the utilization of a transient, circuit 

simulation environment is most suitable as the underlying simulation framework for our 

purposes. 
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Metal contact 

 
Figure 3.1: Generic geometry of a connection region between two transmission lines.  
Temperature-dependent constriction resistance and tunneling effects across very thin 
oxide layers at the metal contacts have been suggested as potential sources of PIM. 
 

To provide for the direct incorporation of the semidiscrete (state-space) model 

resulting from the spatial discretization of Maxwell’s equations, this chapter presents a 

methodology that leads to the representation of the semidiscrete systems in terms of 

stamps for the differential equations governing the temporal evolution of the discrete 

electric and magnetic field components.  Of particular interest is the case where a 

uniform, rectangular Yee’s lattice is utilized for the discretization of the curl operators in 

Maxwell’s equations.  For such a grid, the stamps assume fairly simple forms and can be 

expressed in terms of lumped circuit elements, coupled inductors, and dependent sources. 

The organization of the chapter is as follows.  First, the methodology used for the 

development of the equivalent circuit stamps is presented, adapted from [28].  This is 

followed by a validation of the method through the example of a rectangular cavity 

resonator with perfectly conducting walls.  An analysis of the modes appearing in the 

resonator attests to the accuracy as well as some shortcomings of the methodology. 

 

3.2 Methodology 

The goal of the method proposed in this chapter is to enable the direct simulation of a 

distributed, electromagnetic structure using the SPICE circuit simulation environment.  In 

 24



doing so, we do not want to introduce any numerical approximations other than those 

involved in the discretization of Maxwell’s equations according to the rectangular Yee’s 

lattice.  In order to demonstrate how this is accomplished, begin by considering 

Maxwell’s curl equations, 

 
t

μ ∂
∇× = −

∂
HE  (3.1a) 

 
t

σ ε ∂∇× = +
∂
EH E . (3.1b) 

In the following paragraphs, these equations will be respectively identified as Faraday’s 

and Ampère’s laws. 

Now, consider a semidiscrete approximation of these equations according to the 

rectangular Yee’s lattice depicted in Figure 2.3.  In other words, the spatial derivatives 

defined by the curl operators in Equations (3.1a-b) are computed along the discrete 

spatial grid introduced by the Yee’s lattice, while the temporal derivatives of the field 

variables appearing on the right-hand side of Equations (3.1a-b) are left in a continuous 

form.  Following this procedure, each component equation of Faraday’s and Ampère’s 

laws can be interpreted in terms of Kirchhoff’s voltage and current laws.  This is shown 

for one component of each of Faraday’s and Ampère’s laws as 
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The other component equations can be written in a similar fashion by permuting the 

component indices and adjusting the spatial locations to satisfy the Yee’s lattice. 

Each such equation then has a natural interpretation in terms of lumped circuit 

stamps, shown for the cases of Equations (3.2a-b) in Figure 3.2.  Again, the other 

component circuit stamps look very similar to the ones shown.  In constructing these 

stamps, the electric field components are associated with node voltages, while the 

magnetic field components are associated with branch currents.  It is important to note 

that this is merely a notational association between the field variables of Equations (3.2a-

b) and the voltage nodes and current branches.  In no way does this association imply any 

equivalence between them.  Finally, upon constructing the stamps, the overall distributed 

structure is modeled by connecting the stamps together and linking them through 

dependent voltage and current sources. 

 

3.3 Numerical Demonstration 

We now consider an example in order to demonstrate the application of the 

equivalent circuit stamps described in the preceding section.  The example uses the 

stamps to find transverse magnetic to z (TMz) modes in a perfectly conducting, 

rectangular cavity resonator using the HSPICE simulation environment.  This example is 

used to validate the accuracy of the proposed methodology. 
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Figure 3.2: Equivalent circuit stamps for one component equation of each of Faraday’s 

and Ampère’s laws. 
 

3.3.1 Rectangular cavity resonator 

In order to validate the simulation of a distributed structure via use of the equivalent 

circuit stamps as described in the preceding section, consider the example of a 

rectangular cavity resonator with perfectly conducting walls.  For the simulation problem, 

suppose the interior of this resonator consists of dielectric material with a permittivity of 

ε = 2ε0 and permeability μ = μ0.  Also, suppose that the resonator has dimensions 0.1 m ×  

0.2 m ×  0.2 m, discretized into 6 ×  6 ×  11 units in the x-, y-, and z-directions, 

respectively.  Under this discretization, we expect to be able to capture modes with mode 

indices (1,1,0), (1,1,2), (1,3,0), and (1,3,2) with reasonable accuracy.  Higher-order 

modes will not be sufficiently resolved under the given spatial sampling.  The structure is 

excited with a z-directed current source located at the center of the domain with a 

bandwidth of 2.5 GHz. 
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This setup was simulated in the HSPICE environment, and the z-component of the 

electric field (identified by the appropriate node voltage modulated by the grid size in the 

z-direction) was measured at the location of the source.  From this, it is possible to 

deduce the resonant frequencies of TMz modes with odd x and y mode indices and even z 

mode index. 

Figure 3.3 illustrates the results of a frequency sweep from DC to 2.5 GHz.  For 

comparison, the analytic resonant frequencies of an ideal rectangular cavity resonator are 

shown as vertical dashed lines.  We see that the first four modes are captured with an 

acceptable accuracy, whereas the fifth mode presents significantly greater dispersion.  

However, we did not expect to be able to capture that mode, as the discretization used 

was not fine enough to be able to accurately resolve such a high-order mode. 

 

 
Figure 3.3: Spectrum of Ez at source location found using equivalent circuit stamps. 
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The result of the same simulation performed using the explicit time-marching 

standard FDTD scheme is shown in Figure 3.4.  The results look somewhat better using 

this scheme than if the equivalent circuit stamps are used.  That is, the standard FDTD 

scheme presents less numerical dispersion than the results using the equivalent circuit 

stamps. 

Now, because the circuit stamps are an exact representation of Maxwell’s equations 

with no added discretization errors beyond those introduced by the Yee’s lattice and 

because the problem at hand is lossless (so there is no dispersion due to loss), it is 

concluded that the added dispersion in the proposed methodology is due to the numerical 

integration scheme used by HSPICE for the time integration of the equivalent circuit 

stamps.  Presumably, HSPICE uses an unconditionally stable numerical integration 

scheme such as the backward Euler or trapezoidal rule.  It is possible that HSPICE 

introduces some small losses into the equivalent circuit system so as to prevent 

resistance-free loops and nodes without a DC path to ground.  However, if these losses 

are assumed small, they may not fully explain the discrepancies between the results using 

the equivalent circuit stamps and those using the explicit FDTD scheme.  This then leads 

us to ponder why an implicit, unconditionally stable scheme should present greater 

dispersion than an explicit, conditionally stable scheme. 
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Figure 3.4: Spectrum of Ez at source location found using explicit time-marching scheme 

(standard FDTD). 
 

3.3.2 Numerical dispersion relations 

To get a better grasp on why one numerical integration scheme may result in less or 

more numerical dispersion than another, we undertake here a brief study of the dispersion 

relation of a general hyperbolic equation and the numerical dispersion relations of 

implicit and explicit schemes used in the numerical simulation of such an equation.  In 

doing so, we hope to shed some light on the effect that a numerical integration scheme 

has on the accuracy of the solution to hyperbolic problems. 

Consider a scalar function u satisfying the hyperbolic equation 

 2

1 0zz ttu u
c

− = . (3.3) 

This equation represents wave propagation in the z-direction in a lossless medium, where 

the constant c represents the propagation speed of the wave.  The eigenfunctions of this 

equation (normalized for unit amplitude) are of the form 
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with the analytic dispersion relation 

 k
c
ω

= . (3.5) 

Following the Fourier dispersion analysis method, utilize the discrete eigenfunction at 

spatial location  and temporal location m zΔ n tΔ , given by 

 ( )j n t km zn
mu e ω Δ − Δ= . (3.6) 

Substituting this function into Equation (3.3) following the appropriate discretization 

scheme and after some algebraic manipulation, the respective dispersion relations for the 

explicit FDTD and backward Euler schemes are derived: 

 sin sin
2 2

k z z t
c t

ωΔ Δ⎛ ⎞ ⎛ ⎞ ⎛=⎜ ⎟ ⎜ ⎟ ⎜Δ⎝ ⎠ ⎝ ⎠ ⎝
Δ ⎞

⎟
⎠

 (3.7a) 

 sin tan
2 2

k z z t
c t

ωΔ Δ Δ⎛ ⎞ ⎛ ⎞ ⎛=⎜ ⎟ ⎜ ⎟ ⎜Δ⎝ ⎠ ⎝ ⎠ ⎝
⎞
⎟
⎠

. (3.7b) 

The differences between the explicit FDTD and the backward Euler schemes are 

patent in the above relations.  Specifically, it is clear that the timestep Δt in the explicit 

FDTD scheme is limited to z cΔ , but there is no such limit for the timestep used in 

backward Euler since the tangent function is unbounded.  Also, note that if the timestep is 

chosen so as to satisfy the CFL stability criterion, then the explicit the explicit FDTD 

scheme has the same dispersion relation as the continuous wave equation.  Therefore, the 

explicit FDTD method can provide dispersionless behavior, which is unattainable using 

other schemes. 
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CHAPTER 4 

A DECOMPOSITION METHOD FOR THE SIMULATION 
OF HYBRID ELECTROMAGNETIC/CIRCUIT SYSTEMS 

WITH MULTIPLE TIME SCALES 

 

4.1 Introduction 

Recall that it was noted in Chapter 2 that the current approaches to the hybrid 

simulation of electromagnetic and circuit systems are not particularly suited to the cases 

when the electromagnetic structure constitutes only a small portion of the overall system 

under investigation.  In particular, most current efforts toward circuit-centric solutions of 

the hybrid simulation problem do not directly discretize the Maxwell’s system of 

equations but rather attempt to provide circuit-compatible, passive rational 

approximations to the electromagnetic subsystem [29].  The disadvantage to this 

approach is that the field-based model of the distributed components is lost, replaced by 

equivalent circuits that give meaningful values only at the ports. 

The previous chapter addressed this deficiency by constructing equivalent circuit 

representations of Maxwell’s equations discretized according to a Yee’s lattice.  These 

were then incorporated directly into a circuit-based description of the overall system. 

This chapter takes on a slightly different approach by proposing a hybrid simulation 

methodology wherein each individual subsystem is simulated using a numerical 

integration scheme and a timestep that is most appropriate for the given physical 

characteristics of that subsystem.  Following the traditional circuit-centric hybrid 

EM/circuit solution approach, it describes the different subsystems using a port-based 
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description.  However, the values of the port characteristic for each subsystem are 

updated via numerical integration in the time domain.  In this manner, hybrid systems 

involving multiple subsystems of varying spatial and time scales can be simulated in a 

global simulation. 

The chapter begins with a description of the substitution theorem from classical 

network theory.  A decomposition method from circuit theory known as waveform 

relaxation is then described, which leads to the methodology for the simulation scheme 

introduced in this chapter.  This methodology involves two separate interpretations, by 

which the distributed portions are numerically integrated using either the standard FDTD 

scheme or an unconditionally stable Crank-Nicolson scheme.  Examples are given to 

demonstrate the applications of these methods, followed by some concluding remarks. 

 

4.2 Substitution Theorem from Network Theory 

The basis of the hybrid simulation scheme developed in this chapter is the 

substitution theorem from classical network theory.  A similar method was proposed for 

the purpose of harmonic balance simulation in [30], and this was extended to include 

circuit-field interactions as defined by the traditional network port-based description of 

the electromagnetic subsystem [31].  However, the disadvantage with the harmonic 

balance method is that because it is a frequency domain method, only mild nonlinearities 

are admitted.  Performing simulations directly in the time domain allows the simulation 

of much stronger nonlinearities. 

Consider an arbitrary network S that consists of two subnetworks S1 and S2 

interconnected in a port-based manner, as shown in Figure 4.1.  Furthermore, suppose 
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that the transfer voltage and current characteristic at the interface between the two 

subnetworks is known to be given by v(t) and i(t), respectively. 

 

 
       i(t) 
 
         + 
 
       v(t) 

S1 S2 

 
Figure 4.1: Arbitrary system S consisting of two subsystems S1 and S2 interconnected in a 

port-based manner. 
 

Now, if neither of the two subnetworks contains any dependent sources that reference 

the value of a state variable in the other subnetwork, then the system S can be 

equivalently represented as shown in Figure 4.2, where the terminals of each subnetwork 

have been replaced by equivalent sources.  Since the terminal voltage and current for 

each of S1 and S2 remain unchanged by this decomposition, it follows from the 

substitution theorem that all of the voltages and currents in each of the subnetworks S1 

and S2 remain unchanged. 
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    i(t) 
 
        + 
      v(t) S1 S2 

     + 
 
   v(t) 

 
     i(t) 

 
  Figure 4.2: The substitution theorem from network theory allows the replacement of a 
port-based interconnection of subnetworks by voltage or current sources with the same 

time characteristic. 

 

4.3 Waveform Relaxation 

Waveform relaxation is a circuit simulation technique whereby the original circuit is 

manually partitioned into subcircuits.  Each subcircuit is then individually solved over the 

time period of interest, and the overall solution is iteratively pieced together.  

Convergence is guaranteed following certain mild assumptions: namely, that there is a 

nonzero capacitance between each node and ground, and that the i–v or q–v characteristic 

for each element is Lipschitz continuous [2, 32, 33]. 

The advantage with the waveform relaxation method is that it allows the different 

subcircuits to be simulated at different timesteps.  Thus, waveform relaxation is 

particularly suitable for performing timing analysis in circuits that exhibit an inherent 

latency in the signal propagation. 

 

4.4 Methodology 

The simulation scheme presented here is based on a modification to the equivalence 

described by the substitution theorem above.  As will be seen below, the method is 
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similar to the waveform relaxation technique from circuit theory, except that there is only 

one iterate for each subsystem. 

If a dependent voltage source v1 is augmented to subsystem S1, then denote the 

current flowing out of the terminals of S1 (through v1) by i1.  Now, if a dependent current 

source i2 referencing the current i1 is augmented to subsystem S2, then define the voltage 

appearing at the terminals of S2 by v2.  At each subsequent update in time for each 

subsystem, update the value of the appropriate source v1 or i2 based on the last known 

value of the equivalent voltage or current in the other subsystem.  This is similar to a 

Gauss-Seidel relaxation process, whereby the last known value of any state variable is 

used to account for the interaction between different subsystems.  This scheme is 

demonstrated pictorially in Figure 4.3. 

 

 
Figure 4.3: Decoupling of overall system via dependent sources.  Each of S1 and S2 can 

now be updated using an integration scheme and timestep given the physical 
characteristics of each subsystem. 

 

In this manner, the two subsystems are effectively decoupled and can then be 

integrated independently.  This means that each subsystem can be numerically integrated 

using an integration scheme and timestep that is most appropriate given the physical 

S1 S2 
    + 
 
   v(t) 

i(t) 

   
 
      i(t) 
 
     
    v t( )     +
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characteristics of that subsystem.  Clearly, this method can be generalized to an arbitrary 

number of subsystems.  Also, because sparse linear solvers scale superlinearly with the 

size of the system, this decomposition method is expected to be more efficient than 

performing the entire simulation using one global matrix.  Most importantly, this method 

enables a direct, transient simulation of hybrid systems interconnected in a port-based 

manner without having to resort to any port-based approximations of any of the 

subsystems.  This does not preclude the use of port-based data in any way, however. 

 

4.5 Simulation Studies 

Two numerical studies are now presented so as to validate the methodology described 

above.  First, the simple example of a transmission line loaded with a lumped capacitor is 

used to illustrate the usage of the methodology.  This is followed by the example of two 

parallel, short, coupled dipoles fed and loaded by transmission lines. 

 

4.5.1 Transmission line with parallel RC load 

Consider the simple example of a 10 cm long ideal, lossless transmission line with a 

characteristic impedance of 50 Ω and propagation velocity of 3×108 m/s, terminated by a 

lossy capacitive load consisting of the parallel combination of a matched 50 Ω resistor 

and a 5 pF capacitor.  Then, the expected delay on the line would be 0.33 ns.  Suppose 

that the source consists of a step voltage source with amplitude 5 V and a rise time of 

0.15 ns, and allow the source impedance to be matched to the transmission line.  This 

setup is shown in Figure 4.4. 
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50 Ω

50 ΩZ0 = 50 Ω 
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Figure 4.4: Transmission line with lossy capacitive load. 

 

To facilitate the hybrid simulation, decompose this system into lumped and 

distributed portions.  It is important to note that this decomposition is not based on the 

usual Norton equivalent representation of the distributed system with a grid capacitance 

[4].  Rather, the decomposition is based on the substitution theorem and replaces a 

subsystem having a given port characteristic with an equivalent dependent source.  This 

decomposition is shown in Figure 4.5. 

Because the load capacitor is large, the rate at which it charges is expected to be 

considerably slower than the rise rate of the source.  Therefore, it is not necessary that the 

load circuitry be integrated using the same timestep as the wave propagation along the 

transmission line. 

 

 
Figure 4.5: Decomposed transmission line system.  The arrows show the associations of 

the dependent sources with their respective voltage nodes or current branches. 
 

50 Ω

50 Ω 

Z0 = 50 Ω 
td = 0.33 ns

5 pF 

td = 0.33 ns 5 pF 



To illustrate the usage of the proposed scheme, the transmission line was discretized 

into a spatial grid consisting of Nz = 100 elements.  This corresponds to approximately 20 

points per wavelength for the given bandwidth of the input signal.  Then the transmission 

line was simulated at a timestep equal to one-half the CFL limit via a standard explicit 

FDTD leapfrog scheme, while the load circuit was simulated at a timestep equal to 4 

times the CFL limit, or 8 times the timestep used for the distributed portion.  Clearly, the 

results, shown below in Figure 4.6, are of acceptable accuracy despite this difference in 

time scale used in the different subsystems. 

 

 
Figure 4.6: Propagation of voltage along a transmission line with lossy capacitive load. 

 

4.5.2 Two short dipoles fed and loaded by matched transmission lines 

Now consider the simulation setup shown in Figure 4.7, consisting of a circuit 

representation of two coupled short dipole antennas that is fed and loaded by matched 

transmission lines.  Each antenna is 0.5 m in length, the antennas are 0.25 m apart, and 
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the antenna wire diameter is taken to be 50 mm.  The admittance and impedance 

parameters were extracted for this pair of dipoles using the commercial software tool 

WIPL-D by treating the dipoles as a two-port system [34].  Using the impedance 

parameters, an equivalent circuit representation for the coupled antenna system was 

generated using the PRePFit algorithm [35-37], valid over the frequency range 0.1–1.0 

GHz.  The PRePFit algorithm applies passive rational fitting of the real part of a network 

transfer function to capture the resonances of the system and then casts the resulting 

rational approximation in the form of a SPICE equivalent circuit consisting of linear, 

passive elements.  The size of the resulting SPICE circuit is 414 unknowns (in terms of 

voltage nodes and current branches). 

As in the previous example, assume the transmission lines feeding and loading the 

dipoles are ideal and lossless, each with length 4 m, characteristic impedance 50 Ω, and 

propagation velocity of 3×108 m/s.  Given these parameters, the expected delay in the 

line would be 13.33 ns.  Also, assume the transmission lines are terminated with matched 

source and load impedances of 50 Ω. 

 

50 Ω

50 Ω 
Z0 = 50 Ω 
td = 13.33 ns 

Z0 = 50 Ω 
td = 13.33 ns

 

Figure 4.7: Two coupled dipole antennas fed and loaded by matched transmission lines. 
 

Following the decomposition scheme, this system can be decomposed into separate 

lumped and distributed subsystems as shown in Figure 4.8. 
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Figure 4.8: Decomposed system.  The arrows show the associations of the dependent 
sources with their respective voltage nodes or current branches. 

 

First, consider a 5 V step voltage source with a rise time of 8 ns powering the system.  

Using a rule-of-thumb approximation that the bandwidth BW of a step function with rise 

time Tr is given by BW = 2/Tr, the bandwidth of this signal will then be approximately 

0.25 GHz.  The problem is simulated by discretizing the transmission lines into Nz = 200 

uniform segments, which corresponds to approximately 60 points per wavelength at the 

bandwidth of 0.25 GHz.  The transmission lines are simulated using a standard explicit 

FDTD scheme using a uniform timestep of 33.33 ps, which is equivalent to a rate of half 

the CFL limit.  A uniform timestep of twice the CFL limit, or 0.133 ns, was used to 

simulate the equivalent circuit representing the two dipoles.  In other words, there is a 

factor of 4 between the two timesteps used in this simulation.  The problem was 

simulated for a total time of 100 ns.  The results of the simulation are shown in Figures 

4.9 and 4.10 for voltages on the first transmission line and the second transmission line, 

respectively.  Superimposed on each plot are the results if all subsystems are simulated 

using the same timestep of 33.33 ps, and it is evident that acceptable accuracy is seen 

when relaxing the timestep of the subcircuit representing the two dipoles.  In each figure, 

the results labeled “with relaxation” refer to those results obtained when a different 

50 Ω

Z0 = 50 Ω 
td = 13.33 ns 

Z0 = 50 Ω 
td = 13.33 ns 

50 Ω



timestep was used for simulating the lumped and distributed portions, whereas the results 

labeled “without relaxation” refer to the case when the same timestep was used. 

 

 
Figure 4.9: Voltages on the first transmission line, with and without relaxation. 

 

 
Figure 4.10: Voltages on the second transmission line, with and without relaxation. 
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In either case, there is only one iteration in the relaxation process during the transfer 

of information between the lumped and distributed domains at each time point in the 

simulation.  This is in contrast to traditional waveform relaxation approaches, which 

solve for the entire time interval of simulation for each subsystem and then iterate on the 

continuity of boundary sources until convergence has been reached in all subsystems. 

For this example, simulating the dipoles subcircuit at a rate of twice the CFL limit 

resulted in a savings of about 15% in the total runtime over the case when the dipoles 

subcircuit was simulated at half the CFL limit.  The computer used was a Toshiba laptop 

with a Pentium 4 processor running Microsoft Windows XP.  It is expected that the 

savings will be greater for a similar relaxation applied to a larger subcircuit. 

Now, consider an input voltage source consisting of a 0.25 GHz sinusoid with 

amplitude 5 V that is modulated by a unit-strength Gaussian pulse centered at 32 ns with 

a width of about 10 ns.  This waveform was used to simulate the same setup as before, 

and the results are shown below in Figures 4.11(a-b) and 4.12. 

From Figure 4.11(b), it is evident that there is some reflection from the dipole pair at 

the frequency range of the input signal.  Also, there is very little coupling onto the second 

dipole. 
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(a) 

 
(b) 

Figure 4.11: (a) Source voltage, (b) Near- and far-end voltages on the first transmission 
line, with relaxation. 
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Figure 4.12: Voltages on the second transmission line, with relaxation. 

 

4.5.3. Remarks 

Based on numerical studies of this method, there are limitations on how far the 

timestep of the lumped portions can be pushed away from the CFL limit.  Typically, 

instabilities will arise if the timestep is more than four times the CFL limit, although in 

some instances it is possible to push the timestep a little further.  These instabilities are 

attributed (without proof) to the fact that the standard FDTD scheme is not always 

amenable to the zero-order-hold approximation that is done on the dependent sources at 

the boundary of the FDTD grid.   This is because performing such an approximation 

interferes with the FDTD field updates. 

In order to prevent instabilities, an unconditionally stable scheme may be utilized in 

the simulation of the transmission lines or other distributed portions.  Two methods from 

circuit simulation immediately come to mind: the backward Euler and trapezoidal 

schemes.  For the purpose of simulation of distributed structures, the trapezoidal method 

will be identified as the Crank-Nicolson method [38]. 
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4.6 Unconditionally Stable Simulation of Transmission Lines 

It was noted in the previous section that the standard, conditionally stable FDTD 

scheme may eventually result in some instabilities when combined with the hybrid 

simulation scheme introduced in this chapter if the timestep used for the simulation of the 

lumped portions exceeds the CFL limit significantly.  Therefore, we now consider the 

simulation of wave-propagating structures such as transmission lines via unconditionally 

stable numerical integration schemes.  As suggested in the previous paragraphs, two 

obvious choices for unconditionally stable integration are the backward Euler method and 

the Crank-Nicolson method.  Certainly other methods exist, but these will be the ones 

considered here. 

 

4.6.1 Choice of Crank-Nicolson versus backward Euler 

It turns out that the backward Euler method is not particularly suitable for the 

simulation of wave propagation problems.  To illustrate this point, consider the one-

dimensional analogue of Ampère’s law from the telegrapher’s equations describing wave 

propagation along an ideal, lossless transmission line in Equation (2.18b), repeated here 

for convenience, 

 pul
I VC
z t
∂ ∂

= −
∂ ∂

. (4.1) 

Now, as a crude approximation, the voltage variable V can be thought of as 

proportional to the current I by the characteristic impedance Z0 of the transmission line 

given by Equation (2.19).  This approximation is made disregarding the staggered spatial 

grid formed by the Yee’s lattice and assuming unidirectional wave propagation, but it 
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will suffice to make the point here about the insufficiency of the backward Euler 

approximation. 

To continue, it follows that the voltage variable approximately satisfies an equation of 

the form 

 V AV
t

∂
= −

∂
, (4.2) 

where the matrix A can be assumed to be diagonal provided an appropriate change of 

basis.  In a physically realistic problem, the diagonal entries representing the eigenvalues 

of the system will be positive, meaning that A is a positive definite matrix.  Now, if a 

backward Euler approximation is used on the time derivative operator in Equation (4.2), 

it follows that 

 ( ) ( ) ( )1V n V n A t V n 1+ − = − Δ ⋅ + . (4.3) 

This can be written as an update equation as 

 ( ) ( )11
1

V n V n
a t

+ = ⋅
+ Δ

, (4.4) 

where a is a diagonal element of the characteristic matrix A.  Equation (4.4) can again be 

rewritten as 

 ( ) ( )
111

1

n

V n V
a t

+
⎛ ⎞+ = ⋅⎜ ⎟+ Δ⎝ ⎠

0 . (4.5) 

Now, notice that when a is large in magnitude, corresponding to a high-frequency 

response of the system, and Δt is not very small, the coefficient on the right-hand side of 

Equation (4.5) is small.  In other words, the waveform may experience significant 

damping in time when the backward Euler method is used for the time discretization. 
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Alternatively, consider the results of the same process using the Crank-Nicolson 

scheme.  Now the equation for the voltage variable reads 

 ( ) ( ) ( ) ( )1
2

A tV n V n V n V n1Δ
+ − = − + +⎡ ⎤⎣ ⎦ . (4.6) 

Again, writing an update equation gives 

 ( ) ( )1 21
1 2

a tV n V n
a t

+ Δ
+ = ⋅

− Δ
, (4.7) 

which can be molded into 

 ( ) ( )
1

1 21
1 2

n
a tV n V
a t

+
⎛ ⎞+ Δ

+ = ⋅⎜ ⎟− Δ⎝ ⎠
0 . (4.8) 

Notice in this case that the coefficient on the right-hand side of Equation (4.8) is not 

damped out rapidly regardless of the value of the eigenvalue a or the timestep Δt -- 

rather, it approaches .  For this reason, the Crank-Nicolson method proves to be much 

more suitable for the simulation of transmission lines and other distributed structures, so 

it will be considered exclusively in the following sections. 

1−

 

4.6.2 Crank-Nicolson simulation of transmission lines 

The Crank-Nicolson method effectively employs a trapezoidal integration of the 

distributed portions and therefore provides an unconditionally stable method to simulate 

hybrid structures.  The unconditional stability arises from the implicitness of the scheme.  

Here, the method is developed for the simulation of the telegrapher’s equations, 

 pul
V L
z t

I∂ ∂
= −

∂ ∂
 (4.9a) 

 pul
I VC
z t
∂ ∂

= −
∂ ∂

. (4.9b) 

 48



Using the one-dimensional Yee’s lattice to facilitate the discrete representation of the 

spatial derivatives and the Crank-Nicolson scheme for the time derivatives gives 

 
( ) ( ) ( ) ( ) ( ) ( )1 1

1 2 1 2

1 1
1

2
p p p p pul

p p

V m V m V m V m L
I m I m

z t
− −

− −

− + − − −
⎡ ⎤= − − −⎣ ⎦Δ Δ

 

(4.10a) 

 
( ) ( ) ( ) ( ) ( ) ( )1 2 1 2 1 2 1 21 1

1
2

p p p p pul
p p

I m I m I m I m C
V m V m

z t
+ − + −− + − − −

⎡ ⎤= − − −⎣ ⎦Δ Δ
, 

(4.10b) 

where the subscripts refer to discrete locations along the spatial grid and the values in 

parentheses refer to discrete points along the temporal grid. 

The feedback terms in the above equations provide for the unconditional stability of 

the scheme.  In other words, the fact that the trapezoidal approximation to the time 

derivates couples the voltage and current variables together results in an unconditionally 

stable scheme. 

Then, these equations can be assembled into a matrix equation with unknowns V and 

I as 

 [ ] ( )
( ) [ ]

V m
A

I m
⎡ ⎤
⋅ =⎢ ⎥
⎣ ⎦

b , (4.11) 

where 
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1
2

1
2

1
2

1 0
2

1 1
2 2

1 1
2 2

pul

pul

pul

pul

L
z t

z

z
LA

z t
C

t z z

C
t z

⎡ ⎤
⎢ ⎥Δ Δ⎢ ⎥
⎢ ⎥−⎢ ⎥Δ
⎢ ⎥
⎢ ⎥
⎢ ⎥Δ
⎢ ⎥= ⎢ ⎥−
⎢ ⎥

z

Δ Δ
⎢ ⎥
⎢ ⎥−

Δ Δ Δ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

−⎢ ⎥Δ Δ Δ⎣ ⎦

. 

The vector b consists of the terms evaluated at time point 1m −  in Equations (4.10a-b) as 

well as any sources that excite the ends of the transmission line.  Therefore, the solution 

of the transmission line wave propagation can be thought of as the solution to the sparse 

matrix system in Equation (4.11) at each time point along the temporal grid. 

In the following subsections, two examples are given in order to demonstrate the 

application of the Crank-Nicolson scheme to the simulation of transmission lines.  The 

first of these examples serves as a numerical validation of the process and simply consists 

of a transmission line with a matched load.  After that, the hybrid simulation of two 

dipoles fed and loaded by transmission lines is revisited. 

 

4.6.3 Transmission line with matched load 

To illustrate the advantages of the Crank-Nicolson integration method for simulating 

transmission lines, consider the simple example of a transmission line with matched load 

impedance.  The characteristic impedance of the line is taken to be 50 Ω, and the source 

impedance is taken to be negligible.  Also, assume that the wave propagates down the 
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line at a speed of 3×108 m/s.  The source waveform is taken to be a Gaussian pulse 

centered in time at 0.6 ns and with a width of 0.2 ns.  The discrete model of the 

transmission line is constructed so as to be able to support a bandwidth of 10 GHz, which 

is sufficient to support the Gaussian pulse that is exciting the line.  Specifically, Δz is 

chosen to be 1/20 of the wavelength, assuming a maximum frequency of 10 GHz.  The 

delay in the line is taken to be 1.2 ns, and as a result, the line is discretized spatially into 

120 unit cells. 

In Figure 4.13, the waveform appearing across the load impedance versus time is 

shown for four choices of timestep in the Crank-Nicolson simulation.  The four timesteps 

used are multiples of 1, 2, 5, and 10 times the CFL stability limit governing a standard 

FDTD simulation of the same problem. 

 

 

Figure 4.13: Gaussian waveform appearing at the load of a matched, lossless transmission 
line simulated using the Crank-Nicolson scheme at various timesteps. 
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Clearly, the Crank-Nicolson method is able to capture the waveform propagation 

along the transmission line quite accurately.  However, as the timestep is increased well 

beyond the CFL limit, we see that there is slight dispersion in the resulting waveforms.  

In addition, some amount of ringing appears in the case that the timestep is chosen at ten 

times the CFL limit.  This is attributed to the inability of that timestep to adequately 

capture the frequencies involved.  Also, the reflections that are seen at the location of the 

load at a time point of around three times the one-way propagation delay are due to the 

zero impedance at the source.  Nevertheless, it is evident that the Crank-Nicolson scheme 

lends a viable and efficient alternative to the standard FDTD method for the purpose of 

transmission line simulation. 

 

4.6.4 Two short dipoles fed and loaded by matched transmission lines 

In this section, the problem of two short dipoles fed and loaded by transmission lines 

that was studied using the hybrid simulation methodology in Section 4.5.2 is considered 

once again with the Crank-Nicolson method used for the simulation of the distributed 

components.  The Gaussian-modulated sinusoid excitation used previously will be reused 

here. 

This time, however, the transmission line is simulated using the Crank-Nicolson 

scheme at a timestep equal to the timestep used for the simulation of the equivalent 

circuit representing the two dipoles, which is equivalent to twice the CFL limit.  Figures 

4.14 and 4.15 show the results of this simulation.  It is evident that a significant 

discrepancy exists between the results obtained using the Crank-Nicolson scheme and 

those obtained using the hybrid scheme of the previous section.  There is a significant 
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level of signal amplitude variation, especially in the coupled waveforms.  This can likely 

be improved by adjusting the timestep.  The true cause of the discrepancy between the 

results shown here and those obtained previously is not entirely clear.  Since the Crank-

Nicolson scheme is a suitable method for the time integration of the distributed portion, 

the discrepancy most likely appears because of the handshake mechanism introduced in 

simulating the different components using dependent sources.  Nevertheless, the 

advantage to this method lies in the computational savings.  By using this method, a 

savings in simulation time of about 50% was realized over the hybrid simulation scheme 

performed earlier, even when relaxation was applied.  However, further studies are 

needed to identify the true cause of the error appearing in the results and to propose 

methods to ameliorate the problem. 

 

 
Figure 4.14: Voltage waveforms appearing on the first transmission line using the Crank-

Nicolson scheme. 
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Figure 4.15: Voltages on the second transmission line using the Crank-Nicolson scheme. 

 

4.7 Concluding Remarks 

It is evident from the examples in the previous section that the method described in 

this chapter is computationally viable.  The advantage that this method gives over 

existing approaches to hybrid FDTD/SPICE simulation is that the timestep used for the 

time integration of the circuit components is not limited by the CFL stability criterion that 

governs the timestep of the FDTD portions.  However, when the standard FDTD method 

is used for the simulation of the distributed portions, the timestep chosen for the 

simulation of the lumped circuit components cannot be stretched indefinitely away from 

the CFL limit.  Despite this limitation, some level of computational savings is witnessed 

by relaxing the timestep for the lumped subsystems. 

Alternatively, an unconditionally stable implementation of the Crank-Nicolson 

scheme can be used to overcome the limitations on the timestep in the lumped portions.  

This provides additional savings in computational time.  In this case, the timestep should 
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not be stretched too far beyond the CFL limit for the reason that numerical dispersion 

will appear in the propagating waveforms.  The unconditional stability of the scheme 

used in both the lumped and distributed domains ensures that the outcome will be 

bounded regardless of the timestep used. 

It must be noted, however, that the use of the Crank-Nicolson scheme along with the 

decomposition method proposed in this chapter does introduce significant spurious 

errors, the cause of which is not entirely clear.  Further investigation is required in this 

direction to better understand the source of the errors. 

Ultimately, these methods provide for novel ways to perform hybrid 

electromagnetic/circuit simulation and advance the current simulation methodologies in 

place in an attempt to allow for efficient global system simulation. 
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CHAPTER 5 

THE ANALYSIS OF DISTRIBUTED CIRCUITS WITH 
WIDELY SEPARATED TIME SCALES USING 

MULTIVARIATE PDE METHODS 

 

5.1 Introduction 

This chapter deals with an efficient methodology for the transient analysis of circuits 

involving multirate signals, i.e., signals that contain frequency components that vary at 

two or more widely separated time scales.  The method was most recently developed by 

Roychowdhury [39], although apparently the concept is not new and has been 

rediscovered more than once [40]. 

The problem with traditional circuit simulation methods in treating multirate signals 

arises from the separation in time scales.  The timestep must be chosen small enough to 

capture the most rapidly varying signal components, which necessitates a very large 

number of time points to capture one period of the slowly varying components.  The 

harmonic balance method is often used for the analysis of circuits demonstrating periodic 

behavior.  However, harmonic balance is not suitable if strong nonlinearities are present. 

Following the development in [39], the approach taken here is to efficiently represent 

such signals in the form of multivariate functions using two or more time variables.  In 

this manner, time-domain methods can be used to solve for the unknowns directly in the 

multivariate formulation, thus allowing both strong nonlinearities and multirate behavior.  

In particular, we are concerned here with the application of this solution process to 
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distributed or transmission line circuits, characterized by wave propagation that is 

introduced by the presence of both inductive and capacitive elements. 

 

5.2 Multivariate Representation of Multirate Signals 

Consider a two-tone, quasi-periodic signal given by 

 ( ) ( ) ( )1sin 2 sin 2b t f t f tπ π= 2 , (5.1) 

where f1 = 10 MHz and f2 = 1 GHz.  This means that 100 cycles of the rapidly varying 

sinusoid will be captured in the time needed to represent one cycle of the slowly varying 

sinusoid, as shown in Figure 5.1.  In producing the plot in Figure 5.1, 15 points were used 

to represent each cycle of the rapidly varying sinusoid, meaning that 1500 points were 

needed to represent the entire plot.  This represents a severe oversampling of the slowly 

varying signal, resulting in much redundancy of information and lack of efficiency in the 

solution process.  In general, the total number of time points needed to represent one 

cycle of the slowly varying sinusoid while capturing the information in the rapidly 

varying sinusoid with acceptable accuracy is proportional to 2 1f f . 

In order to provide for a more compact representation of this type of signal, consider 

a multivariate representation of b(t), whereby t is replaced by t1 for the slowly varying 

components of b(t) and t is replaced by t2 for the rapidly varying components.  The 

resulting bivariate representation is then a function of both t1 and t2, 

 ( ) ( ) ( )1 2 1 1 2 2
ˆ , sin 2 sin 2b t t f t f tπ π= . (5.2) 

Note that  is biperiodic in the sense that ( 1 2
ˆ ,b t t ) ( ) (1 1 2 2 1 2

ˆ ,b t T t T b t t+ + =

( 1 2
ˆ ,b t t

)ˆ ,

)

, where T1 = 

1/f1 = 100 ns and T2 = 1/f2 = 1 ns.  The multitime representation of  is shown in 
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Figure 5.2, where 15 points are used to represent each period, resulting in just 225 

samples. 

 

 

Figure 5.1: Multirate signal consisting of the product of two sinusoids with frequencies 
separated by a factor of 100. 

 

 
Figure 5.2: Bivariate representation of b(t), represented using just 225 points. 
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Because of the biperiodic nature of ( )1 2
ˆ ,b t t , it is easy to recover b(t) given ( )1 2

ˆ ,b t t  

by simply setting t1 = t mod T1 and t2 = t mod T2, 

 ( ) ( )1
ˆ mod , modb t b t T t T= 2 . (5.3) 

For example, 

  

( ) ( )
( )
( )

1 2

ˆ135.2 ns 135.2 ns,135.2 ns
ˆ                  35.2 ns,135 0.2 ns
ˆ                  35.2 ns,0.2 ns .

b b

b T T

b

=

= + +

=

As t increases from 0, the path given by ti = t mod Ti is traced by the sawtooth path 

shown in Figure 5.3. 

 

T2 

T1 
 

Figure 5.3: Sawtooth path traced by time in the t1–t2 plane. 
 

5.3 The Multitime Partial Differential Equation (MPDE) 

Consider a general circuit equation given by the following differential-algebraic 

equation (DAE), 

 ( ) ( ) ( )q x f x b t= + , (5.4) 

where x represents the vector of unknowns.  If the circuit exhibits multirate behavior, its 

variables can be represented efficiently using the multivariate representation described in 

the previous section with multiple time variables.  Assuming M different time scales, 
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denote the multivariate representations of x(t) and b(t) by ( )1ˆ , , Mx t t…  and , 

respectively.  Then the MPDE corresponding to Equation (5.4) for these multivariate 

forms is 

( )1
ˆ , , Mb t t…

 ( ) ( ) ( ) ( )1
1

ˆ ˆ ˆˆ , , M
M

q x q x
f x b t t

t t
∂ ∂

+ + = +
∂ ∂

… . (5.5) 

The sum of partial derivatives on the left-hand side of Equation (5.5) is due to the 

specific nature of the types of signals for which the MPDE formulation is valid.  To be 

specific, the sum results from the application of the product rule in differentiation.  The 

development in [39] provides several properties and theorems on the relation between the 

MPDE in Equation (5.5) and the original DAE in Equation (5.4).  The key definitions and 

results are repeated here for the sake of completeness. 

Theorem 5.1 (MPDE-DAE relation): If ( )1ˆ , , Mx t t…  and ( )1
ˆ , , Mb t t…  satisfy the 

MPDE in (5.5), then ( ) ( )M1ˆ , ,x t x t c t= + … c+  and ( ) ( )ˆ
Mc+1, ,b t c t= + …b t  satisfy the 

DAE in (5.4) for any fixed c1,…,cM. 

Proof: Given x(t) and b(t) as stated in the theorem, it follows that 

 

( )( ) ( )( )

( ) ( ) ( )

( )( ) ( )
( )( ) ( )

1

1 2

1 1

ˆ , ,

ˆ ˆ ˆ
            

ˆˆ            , , , ,

            .

M

M

M M

q x t c t c
q x t

t
q x q x q x

t t t

f x t c t c b t c t c

f x t b t

∂ + +
=

∂
∂ ∂ ∂

= + + +
∂ ∂ ∂

= + + + + +

= +

…

… …

 

Q.E.D. 

Boundary conditions need to be specified in order to solve the MPDE in Equation 

(5.5). Different sets of boundary conditions lead to either quasi-periodic or envelope-
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modulated solutions.  Some fundamental definitions and results for each of these cases 

are presented in the subsections below. Again, the treatment closely follows that given in 

[39]. 

 

5.3.1 Quasi-periodic signals 

The concept of quasi-periodicity introduced earlier in this chapter via the prototypical 

signals in Equation (5.2) is now formalized by the following definition [39, 41]. 

Definition 5.1: A signal y(t) is M-tone quasi-periodic if it can be expressed in the 

form 

 ( ) ( )
1

1
1

, , 1

, , exp 2
M

M
M

i i M

i iy t Y i i j
T T

π
⎛ ⎞⎛ ⎞

= ⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑
…

… t  

where Y(i1,…,iM) are constants. 

The concept of quasi-periodicity for univariate signals is closely related to periodicity 

for multivariate signals as shown by the definition and results below. 

Definition 5.2: A multivariate signal ( )1ˆ , , My t t…  is M-periodic if 

 ( ) ( )1 1 1 1ˆ ˆ, , , ,M M M My t t y t k T t k T= + +… …  

for all real t1,…,tM and all integral values of k1,…,kM.  The constant real number Ti, 

i=1,…,M, is referred to as the period of the ith tone of ŷ , or simply the ith period of ŷ . 

The following two lemmas show how to find a quasi-periodic, univariate signal y(t) 

given an M-periodic signal ŷ  and vice versa. 

Lemma 5.1: If ( 1ˆ , , M )y t t…  is M-periodic, then ( ) ( )1ˆ , , My t y t c t c= + +…  is M-tone 

quasi-periodic for any c1,…,cM. 

Proof: Expand ŷ  in a multidimensional Fourier series as 
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 ( ) ( )
1

1 1
1 1

, , 1

ˆ , , , , exp 2
M

M M
M M

i i M

i t i ty t t Y i i j
T T

π
⎛ ⎞⎛ ⎞

= ⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑
…

… … . 

The existence of such an expansion is guaranteed if we assume that ŷ  is sufficiently 

smooth with respect to each time variable 1, , Mt t… .  Then, it follows that 

 

( ) ( )

( ) ( ) ( )

( )

1

1

1

1 1
1

, , 1

1 1 1
1

, , 1 1

ˆ , ,

       , , exp 2

       , , exp 2 exp 2 .

M

M

M

M M
M

i i M

M M M
M

i i M M

y t y t c t c

i t c i t c
Y i i j

T T

i c i c i iY i i j j t
T T T T

π

π π

= + +

⎛ ⎞+ +⎛ ⎞
= ⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

⎡ ⎤⎛ ⎞ ⎛⎛ ⎞ ⎛
= ⋅ + + ⋅ + +⎢ ⎥⎜ ⎟ ⎜⎜ ⎟ ⎜⎜ ⎟ ⎜⎢ ⎥⎝ ⎠ ⎝⎝ ⎠ ⎝⎣ ⎦

∑

∑

…

…

…

…

…
⎞⎞
⎟⎟ ⎟⎠ ⎠

 

Therefore, it follows that y(t) is M-tone quasi-periodic. 

Q.E.D. 

Lemma 5.2: Given an M-tone quasi-periodic function y(t) and constants c1,…,cM, 

there exists an M-periodic multivariate function ( )1ˆ , , My t t…  satisfying Lemma 5.1. 

Proof: Since y(t) is an M-tone quasi-periodic function, by definition it can be 

represented as 

 ( ) ( )
1

1
1

, , 1

, , exp 2
M

M
M

i i M

i iy t Y i i j
T T

π
⎛ ⎞⎛ ⎞

= ⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑
…

… t . 

Then, if we define the multivariate function ŷ  as 

( ) ( )
1

1 1
1 1

, , 1

1 1

1

ˆ , , , , exp 2

                                          exp 2

M

M M
M M

i i M

M M

M

i c i cy t t Y i i j
T T

i t i tj
T T

π

π

⎡ ⎤⎛ ⎞⎛ ⎞
= ⋅ − + +⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦

⎛ ⎞⎛ ⎞
⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

∑
…

… …

, 

it follows immediately that ( ) ( )1ˆ , , My t c t c y t+ + =… . 

Q.E.D. 
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The above results are now applied to the following theorem and corollary, which 

establish that an M-periodic solution to the MPDE in Equation (5.5) generates an M-tone 

quasi-periodic solution to the original DAE describing the circuit operation in Equation 

(5.4). These results follow immediately by applying the above two Lemmas to Theorem 

5.1 and hence are given without proof. 

Theorem 5.2 (MPDE sufficiency condition): If  is an M-periodic excitation and b̂ x̂  is 

the M-periodic solution to the MPDE in (5.5), then ( ) ( )1ˆ , , Mx t x t c t c= + +…  is an M-

tone quasi-periodic solution to the DAE in (5.4) with the M-tone quasi-periodic excitation 

given by . ( ) ( )1
ˆ , , Mb t b t c t c= + +…

Corollary to Theorem 5.2: Given an M-periodic  and b̂ ( ) ( 1
ˆ , , Mb t b t c t c= + +… ) , it is 

sufficient to find a solution x̂  with M-periodic boundary conditions to the MPDE in 

Equation (5.5) in order to obtain an M-tone quasi-periodic solution 

( ) ( )1ˆ , , Mx t x t c t c= + +…  to the DAE in Equation (5.4). 

So far, we have established sufficiency conditions for the existence of an M-periodic 

solution of the MPDE to result in an M-tone quasi-periodic solution to the original DAE.  

Of equal importance is establishing the reverse necessity condition, which will maintain 

that any solution to the original DAE with an M-tone quasi-periodic excitation has a 

corresponding solution via the MPDE.  This condition will ensure that no solution of the 

original DAE is lost by moving to the MPDE formulation, and it is established by the 

following theorem. 

Theorem 5.3 (MPDE necessity condition): If an M-tone quasi-periodic solution x(t) to 

the DAE in Equation (5.4) exists for a given M-tone quasi-periodic excitation b(t), then 
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for any c1,…,cM, there exist M-periodic functions ( )1
ˆ , , Mb t t…  and ( 1ˆ , , M )x t t…  satisfying 

the MPDE in Equation (5.5) and such that ( ) ( )1ˆ , , Mx t x t c= + … t + c  and 

. ( ) ( )1
ˆ , , Mb t b t c t c= + +…

Proof: Because b(t) and x(t) are quasi-periodic, they can be expressed as 

 
( ) ( )

( ) ( )

1

1

1
1

, , 1

1
1

, , 1

, , exp 2

, , exp 2

M

M

M
M

i i M

M
M

i i M

i ib t B i i j t
T T

i ix t X i i j
T T

π

π

⎛ ⎞⎛ ⎞
= ⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

⎛ ⎞⎛ ⎞
= ⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

∑

∑

…

…

…

… t

. 

The goal is to construct multivariate representations  and b̂ x̂  of these signals that 

satisfy the MPDE.  To do so, define 

 
( ) ( )

1

1 1
1 1

, , 1

1 1

1

ˆ , , , , exp 2

                                          exp 2

M

M M
M M

i i M

M M

M

i c i cb t t B i i j
T T

i t i tj
T T

π

π

⎡ ⎤⎛ ⎞⎛ ⎞
= ⋅ − + +⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦

⎛ ⎞⎛ ⎞
⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

∑
…

… …

, 

 
( ) ( )

1

1 1
1 1

, , 1

1 1

1

ˆ , , , , exp 2

                                          exp 2

M

M M
M M

i i M

M M

M

i c i cx t t X i i j
T T

i t i tj
T T

π

π

⎡ ⎤⎛ ⎞⎛ ⎞
= ⋅ − + +⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦

⎛ ⎞⎛ ⎞
⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

∑
…

… …

, 

 and note that  and b̂ x̂  satisfy ( ) ( )1 1
ˆ , , M Mb t b t c t c= + +…  and 

( ) ( )ˆ , , M1 1 Mx t x t c= + +…

(q i )

c

)

t

(

, respectively.  Now, we can write the application of the 

functions  and f i  to x̂  in the multivariate formulation as 

 ( )( ) ( )
1

1 1
1 1

, , 1

ˆˆ , , , , exp 2
M

M M
M M

i i M

i t i tq x t t Q i i j
T T

π
⎛ ⎞⎛ ⎞

= +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑
…

… … +  

and 
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 ( )( ) ( )
1

1 1
1 1

, , 1

ˆˆ , , , , exp 2
M

M M
M M

i i M

i t i tf x t t F i i j
T T

π
⎛ ⎞⎛ ⎞

= +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
∑
…

… … + . 

Plugging in all of these terms into the DAE Equation (5.4) results in 

 
( ) ( ) ( )

1

1
1 1 1

, , 1

1

1

ˆ ˆ ˆ2 , , , ,

                     exp 2 0

M

M
M M

i i M

M

M

i i , , Mj Q i i F i i B i i
T T

i ij t
T T

π

π

⎡ ⎤⎛ ⎞
+ + − −⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
⎛ ⎞⎛ ⎞

⋅ + + =⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

∑
…

… … …

. 

Now, in the case that T1,…,TM are pairwise incommensurate, meaning that no one of 

them is an integer multiple of another, each term in the above summation is equal to zero, 

so the MPDE is satisfied.  In the more general case that the functions 

( ) ( )(( 1 1exp 2 M M ) )j i T i T tπ + +  are not linearly independent of each other, it is 

necessary to generalize the idea.  This is achieved by collecting together the linearly 

dependent terms in the summation.  Denote by M the map from the indices to the 

frequencies, 

 ( ){ } 1
1

1

: , , 2 M
M

M

i ii i
T T

π
⎧ ⎫⎛ ⎞⎪ ⎪+ +⎨ ⎬⎜ ⎟
⎪ ⎪⎝ ⎠⎩ ⎭

…M . 

Then, if T1,…,TM are mutually commensurate, it follows that the map M is not one-to-

one.  In other words, there are two sets of indices that map to the same frequency.  

Denote the range of M by Ω, consisting of a countable set of distinct frequencies ωk.  For 

any kω ∈Ω , let Ik be the set of all indices (i1,…,iM) that map to ωk; i.e., Ik = M-1 (ωk).  If 

T1,…,TM are pairwise incommensurate, then Ik is a set of cardinality one; otherwise, it is a 

countably infinite set.  Note that according to this definition of Ik, if k lω ω≠ , then 
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k lI I =∅∩ .  Using this fact, group together the indices that reside in each Ik and write 

the DAE as 

 ( ) ( ) ( )
( )1 , ,k i

∑ ∑
…

1
1 1 1

1

ˆ ˆ ˆ2 , , , , , , 0k

M k

j tM
M M M

i I M

i ij Q i i F i i B i i e
T T

ωπ
∈

⎡ ⎤⎡ ⎤⎛ ⎞
+ + − − =⎢ ⎥⎢ ⎥⎜ ⎟

⎢ ⎥⎝ ⎠⎣ ⎦⎣ ⎦
… … … . 

In the above relation, the functions kj te ω  are linearly independent by construction, so the 

coefficients must be zero, 

 ( ) ( ) ( )
( )1 , ,i i
∑
…

1
1 1 1

1

ˆ ˆ ˆ2 , , , , , , 0
M k

M
M M M

I M

i ij Q i i F i i B i i
T T

π
∈

⎡ ⎤⎛ ⎞
+ + − − =⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
… … … . 

The above equation is equivalent to requiring the DAE to be satisfied.  But the 

requirement to satisfy the MPDE is somewhat stronger, as each term in the above 

summation must individually be equal to zero.  This requirement cannot be satisfied by 

the current definition of .  It is necessary, therefore, to take advantage of the fact that in 

the commensurate case, many different multivariate forms of  and 

b̂

b̂ x̂  can correspond to 

the same univariate function.  In this light, redefine  using a different set of quasi-

periodic coefficients as 

b̂

 
( ) ( ) ( )1

1 1
1

1 1

1

ˆ ˆ, , 2 , , , ,

                                exp 2

M
M M

M

M M

M

i i
1 MB i i j Q i i F i i

T T

i c i cj
T T

π

π

⎡ ⎤⎛ ⎞
= + + −⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
⎛ ⎞⎛ ⎞

⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

… … …

. 

Note that this definition of ( )1, , MB i i…  does satisfy the DAE requirement as before, so it 

follows that  and x(t) satisfy the original DAE.  Now, define  as ( )b t ( )1
ˆ , , Mb t t…
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( ) ( )
1

1 1
1 1

, , 1

1 1

1

ˆ , , , , exp 2

                                exp 2

M

M M
M M

i i M

M M

M

i c i cb t t B i i j
T T

i t i tj
T T

π

π

⎡ ⎛ ⎞⎛ ⎞
= − +⎢ ⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎝ ⎠⎝ ⎠⎣

⎤⎛ ⎞⎛ ⎞
⋅ + + ⎥⎜ ⎟⎜ ⎟⎜ ⎟⎥⎝ ⎠⎝ ⎠⎦

∑
…

… … +

. 

From this definition, it follows that  is equal to ( ) ( )1
ˆ , , Mb t b t c t c= + +…

 ( ) ( ) ( )
( )1

1
1 1

, , 1

ˆ ˆ2 , , , , k

M k

j tM
M M

k i i I M

i ib t j Q i i F i i e
T T

ωπ
∈

⎡ ⎤⎡ ⎤⎛ ⎞
= + + −⎢ ⎥⎢ ⎥⎜ ⎟

⎢ ⎥⎝ ⎠⎣ ⎦⎣ ⎦
∑ ∑

…
… … , 

which can be simplified to 

 

( ) ( )
( )

( )

( )

1

1

1
, ,

1
1

, , 1

ˆ , ,

ˆ      , , exp 2

      

k

M k

M

j t
M

k i i I

M
M

i i M

b t B i i e

i iB i i j t
T T

b t

ω

π

∈

⎡ ⎤
= ⎢ ⎥

⎢ ⎥⎣ ⎦
⎛ ⎞⎛ ⎞

= ⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
=

∑ ∑

∑

…

…

…

… . 

Hence, .  Finally, it needs to be shown that  and ( )1
ˆ , , Mb t c t c b t+ + =…

), , M

( ) ( )1
ˆ , , Mb t t…

( 1x̂ t … t  satisfy the MPDE.  By substituting the multivariate expressions for these 

variables into the MPDE, it is found that 

 
( ) ( ) ( )

1

1
1 1 1

, , 1

1 1

1

ˆˆ ˆ2 , , , ,

                       exp 2 0

M

M
M M

i i M

M M

M

i i , , Mj Q i i F i i B i i
T T

i t i tj
T T

π

π

⎡ ⎤⎛ ⎞
+ + − −⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
⎛ ⎞⎛ ⎞

⋅ + + =⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

∑
…

… … …

. 

The coefficients of the expression above are seen to be zero by substituting in the 

definition of ( 1
ˆ , , M )B i i… , and hence, the MPDE is satisfied. 

Q.E.D. 
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Therefore, we have established a bijective correspondence between solutions to the 

original DAE in Equation (5.4) and the MPDE in Equation (5.5) under the assumption of 

the existence of at least one such solution.  This ensures that solutions found to the 

system under the MPDE formulation can indeed be found to correspond to a solution to 

the original DAE and vice versa. 

However, in general, neither the existence nor the uniqueness of a solution to the 

MPDE can be guaranteed.  For that matter, the existence or uniqueness of a quasi-

periodic signal to the DAE cannot be guaranteed either.  This can be verified by 

considering the equation ( )1 cosx t= + , which has no quasi-periodic solutions, or the 

equation , which has an infinite number of (constant) quasi-periodic solutions. 0x =

 

5.3.2 Envelope-modulated signals 

An envelope-modulated signal with M – 1 periodic components can be represented in 

multivariate form as 

 ( ) ( )
2

2

2 2
1 , , 1

, , 2

ˆ , , exp 2
M

M

M M
M i i

i i M

i t i tx t t X t j
T T

π
⎛ ⎞⎛ ⎞

= ⋅ + +⎜ ⎜⎜ ⎝ ⎠⎝ ⎠
∑ …
…

… ⎟⎟⎟ . (5.6) 

In the above representation, x̂  is periodic with respect to each of its arguments except for 

t1, which in practice is usually chosen as the variable with the slowest rate.  The 

univariate representation is then in the form of a Fourier series with time-varying 

envelopes in the variable t1.  With this interpretation, an envelope-modulated signal can 

be thought of as a generalization of the quasi-periodic representation of the previous 

subsection in the sense that the space of quasi-periodic signals is a subset of the space of 

envelope-modulated signals. 
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The envelope solutions to the MPDE in the form of Equation (5.6) require both an 

initial condition in the variable t1 and periodic boundary conditions in the other variables 

t2,…,tM.  In other words, envelope-modulated solutions to the MPDE require that 

( 2ˆ 0, , , M )x t t…  is specified as well as Ti-periodic boundary conditions for each argument 

ti for i=2,…,M.  The following theorem ensures the uniqueness of a solution satisfying 

these conditions. 

Theorem 5.4 (Uniqueness of envelope solution): If the DAE in Equation (5.4) has a 

unique solution given any initial condition, then the solution ( )1ˆ , , Mx t t…  of the MPDE is 

also unique with the initial and periodic boundary conditions 

( ) (2 2ˆ 0, , , , ,M M )x t t h t t=… …  and ( ) ( )2 , ,M M1 2 1 2ˆ ˆ, , , , Mx t t t x t t= +… T t T+… , where h is 

any given initial condition. 

Proof: It follows from Theorem 5.1 that solutions to the MPDE along the “diagonal 

lines” given by ( 2ˆ , , , M )x t t c t c+ +…  are exactly the solutions to the DAE with initial 

condition h(c2,…,cM).  Now, since the DAE has a unique solution with h(c2,…,cM) 

specified, it follows that the MPDE has a unique solution along the diagonal lines passing 

through (0,c2,…,cM).  Since the solution to the MPDE is periodic along the directions 

t2,…,tM, it follows that the MPDE has a solution along the diagonal lines.  Therefore, the 

solution to the MPDE is unique. 

Q.E.D. 

In solving for envelope-modulated solutions to the MPDE, the initial condition is 

chosen to be a quasi-periodic solution to the circuit at t1=0 so that the envelope function 

changes gradually as a function of t1. 
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At this point, the discrete (numerical) time-domain solution methodology is 

developed for the MPDE in Equation (5.5) for each of the two cases of quasi-periodic 

signals as well as envelope-modulated signals. 

 

5.4 Time Domain Solution to the MPDE 

Time domain solutions are particularly useful when strong nonlinearities are present 

in the signal path.  This section develops two time-domain solution methodologies for the 

MPDE: the multivariate FDTD (MFDTD) method for quasi-periodic solutions, and the 

time domain envelope method (TD-ENV) for envelope-modulated solutions.  Other 

possible solution methodologies exist, including hierarchical shooting (HS) in the time 

domain as well as the multivariate mixed frequency-time method (MMFT) [39], but these 

will not be considered in this thesis. 

 

5.4.1 Multivariate FDTD method (MFDTD) 

First consider the solution of the MPDE for the case of quasi-periodic excitations.  In 

order to simplify the development, consider the two-rate case, i.e., M = 2.  Then the 

MPDE of Equation (5.5) becomes 

 ( ) ( ) ( ) ( )1 2
1 2

ˆ ˆ ˆˆ ,
q x q x

f x b t t
t t

∂ ∂
+ = +

∂ ∂
, (5.7) 

subject to the periodic boundary conditions 

 ( ) ( )1 1 2 2 1 2ˆ , ˆ ,x t T t T x t t+ + = . (5.8) 
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The problem unknowns are collocated over a uniform grid { },m nt  of size  on 

the rectangle [

1N N N= × 2

] [ ]10, 0,T T× 2 , where ( ), 1, 2,,m n m nt t t=  with ( ) (2, 2 1m nh t n= − )h1, 11 ,= −t m , 

h1 = T1/N1, h2 = T2/N2, , 1m N≤ ≤1 21 n N≤ ≤ . 

Assume, without loss of generality, that  and that 1T T2 21N N≈ .  Then, define a 

multivariate trapezoidal approximation for the MPDE in Equation (5.7), 

 

( )( ) ( )( ) ( )( ) ( )( )

( )( ) ( )( ) ( )( ) ( )( )

( )( ) ( ) ( )( ) ( )

( )( ) ( ) ( )( ) ( )

, 1, , 1 1,

1 1

, , 1 1, 1, 1

2 2

, , 1, 1,

, 1 , 1 1, 1 1, 1

ˆ ˆ ˆ ˆ

2 2

ˆ ˆ ˆ ˆ

2 2
1 ˆ ˆˆ ˆ
4

ˆ ˆˆ ˆ       .

m n m n m n m n

m n m n m n m n

m n m n m n m n

m n m n m n m n

q x t q x t q x t q x t

h h

q x t q x t q x t q x t

h h

f x t b t f x t b t

f x t b t f x t b t

− − −

− − − −

− −

− − − − − −

− − 1−
+ +

− −
+ =

⎡ + + + +⎣

⎤+ + + ⎦

 (5.9) 

In the above equation, the average between values at time points ,m nt , 1,m nt − , , 1m nt −  and 

1, 1m nt − −   is necessary to accurately solve for the unknowns in the transmission line circuits 

that are of interest in this dissertation.  Without the time averaging (or a similar 

approximation), a significant amount of numerical dispersion appears in simulating a 

transmission line circuit.  This is because of the hyperbolic nature of the wave 

propagation along a transmission line.  In general, LC-type circuits cannot accurately 

resolve narrowband signals using a backward Euler approximation.  Thus, a trapezoidal-

type rule must be used for hyperbolic systems.  This fact was established in Chapter 4 for 

the case of univariate solution methodologies to transmission line circuits. 

Applying the biperiodic boundary conditions in Equation (5.8) results in N equations 

in N unknowns, multiplied by the size of the circuit.  Because of the sparse structure of 

the coefficient matrix, sparse matrix solvers can be utilized for the solution.  The solution 
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process directly discretizes and solves for one period in each of the time scales.  While 

this has the advantage of not involving time-stepping because of the direct enforcement 

of the periodic boundary conditions, it does result in a somewhat larger system.  

Therefore, the efficiency of the solution process is largely dependent on the size of the 

original circuit and the total time over which the transient simulation is needed. 

 

5.4.2 Time domain envelope following method (TD-ENV) 

Now consider the solution of the MPDE for the case of envelope-modulated 

excitation signals.  As mentioned earlier, this class of signals is a generalization of the 

quasi-periodic signals, in the sense that quasi-periodic signals can be analyzed using the 

techniques from this solution methodology.  However, a wider class of signals is also 

admitted; namely, signals for which one “direction” does not necessarily exhibit periodic 

behavior. 

Again, for reasons of simplicity, consider the case when M = 2.  Then the circuit 

unknowns can be described in bivariate form as ( )1 2ˆ ,x t t , and the MPDE of Equation 

(5.5) can be written as 

 ( ) ( ) ( ) ( )1 2
1 2

ˆ ˆ ˆˆ ,
q x q x

f x b t t
t t

∂ ∂
+ = +

∂ ∂
, (5.10) 

subject to the boundary conditions 

 
( ) ( )

( ) ( )
1 2 2 1 2

2 2

ˆ ˆ, ,
ˆ     0,

x t t T x t t

x t h t

+ =

=
. (5.11) 

In Equation (5.11) above, h is some initial condition defined along t1=0. 
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Again, the problem unknowns are collocated over a uniform grid { },m nt  of size 

 on the rectangle 1N N N= × 2 [ ] [ ]10, 0,T T× 2 , where ( ), 1, 2,,m n m nt t t=  with 

, h1 = T1/N1, h2 = T2/N2, ( )1,mt m= − (1 2,1 ,  1nh t n= − ) 2h 11 m N≤ ≤ , .  However, 

in this case, T1 need not represent a physical period, since the multivariate representations 

do not necessarily display periodic behavior in the t1-direction for the case of envelope-

modulated signals.  Rather, T1 now represents the total simulation time over which the 

solution is to be found. 

21 n N≤ ≤

Proceeding as in the previous subsection, define the multivariate trapezoidal 

approximation for the MPDE in Equation (5.10) as 

 

( )( ) ( )( ) ( )( ) ( )( )
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( )( ) ( ) ( )( ) ( )
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2 2
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2 2

ˆ ˆ ˆ ˆ

2 2
1 ˆ ˆˆ ˆ
4

ˆ ˆˆ ˆ       .

m n m n m n m n

m n m n m n m n

m n m n m n m n

m n m n m n m n

q x t q x t q x t q x t

h h

q x t q x t q x t q x t

h h

f x t b t f x t b t

f x t b t f x t b t

− − −

− − − −

− −

− − − − − −

− − 1−
+ +

− −
+ =

⎡ + + + +⎣

⎤+ + + ⎦

 (5.12) 

Because the time-stepping is performed in the first time variable t1, the discretized MPDE 

of Equation (5.12) can be written as an update equation in t1, 

 

( )( ) ( )( ) ( )( ) ( )( )
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Now, at each time point along the t1-axis, a system of size N2 times the size of the 

circuit must be solved.  In the more general case of M time variables, the system size that 

must be solved at each step along t1 is 2 MN N× ×  times the size of the circuit.  Because 

the size of the system in this case is reduced by a factor of N1 relative to the size of the 

system in the MFDTD solution methodology, the TD-ENV provides considerable savings 

in computational time for larger circuits.  Additionally, because the time scale t1 most 

often represents the most slowly varying scale (longest period), it is possible to discretize 

just that time scale but still cover a long range in time, which provides considerable 

computational savings over the traditional, univariate solution methodology. 

 

5.5 Application to Transmission Line Circuits 

The MFDTD and TD-ENV solution methodologies developed in the previous 

sections will now be used to study wave propagation along transmission lines.  First, an 

ideal, lossless transmission line will be considered, followed by an investigation of wave 

propagation along a transmission line with periodically varying dielectric properties. 

 

5.5.1 Ideal lossless transmission line 

Consider the circuit shown in Figure 5.4, representing an ideal, lossless transmission 

line.  The inductance and capacitance values are given by pulL L z= ⋅Δ  and , 

respectively, where Lpul and Cpul are respectively the per-unit-length inductance and 

capacitance of the line.  The values of Lpul and Cpul are chosen so that the speed of wave 

propagation along the line is vp = 3

pulC C z= ⋅Δ

×108 m/s and the characteristic impedance of the line 

is Z0 = 50 Ω: 
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0

1,  pul pul
p p

ZL C
v Z

= =
v

. (5.14) 

The spatial discretization Δz is chosen as 1/20 of the minimum wavelength, which is the 

wavelength at the sum of the two frequencies of the multirate signal that serves as the 

excitation for the line.  For the purpose of this example, the source voltage assumes the 

values for the signal given in section 5.2, which was a quasi-periodic signal with 

frequency components of f1 = 10 MHz and f2 = 1 GHz.  The total length of the simulated 

line is taken to be 9 wavelengths at the minimum wavelength, resulting in a one-way 

propagation delay of about 8.91 ns.  Each of the two periods is collocated over 15 points; 

i.e., N1 = N2 = 15.  This means that the size of the resulting matrix system for the 

MFDTD method will be 225 times the number of state variables in the original circuit. 

 

Z0 L L L

… Z0 C C

 
Figure 5.4: Circuit representing an ideal, lossless transmission line with matched source 

and load impedances. 
 

The waveforms appearing at the midpoint and load of the transmission line as a result 

of simulating this circuit using the MFDTD methodology presented in the previous 

section are shown in Figures 5.5 and 5.6.  It should be noted that the waveforms shown in 

those figures have been linearly extrapolated onto a finer time scale than the one used in 

the solution process.  This is done to make easier the comparison with the results of a 

 75



traditional, univariate circuit simulation method.  It is apparent that the results are 

reasonably accurate, with only a small amount of dispersion present.  Because the method 

assumes a periodic variation of all signals, periodic boundary conditions are enforced.  

This means that the propagation delay is captured as a phase shift in the output 

waveforms with respect to the source waveform. 

Obviously then, the maximum delay that can be captured by this scheme is T1, and 

delays greater than this will be represented modulo T1.  However, for long transmission 

lines, the size of the problem becomes prohibitive because of lack of available memory, 

making the MFDTD method not particularly useful in these instances. 

 

 
Figure 5.5: Voltage waveform appearing at the midpoint of the transmission line 

simulated using the MFDTD method. 
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Figure 5.6: Voltage waveform appearing at the load of the transmission line simulated 

using the MFDTD method. 
 

The results of the same simulation performed using the TD-ENV method are shown 

in Figures 5.7 and 5.8.  Because the lowest-frequency component is treated as an 

envelope to the higher-frequency components in this case, these waveforms do not appear 

as phase-shifted versions of the input.  This is because periodic boundary conditions are 

not applied to the low-frequency component.  For the purpose of this simulation, the low-

frequency envelope was simulated at a rate of 20 points per period, which is slightly 

denser than the discretization of the low-frequency component in the MFDTD simulation. 
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Figure 5.7: Voltage waveform appearing at the midpoint of the transmission line 

simulated using the TD-ENV method. 
 

 
Figure 5.8: Voltage waveform appearing at the load of the transmission line simulated 

using the TD-ENV method. 
 

For comparison, the results of the same simulation performed using a single-time 

trapezoidal circuit simulation scheme (akin to a Crank-Nicolson simulation of the 

transmission line) are shown next.  Figure 5.9 gives the result at the midpoint of the 
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transmission line, and Figure 5.10 shows the voltage across the matched load.  This 

simulation used a timestep equal to one-half of the Courant limit, 24.75 ps. 

 

 
Figure 5.9: Voltage waveform appearing at the midpoint of the transmission line 

simulated using the univariate trapezoidal method. 
 

 
Figure 5.10: Voltage waveform appearing at the load of the transmission line simulated 

using the univariate trapezoidal method. 
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The advantage to using the TD-ENV method over the MFDTD method is most 

evident when the size of the problem becomes large.  Because a smaller matrix system 

must be solved at each time point along the t1-axis, the overall simulation time is reduced 

significantly with the TD-ENV method for larger problems.  More importantly, however, 

the TD-ENV method allows for the solution of larger problems (e.g., longer transmission 

lines), in cases for which using the MFDTD method is not feasible.  As the problem sizes 

get larger, the MFDTD will fail much sooner than the TD-ENV method because of 

memory constraints.  In addition, the TD-ENV method provides the shortest simulation 

time.  To highlight the point, Table 5.1 shows the time needed to simulate the 

transmission line example for each of the three simulation methodologies under 

consideration.  The times listed in Table 5.1 are typical values of the time required to 

simulate the problem on a Toshiba laptop running Microsoft Windows XP. 

 

Table 5.1: Time needed to simulate the transmission line example using each of the 
simulation methodologies under consideration. 

 Univariate 
trapezoidal MFDTD TD-ENV 

Simulation time 
(s) 15.453 25.328 2.984 

 

Now, the TD-ENV method does not directly exploit the periodicity that may appear 

in the slowest time scale (for the case of quasi-periodic signals).  Consequently, there 

seems to be slight dispersion in the early-time response, so there is some error in the 

capture of the delay, as evident from Figures 5.7 and 5.8.  Because the periodicity of the 

slowest time scale is not directly enforced, the TD-ENV method takes some time to 

establish the true shape of the envelope function, and this is seen as a dispersion error in 
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the propagating waveforms.  This effect can be ameliorated by increasing the sampling of 

the envelope signal.  Generally, however, the true periodicity of the waveform is not seen 

until the second lobe of the multivariate signals, as evidenced by the figures. 

An alternative approach to enabling the solution of larger problems via the MFDTD 

method is to decompose a long transmission line into several smaller lines.  This 

relaxation-type method will facilitate the efficient solution of large problems using the 

MFDTD method via a decomposition approach similar to the one presented in Chapter 4. 

 

5.5.2 Transmission line with periodically varying dielectric 

Now consider the same circuit as shown in Figure 5.4, except with the shunt 

capacitances now varying sinusoidally in time around a center capacitance C0, 

 ( ) ( )0 1 sin 2 CC t C C f tπ ϕ= + + . (5.15) 

Obviously the amplitude of variation given by C1 must be less than the magnitude of the 

center capacitance in order to maintain a positive value for the dielectric material of the 

line.  In order to demonstrate that this type of periodic variation in the dielectric property 

of a transmission line does indeed result in a quasi-periodic behavior of the state variables 

in the resulting system, consider the discrete section of transmission line shown in Figure 

5.11. 
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C(t) 
Ip-1/2 Ip+1/2 

Vp-1 Vp Vp+1 

 
Figure 5.11: Section of a transmission line with time-varying capacitance. 

 

Now, the section of transmission line shown in Figure 5.11 has been labeled with 

voltage and current variables staggered in space to mimic the discretization provided by a 

one-dimensional Yee’s lattice.  This spatial discretization is designated by the subscript 

in each variable.  Based on this section of transmission line, the telegrapher’s equations 

governing wave propagation can be derived as 

 1 2
1

p
p p

I
V V L

t
+

+

∂
− =

∂
 (5.16) 

 
( )

1 2 1 2
p p

p p p

CV VCI I V C
t t− +

∂

t
∂∂

− = = ⋅ +
∂ ∂ ∂

. (5.17) 

It is evident from Equation (5.17) that the consequence of a time-varying shunt 

capacitance in the transmission line is a conductance equal to the time derivative of the 

capacitance.  Now, for the case of periodic or quasi-periodic input excitation to the 

transmission line and periodic variation in the capacitance, the form of Equation (5.17) 

shows that the resulting state variables will also be quasi-periodic, meaning that the 

MPDE formulations of this chapter are relevant simulation methodologies for this type of 

problem.  Therefore, we can introduce multivariate formulations for each of the variables 
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in Equations (5.16) and (5.17).  Assuming a single frequency sinusoidal source and a 

sinusoidally varying capacitance, we have 

( ) ( )
( ) ( ) ( ) ( )1 2 1 2 1 2 1 2

, , 11
1 22

ˆ ˆ ˆ ˆ, 1, , ,ˆ ˆ p p p p
m n m np p

I m n I m n I m n I m n
V V L

t t
+ + + +

+ −+

⎛ ⎞− − − −
− = +⎜ ⎟⎜ ⎟Δ Δ⎝ ⎠

1
 

(5.18) 

 ( ) ( ), , 11 2 1 2
2

ˆ ˆ p
m n m np p p

VCI I V C
t t+ −− +

∂∂
− = ⋅ +

∂ ∂
. (5.19) 

To illustrate the use of the TD-ENV simulation methodology for this type of problem, 

consider a transmission line of length equal to five wavelengths with a time-varying 

capacitance with characteristics 0 pul pC z C v= Δ , 1 0.1C 0C= ⋅ , fC = 1 GHz, and φ = 0.  A 

sinusoidal source with frequency 10 MHz is used to excite the line.  In calculating the 

impedance and propagation delay of the line, the variation in capacitance was actually 

ignored.  As a result, there is expected to be a slight reflection at both the source and load 

ends of the line due to the impedance mismatch, although the level of mismatch is 

changing with time.  For the envelope-modulated simulation, 30 points per period were 

used to capture the envelope function, while 15 points per period were used for the high-

frequency oscillation of the variable capacitors. 

The results of this simulation are shown in Figures 5.12 and 5.13.  The results of the 

simulation using a standard univariate trapezoidal method with constant timestep equal to 

one half of the CFL limit are shown superimposed on the same figures.  It is evident from 

the figures that the waveforms along this transmission line do display quasi-periodic or 

envelope-modulated behavior.  Again, the TD-ENV provides a much more efficient 

means of simulating this type of problem while maintaining good accuracy. 
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Figure 5.12: Voltage waveform appearing at the midpoint of the transmission line with 

periodically varying dielectric. 
 

 
Figure 5.13: Voltage waveform appearing at the load of the transmission line with 

periodically varying dielectric. 
 

It is evident from the figures that the waveforms found via the TD-ENV method 

exhibit more signal degradation than those found using a univariate trapezoidal method.  

However, the integrity of the frequency content seems intact.  This difference between 
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the two simulation methodologies is attributed to the fact that the time variation of the 

per-unit-length capacitance in the line is updated more frequently in the univariate 

simulation because of the smaller timesteps.  However, there is significant improvement 

in the run time involved by using the TD-ENV method.  For this example, a 93% savings 

in simulation time was witnessed. 

 

5.6 Comments and Conclusions 

The methodology presented in this chapter illustrates an efficient means of capturing 

widely spaced periodically varying signals.  While the multivariate form provides a 

compact representation for these types of signals, the true efficiency of the MFDTD 

solution process is nevertheless hindered by the fact that all time points are solved for at 

once.  This means that if the size of the original circuit is N, then the size of the system 

that must be solved is .  Clearly, this can quickly make problems 

prohibitively large, especially for the distributed, transmission line circuits that are of 

particular concern to us in this dissertation.  Therefore, the true practical value of this 

methodology is contingent upon being able to find effective model order reduction 

techniques or other methods for simplifying the complexity of the resulting sparse linear 

system.  In particular, a decomposition approach similar to the one introduced in Chapter 

4 can be considered to improve the solution process with the MFDTD method. 

1 2 Mn n n N⋅ ⋅

The TD-ENV solution process eases the memory constraints of the MFDTD process 

by considering the most slowly varying signal as an envelope to the higher-frequency 

directions.  As such, it has clearly established itself as the most efficient solution 
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methodology among the ones studied for the purpose of simulation involving quasi-

periodic or envelope-modulated signals. 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

 

6.1 Overview and Impact of Results 

In this dissertation, three methodologies have been presented to enable the efficient, 

accurate simulation of hybrid electromagnetic/circuit systems.  One of the main 

challenges in performing such hybrid simulations is in achieving a seamless interface 

between the distributed and lumped components, especially since the timestep used for 

the distributed components is often intrinsically limited by the CFL criterion because of 

the explicit time integration rule. 

The first method proposed in this dissertation enabled a direct circuit representation 

of a distributed structure defined on a rectangular Yee’s lattice.  By identifying electric 

and magnetic field variables in the distributed structure with voltage and current 

unknowns in the circuit domain, standard SPICE-like circuit simulators can be utilized in 

the solution process.  The advantage to this method over most existing methods for 

describing circuit representations of distributed structures is that the existing methods 

typically use a port-based description of the structure, thus losing the full-wave 

description that an electromagnetic solution normally provides.  This method, on the 

other hand, uses a literal interpretation of the electromagnetic description in terms of 

circuit variables, thus keeping the nature of the full-wave solution process intact to the 

accuracy provided by the spatial discretization of the Yee’s lattice. 
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The second method proposed in this dissertation was a decomposition method that 

enabled the simultaneous solution of both distributed and lumped components via FDTD 

and standard circuit numerical integration schemes using different timesteps for each 

component.  Inspired by the substitution theorem from classical network theory as well as 

waveform relaxation methods from circuit analysis, the method used dependent sources 

to provide for the interaction between the various components.  While somewhat similar 

in formulation to existing hybrid FDTD/circuit analysis methods, the primary 

achievement seen here is that the timestep used in the simulation of the lumped 

components is not limited by the CFL stability criterion, which governs the timestep used 

in the distributed components.  While there are limitations on how far the timestep can be 

moved away from the CFL limit, this approach does nevertheless allow for a more 

efficient simulation process. 

In order to further improve upon this method, the Crank-Nicolson scheme was 

introduced in the simulation of distributed, electromagnetic structures such as 

transmission lines.  It was seen that the Crank-Nicolson method allows for an efficient 

simulation process with little dispersion and without the stability constraints of the 

standard FDTD method.  However, when used in conjunction with the decomposition 

scheme, this solution methodology did display some spurious errors that are not well 

understood.  Further investigation is required in this direction to improve the results. 

The third and final method introduced here was the simulation of transmission line 

circuits using a multivariate PDE formulation of the circuit equations.  This allows for a 

compact representation of signals displaying multirate behavior.  Examples showed that 

such signals could be propagated down the transmission line circuit with an acceptable 

 88



level of numerical dispersion if a trapezoidal-type rule is used for the numerical 

integration.  In addition, by considering the most slowly varying component of these 

multirate signals as an envelope to the higher-frequency components, the efficient 

simulation of large transmission line circuits was enabled, with considerable savings in 

simulation time over univariate approaches. 

 

6.2 Future Work 

Further efforts in the direction of the decomposition scheme of Chapter 4 include the 

implementation of more nonlinear devices within the SPICE-like framework, as well as 

the incorporation of more complicated distributed structures encapsulated in the SPICE 

paradigm via the simulation methodology of Chapter 3, to better demonstrate the 

capabilities of the proposed scheme.  The introduction of nonlinear elements will, it is 

hoped, enable a deeper study of the phenomenon of passive intermodulation, which is 

garnering increasing interest in the RF community.  Also, further study into the use of the 

Crank-Nicolson scheme in conjunction with the decomposition scheme is needed to 

better understand the current inadequacy of the method and present solutions. 

Future work to be done in the direction of the multivariate PDE method includes   

combining the MFDTD method with the decomposition methods of Chapter 4.  Finally, 

passive intermodulation noise arising from nonlinear elements can be studied in this 

context also. 
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