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Abstract

Quantifying evaporation rates and the emission of greenhouse gases from soil plays an

important role in predicting changing climate conditions worldwide. Natural and anthro-

pogenic sources of carbon dioxide and methane in soil, e.g. landfills, lead to the migration

of these gaseous components in the subsurface and into the atmosphere. The complexity

of predicting emissions of these greenhouse gases from the soil into the atmosphere is

high, as not only processes in the porous medium influence the transport, but also the

ambient atmospheric conditions like wind velocities or solar radiation have a substan-

tial influence on the exchange processes. Additionally, as the soil is partially saturated

with water, the problem can only be described properly, when accounting for multiphase

flow processes in the porous medium and assessing how drying of the soil influences the

transport process.

In order to analyse the governing processes and add to the fundamental understanding

of coupled porous-medium free-flow processes, this thesis uses and further develops a

numerical model that is able to describe mass, momentum, and energy transfer between

a porous medium and an adjacent free flow. The transport in the porous medium is

described on the REV scale (representative elementary volume scale) with a suitable

multiphase, multicomponent model. In the free flow the effects of turbulent flow are cap-

tured with Reynolds-averaged Navier-Stokes (RANS) equations and a turbulence model.

Coupling conditions between the two domains impose the conservation of mass, mo-

mentum, and energy. All equations are implemented in the numerical software DuMux.

One major focus point of this work is analysing the effects of solar radiation on evapor-

ation and on the transport of greenhouse gases. The effect of solar radiation is included

in the coupling conditions between the porous medium and the free flow and analysed

under various conditions. A comparison with experimental data shows that the model is

able to capture the relevant physical processes.
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The second focus point is analysing the multicomponent effects of different gaseous com-

ponents, namely the main greenhouse gases carbon dioxide and methane. Both com-

ponents have fluid properties different from air, which makes the choice of analysed

components not only relevant in an environmental context but also aims to enhance the

understanding of how the fluid properties influence the exchange processes in general.

To be able to describe multicomponent effects in diffusive fluxes, the Maxwell-Stefan

formulation is implemented and used in both domains. A process analysis of the major

influences is conducted, followed by a benchmark study on multicomponent transport in

a single-phase set-up, where numerical results are compared to results obtained with the

software COMSOL Multiphysics➤.

For all focus points different set-ups are compared. As the surface of natural soil often

exhibits rough surface structures and uneven topology, set-ups with porous obstacles are

included in each analysis. The obstacles change the flow behaviour in the free flow, which

in turn influences the transport of the components from the soil into the atmosphere.

The main conclusions drawn from the analysis can be split into the following three areas:

Radiation and evaporation: Analysing evaporation rates from different soil types and

under varying wind conditions shows that during both, stage-I and stage-II evapora-

tion, a diurnal cycle of radiation governs the shape of the evaporation curve over time.

However, still the soil types and wind conditions influence the onset time of stage-II

evaporation. Surface temperatures follow a diurnal cycle as well, with a steep increase

in surface temperatures during the transition into stage-II evaporation. The influence

of surface obstacles shows that net radiation rates vary depending on obstacle height,

which then subsequently influences evaporation rates. Following the process analysis, the

numerical results are compared to experimental measurement data, obtained under nat-

ural conditions in lysimeters at the Forschungszentrum Jülich. This comparison shows

that net radiation is captured well with the implemented model. Evaporation rates are

well matched under stage-I evaporation, however under stage-II evaporation, the rates

are overestimated in the model. An analysis of different influential parameters and pro-

cesses shows that with changed soil parameters at the surface, which can be explained

by surface treatment of the soil, evaporation rates match much closer with experimental

data. This shows that the model is able to capture relevant parameter influences.
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Multicomponent transport: Multicomponent transport of carbon dioxide and meth-

ane is analysed in a dry and an unsaturated setting under varying wind conditions and

for different soil types. It is shown that densities and viscosities have a high influence

on the momentum transfer between the free flow and the soil, which in exchange influ-

ences the transport rates across the interface. It is analysed how different soil types can

control which transport process is dominating. This changes e.g. how wind conditions

influence the transport. Multicomponent diffusion is found to have no dominating in-

fluence on predicting methane or carbon dioxide fluxes from the soil into the free flow.

However, the estimated oxygen transport varies substantially for the model which uses

the Maxwell-Stefan formulation in comparison to what a binary Fickian law predicts.

The process analysis shows that porous obstacles can lead to an increased momentum

transfer from the free flow into the porous medium, which can change the transport of

the gaseous components significantly. In order to gain confidence in model results and to

asses the capabilities of the model, additionally a benchmark study is presented. Numer-

ical results obtained in this work are compared to results from the software COMSOL

Multiphysics➤. The benchmark examples cover various scenarios under advective and

diffusive dominated regimes. It is shown that both codes show a very good agreement

for all benchmark examples.

Multicomponent transport and radiation: The last analysis combines the previously

analysed examples on radiation and evaporation with multicomponent transport, ex-

amining how a diurnal cycle of radiation influences the transport of methane and carbon

dioxide. It is shown that although these components are mainly present in the gas phase,

still the temperature changes associated with solar radiation can lead to different trans-

port behaviour. This is especially pronounced for soil with a high permeability and

when the water saturation is low. Then temperature changes are higher which results in

a higher impact of density and viscosity differences on the flow behaviour.
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Zusammenfassung

Die Verdunstungsraten und Emissionen von Treibhausgasen aus Böden zu quantifizieren,

ist ein wichtiger Aspekt, um das sich weltweit verändernde Klima besser vorherzusagen.

Natürliche und anthropogene Quellen von Kohlenstoffdioxid und Methan im Boden, bei-

spielsweise Deponien, führen zur Migration dieser gasförmigen Komponenten im Unter-

grund und in die Atmosphäre. Die Prozessbeschreibung zur Vorhersage der Emissionen

von Methan oder Kohlenstoffdioxid ist dabei sehr komplex, da nicht nur die Prozesse im

Boden einen Einfluss auf den Transportprozess haben, sondern auch die Bedingungen in

der umgebenden Atmosphäre. Beispiele hierfür sind die Windgeschwindigkeit oder die

Sonneneinstrahlung. Zusätzlich muss berücksichtigt werden, dass der natürliche Boden

meist nicht komplett trocken ist, sondern teilweise mit Wasser gesättigt, was zur Folge

hat, dass Mehrphasenprozesse im porösen Medium, sowie das Trocknen des Bodens in

der Prozessbeschreibung berücksichtigt werden müssen.

Zur Analyse der maßgeblichen Prozesse und zur Erweiterung des grundlegenden Verständ-

nisses von gekoppelten Austauschprozessen zwischen einem porösen Medium und einer

freien Strömung wird in dieser Arbeit ein numerisches Modell benutzt und erweitert,

welches in der Lage ist, den Austausch von Masse, Impuls und Energie zwischen einem

porösen Medium und einer freien Strömung zu beschreiben. Die Transportprozesse im

porösen Medium werden dabei auf der REV-Skala (engl. representative elementary volu-

me) mit geeigneten Mehrphasen- Mehrkomponentengleichungen modelliert. In der tur-

bulenten freien Strömung werden RANS-Gleichungen (engl. Reynolds-averaged Navier-

Stokes) und ein Turbulenzmodell verwendet. Kopplungsbedingungen zwischen den beiden

Gebieten garantieren dabei den Erhalt von Masse, Impuls und Energie. Alle Gleichungen

sind dabei in der numerischen Software DuMux implementiert.

Ein Fokus dieser Arbeit liegt dabei auf der Analyse des Einflusses von Sonneneinstrahlung

auf die Evaporation sowie auf den Transport von Treibhausgasen. Der Effekt von Strah-

lung ist hierzu in den Kopplungsbedingungen zwischen dem porösen Medium und der
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freien Strömung implementiert. Der Einfluss der Sonnenstrahlung wird unter verschiede-

nen Bedingungen analysiert. Im Anschluss werden Modellergebnisse mit experimentellen

Daten verglichen und es zeigt sich, dass das Modell die relevanten physikalischen Prozesse

abbilden kann.

Der zweite Fokus dieser Arbeit ist die Analyse von mehrkomponenten Effekten von ver-

schiedenen, hauptsächlich gasförmigen, Komponenten. Dabei liegt das Hauptaugenmerk

auf den Komponenten Methan und Kohlenstoffdioxid. Beide Komponenten zeigen Flui-

deigenschaften, die sich von der Standardzusammensetzung von Luft unterscheiden, wes-

wegen die Auswahl dieser Komponenten nicht nur von hoher Umweltrelevanz ist, sondern

auch dazu dient, den Einfluss verschiedener Fluideigenschaften auf den Austauschpro-

zess zu analysieren. Um mehrkomponenten Effekte in den diffusiven Flüssen zu beschrei-

ben, wird der Maxwell-Stefan Ansatz in beiden Gebieten implementiert und verwendet.

Es wird eine Prozessanalyse durchgeführt, sowie eine Benchmarkstudie über Mehrkom-

ponententransport in Einphasensystemen. Hierbei werden Ergebnisse dieser Arbeit mit

Ergebnissen der Software COMSOL Multiphysics➤ verglichen.

Für alle Fokuspunkte dieser Arbeit werden verschiedene Systeme verglichen. Da der

natürliche Untergrund nur selten komplett flach ist, sondern oft eine unregelmäßige, raue

Topologie zeigt, werden in jeder Analyse auch Set-ups miteinbezogen, welche poröse Hin-

dernisse enthalten. Diese führen zu sehr großen Änderungen des Geschwindigkeitsfeldes

in der freien Strömung, was wiederum den Transport im porösen Medium maßgeblich

beeinflusst.

Die Erkenntnisse aus den Analysen der Prozesse können in drei Gebiete unterteilt werden:

Strahlung und Evaporation: Die Analyse der Evaporationsraten von verschiedenen

Bodentypen und unter variierenden Windbedingungen zeigt, dass sowohl unter Evapora-

tionsbedingungen, die als Verdunstungsphase-I (stage-I) oder -phase-II (stage-II) gekenn-

zeichnet werden können, die Evaporationsraten einen tagesabhängigen Verlauf zeigen,

sodass Strahlung den Verlauf der Kurve stark beeinflusst. Es kann jedoch festgestellt wer-

den, dass das Einsetzen von Verdunstungsphase-II (stage-II) Bedingungen weiterhin auch

vom Bodentyp und den Windgeschwindigkeiten abhängt. Die Oberflächentemperatur des

Bodens zeigt ebenfalls einen charakteristischen Tagesverlauf, wobei die Temperaturen

stark zunehmen, sobald ein Wechsel zur Phase-II Evaporation zu verzeichnen ist. Die

Analyse des Einfluss der porösen Hindernisse zeigt, dass sich die Sonneneinstrahlung

mit variierender Höhe des Hindernisses verändert, was wiederum einen hohen Einfluss
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auf die Evaporationsraten hat. Nach der Prozessanalyse werden die numerisch gewonnen

Ergebnisse mit experimentellen Daten verglichen. Diese Daten stammen aus Messun-

gen unter natürlichen Wetterbedingungen in Lysimetern am Forschungszentrum Jülich.

Der Vergleich zeigt, dass die Sonneneinstrahlung mit der gewählten Modellapproxima-

tion gut abgebildet werden kann. Evaporationsraten unter Phase-I der Evaporationsbe-

dingungen werden ebenfalls gut reproduziert, allerdings werden im Modell Werte unter

trockenen Bedingungen überschätzt. Eine Analyse der Einflussparameter und -prozesse

zeigt, dass mit angepassten Bodenparametern an der Oberfläche sehr viel bessere Ergeb-

nisse erzielt werden können. Grund für diesen Wechsel der Bodenparameter könnte eine

Oberflächenbehandlung des Bodens, z.B. durch Pflügen, sein.

Mehrkomponententransport: Der Transport von Kohlenstoffdioxid und Methan in

einem trockenen und einem teilgesättigten Gebiet wird für variierende Windgeschwin-

digkeiten und Bodenarten untersucht. Diese Analyse zeigt, dass sowohl verschiedene

Dichten als auch Viskositäten einen hohen Einfluss auf den Impulsübertrag von der

freien Störmung in das poröse Medium haben können. Dies wiederum beeinflusst den

Austausch-prozess von Masse zwischen den Gebieten maßgeblich. Es wird gezeigt, dass

unterschiedliche Bodenarten beeinflussen können, welcher Transportprozess dominant

ist. Dies zeigt sich zum Beispiel beim Einfluss der Windgeschwindigkeiten auf den Trans-

port. Der Einfluss von Mehrkomponentendiffusion auf den Transport von Methan und

Kohlenstoffdioxid ist gering, allerdings zeigt sich, dass die vorhergesagten Transportraten

von Sauerstoff von der Atmosphäre in den Boden erheblich abweichen können, wenn der

Maxwell-Stefan Ansatz verwendet wird im Vergleich zu einer Implementierung des Fick-

schen Gesetzes, welches nur binäre Diffusion berücksichtigt. Es wird gezeigt, dass poröse

Hindernisse einen hohen Einfluss auf den Impulsaustausch zwischen freier Strömung und

porösen Medium haben können, was den Transportprozess signifikant beeinflussen kann.

Um die Modellresultate abzusichern und die prediktiven Fähigkeiten des Modells ab-

zuschätzen, wird nach der Prozessanalyse eine Benchmarkstudie präsentiert. Ergebnisse

dieser Arbeit werden verglichen mit Ergebnissen, die in der Software COMSOL Multi-

physics➤ erzielt werden. Die Benchmarkbeispiele decken dabei verschiedene Szenarien

sowohl unter advektiv als auch diffusiv dominierten Systemen ab. Beide Implementie-

rungen zeigen dabei ein sehr gutes Übereinstimmen der Resultate für alle Benchmark-

beispiele.
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Mehrkomponententransport und Strahlung: Die letzte Analyse kombiniert die vor-

herigen Beispiele zur Sonnenstrahlung und Evaporation mit dem Transport mehrerer

Komponenten. Dabei wird analysiert, wie ein Tagesverlauf der Sonneneinstrahlung den

Transport von Methan und Kohlenstoffdioxid beeinflusst. Es wird gezeigt, dass diese

Komponenten ebenfalls von der schwankenden Oberflächentemperatur beeinflusst wer-

den, obwohl sie hauptsächlich in der Gasphase präsent sind. Dies ist besonders in Böden

mit hoher Permeabilität und niedriger Wassersättigung zu sehen. In diesem Fall sind die

Temperaturunterschiede an einem Tag besonders groß, was zur Folge hat, dass Dichte-

und Viskositätsunterschiede ebenfalls einen höheren Einfluss auf das Transportgeschehen

haben.
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1 Introduction

1.1 Motivation

Evaporation from land surfaces plays a key role in predicting climate change and is

a main factor in earth’s surface energy balance [Seneviratne et al., 2006]. Increasing

concentrations of greenhouse gases in the atmosphere lead to higher temperatures in the

soil and the atmosphere and therefore increased evaporation rates. At the same time,

soil and agricultural use of the soil are major sources of greenhouse gases themselves

[IPCC, 2013, Solomon et al., 2007], leading to complex interactions between evaporation

and the migration of greenhouse gases into the atmosphere.

A substantial amount of greenhouse gases emitted by the soil stems from soil respiration

due to microbial activity or root respiration [Oertel et al., 2016]. In a series of experimen-

tal investigations Russell and Appleyard [1915] found that natural soil often has a higher

carbon dioxide content (up to 3.5 %) than the atmosphere, leading to carbon dioxide

migration from the soil into the atmosphere. Additionally, anthropogenic sources like

landfills contribute to the release of greenhouse gases [IPCC, 2013]. Particularly methane

and, due to its oxidation, also carbon dioxide are found in much higher concentrations

in the soil in the vicinity of landfills. Gebert et al. [2011] show that for landfill covers

methane concentration in soil can have peak concentrations of up to 40 % based on a

volumetric ratio.

Evaporation and gas migration at the soil surface are subject to the ambient weather

conditions, e.g. solar radiation, humidity, and wind velocities, that influence the transport

behaviour of water, air, and greenhouse active gas components in the unsaturated zone

and in the atmosphere [e.g. Davarzani et al., 2014, Ganot et al., 2014, Fetzer et al., 2016,

Poulsen et al., 2017, Laemmel et al., 2017]. Moreover, soil conditions e.g., soil moisture,

soil heterogeneities, and surface treatment of the soil, can have a tremendous influence on

evaporation and the release of greenhouse gases [e.g. Reicosky et al., 1997, Poulsen et al.,
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2001, Mosthaf et al., 2014, Deepagoda et al., 2016, Fetzer et al., 2017]. Additionally, the

gas components itself can interact and influence the transport behaviour, increasing the

complexity of the analysis even further [e.g. Molins et al., 2010, Bahlmann et al., 2020].

In order to evaluate the influence of these conditions, several intertwined processes in-

fluencing the gas exchange at the interface between soil and atmosphere need to be

considered and analysed. An overview of these processes is given in Figure 1.1.

Turbulent free flow

Radiation 

Convection

Multiphase 

flow

 Evaporation

surface roughness

conduction

Multicomponent 

transport

Landfill
CH4

CO2

Figure 1.1: Overview of processes influencing evaporation and gas transport in natural systems.
Here, a landfill is considered as a source of methane and carbon dioxide, which is
then transported in the unsaturated zone and migrates into the atmosphere.

These processes are highly coupled. Therefore, it is common to describe the necessary

processes in coupled models, where suitable balance equations are chosen to describe

the transport behaviour. Several of these existing coupled models focus on evaporation,

analysing the water vapour exchange under different focus points and levels of complexity:

Mosthaf et al. [2014] and Davarzani et al. [2014] both analyse evaporation under laminar

free-flow conditions, assuming a sharp interface between the porous medium and the free

flow. Fetzer et al. [2017] focus on evaporation under turbulent flow conditions, analysing

the influence of soil heterogeneities. Haghighi and Or [2015], Gao et al. [2018] analyse

evaporation from wavy surfaces, e.g. occurring in tilled soil.

Ahmadi et al. [2020] investigate the transport of methane and carbon dioxide experimen-

tally as well as numerically in a coupled soil-atmosphere model under dry conditions,
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applying a one-domain approach using Brinkman’s equation in the porous medium as

well as in the free flow. Basirat et al. [2015] also apply a one-domain approach and studies

a dry porous medium, evaluating carbon dioxide fluxes in sand columns. Both studies

use the Maxwell-Stefan formulation to include possible multicomponent effects in the

diffusive behaviour. Oldenburg and Unger [2004] investigate carbon dioxide migration

in the unsaturated zone coupled to the atmosphere without incorporating evaporation

and it’s effects on the gas migration and assuming diluted components so that a Fickian

diffusive behaviour can be assumed. Furthermore, several studies investigate transport

of greenhouse gases without resolving the atmosphere explicitly and accounting for its

effects with boundary conditions [e.g. Molins et al., 2008, Deepagoda et al., 2016].

Coupled porous-medium free-flow models can also be applied to other fields of research,

e.g. fuel cells [e.g. Baber et al., 2016], food drying [Defraeye and Martynenko, 2018] or

filter technology [e.g. Hanspal et al., 2006].

1.2 Objectives and challenges

This work analyses coupled free-flow porous-medium processes under natural conditions

including the transport of multiple components and their exchange with the atmosphere

(see Figure 1.1). As solar radiation has an immense influence on these processes, one

focus point is put into analysing the impact of solar radiation. Solar radiation leads to a

tremendous energy input into the system, changing the transport behaviour and phase

change of the components immensely. Moreover, the impact of the presence of several

gaseous components on the exchange process is analysed in detail. A coupled porous-

medium free-flow model is used to analyse the processes, where coupling conditions ensure

mass, momentum and energy conservation between the porous medium and free flow.

This work expands the existing coupled free-flow porous-medium model based on the pre-

vious work by Mosthaf et al. [2014], Fetzer et al. [2016, 2017] with a concept to include

solar radiation. While the previous work focused on analysing two component systems,

namely water and air, this work moreover expands that to include more components,

focussing on the greenhouse gases methane and carbon dioxide. The diffusion concept is

expanded to a Maxwell-Stefan formulation which is valid for multi-component diffusion.

Surface heterogeneities, their influence on evaporation and radiation, and multicompon-
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ent transport are analysed, as well as the impact of turbulence under different wind

conditions.

1.3 Outline of thesis

In this chapter the topic of multicomponent transport across the free-flow porous-medium

interface and its relevance is introduced, giving an overview about existing literature on

the topic. In Chapter 2 the necessary fundamental definitions for porous medium flow,

the free flow, and the interface between these compartments are presented. Additionally,

the relevant processes that are investigated in the following chapters are described. In

Chapter 3 an overview of the mathematical model and the necessary balance equations

to describe these processes is given. In Chapter 4 the discretization and the numerical

model is given, as well as details to the used software framework.

In the next three chapter the numerical analysis and discussion of evaporation and mul-

ticomponent transport under the influence of radiation are presented: In Chapter 5

evaporation and a diurnal cycle of solar radiation is analysed and a comparison to exper-

imental data obtained in the research project TERENO SoilCan is presented, Chapter 6

analyses and discusses results for multiphase multicomponent transport and a benchmark

study on single-phase multicomponent transport. Chapter 7 analyses multicomponent

transport under the influence of radiation. The last chapter summarizes the presented

work and gives an outlook on future work.



2 Fundamentals

In this chapter the basic definitions and fundamental relationships that are necessary

for the development of the conceptual model and the interpretation of the results are

introduced. First, general definitions are given in Section 2.1. Then in Section 2.2 basic

definitions for multicomponent interactions are described, in Section 2.3 an overview of

the quantities that occur in porous medium flow is given, and in Section 2.4 the definitions

necessary to define the free flow in the atmosphere are introduced. Finally, in Section

2.5 the relevant processes, that are analysed in more detail in this work are described

in more detail. More extensive definitions for porous medium flow, than given in the

following, can be found e.g. in Helmig [1997] or Bear [2018].

2.1 General definitions

2.1.1 Scales

This work is based on continuum scale models, which means that average quantities like

density and viscosity are considered as opposed to the molecular scale, where molecule in-

teractions are investigated. In a porous medium, flow and transport of mass, momentum

and energy can be considered on different scales. On the pore-scale, information about

the location and shape of each pore needs to be accounted for, which makes it com-

putationally demanding. To be able to describe larger domains, an averaging over the

pore space can be applied, which results in a representative elementary volume (REV).

On this so-called REV-scale, pore-scale information are transferred to volume-averaged

properties like the porosity, which is defined later in Section 2.3.



6 2 Fundamentals

averaging

pore scale REV scale

Figure 2.1: Averaging process from the pore scale to the REV scale.

2.1.2 Phases

A phase, α, can consist of several components and is characterized by a physical state.

A phase can be liquid, solid or gaseous. On the continuum scale the state is defined

by the temperature, pressure, and composition of each state. The different phases are

separated by a sharp interface and discontinuous phase properties.

2.1.3 Components

Components, i, are chemical species, which can be present in several phases. Each phase

consists of at least one component. Their presence in phases can vary due to pressure and

temperature changes during processes like condensation, vaporization, or dissolution.

2.1.4 Basic thermodynamic defintions

Chemical potential

The chemical potential, ηiα of a component, i, in a phase α is defined as

ηiα =
∂Gα

∂ni
α

⃓

⃓

⃓

p,T,nj
(2.1)

with the Gibbs free energy of the phase, Gα and ni
α as the number of mole of the

component, i, in the phase, α.
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Local thermodynamic equilibrium

A general assumption of this work is that of a local thermodynamic equilibrium. This

means that the system is in local mechanical, thermal and chemical equilibrium. Thermal

equilibrium implies that locally all present phases have the same temperature, which

means that within one local REV the solid temperature equals the fluid temperature.

Mechanical equilibrium describes the condition that pressures on either side of a phase

boundary are equal. In porous media pressure jumps, stemming from capillary forces,

can still arise [Helmig, 1997], see Section 2.3.3. Chemical equilibrium is given when all

components have the same chemical potential and equilibrium relations can be assumed

to calculate phase compositions.

2.2 Definitions for multiphase, multicomponent

interactions

The following section defines the quantities that are necessary for the description of

multicomponent fluid mixtures and gives an overview of the mixing laws that are used to

calculate phase composition. More extensive definitions can be found e.g. in Bear [2018].

2.2.1 Mass and mole fractions

The mole fraction, xi
α, of a component, i, in a phase, α, is the ratio of the number of

moles, ni
α, of a component in a phase, to the number of moles in the phase as a whole,

denoted by nα.

xi
α =

ni
α

nα

=
ni
α

∑︁

i n
i
α

. (2.2)

The mass fraction, X i
α, of a component in a phase can be calculated from the mole

fractions with the molar mass of each component, M i:

X i
α =

xi
αM

i

Mavg,α

. (2.3)

Mavg,α =
∑︁

i x
i
αM

i describes the average molar mass of the phase. With these definitions

both, mass and mole fractions, are constrained by
∑︁

i x
i
α =

∑︁

i X
i
α = 1.
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2.2.2 Molar phase density and phase density

The density, ϱα, and molar density, ϱm,α, of a phase are dependent on temperature, T ,

pressure, pα, and the composition of a phase. For gases, often the ideal gas law is used

as an equation of state, which relates these quantities together with the universal gas

constant R,

ϱg =
pgMavg,g

RT
, ϱm,g =

pg
RT

. (2.4)

Most gases under the moderate pressures and temperature ranges investigated in this

work show a behaviour very close to the ideal gas law.

Figure 2.2 shows the gas density dependent on temperature and composition for a gas

mixture and various pure gases as used in this work.
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Figure 2.2: Left: Gas density of different gases dependent on temperature at a pressure of 1·105
Pa. Right: Density of a mixture of nitrogen with different gases at a temperature
of 293.15 K and pressure of 1 · 105 Pa.

2.2.3 Viscosity

The dynamic viscosity, µα, is a measure of a fluid’s flow resistance. In multicomponent

mixtures viscosities depend on temperature, pressure and composition. While a liquid’s

dynamic viscosity decreases with temperature, for gases the viscosity increases with in-

creasing temperature.
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For the gas phase at low pressures, the dynamic viscosity of a gas mixture, µg, can be

approximated as a mixture of the pure component viscosities, µN
g , for N components

with the method of Wilke [Wilke, 1950]:

µg =
N
∑︂

i

xi
gµ

i
g

∑︁N
j xj

g

(1+(
µi
g

µ
j
g
)1/2(M

j

Mi )
1/4)2

(8(1+Mi

Mj ))
1/2

. (2.5)

Figure 2.3 shows the dependency of viscosity of various pure gases on temperature.

Additionally, the dependency on composition is displayed for a gas mixture of N2 with

various different gases.
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Figure 2.3: Left: Gas viscosity of different gases dependent on temperature at a pressure of
1 · 105 Pa. Right: Gas viscosity of a mixture of nitrogen with different gases at a
temperature of 293.15 K and pressure of 1 · 105 Pa.

In fluid mechanics, often the kinematic viscosity, να, is used. This quantity is defined

with να = µα/ϱα.

2.2.4 Enthalpy, internal energy and heat capacity of a fluid

If non-isothermal processes are considered, a fluid’s internal energy becomes important.

The specific internal energy, uα, of a fluid is defined as the internal energy divided by

the fluid’s mass and describes the total energy of a fluid phase.

In case the volume of a fluid does not change, the derivative of the internal energy with

the temperature is defined as the specific heat capacity at constant volume, cv.
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In contrast, if the fluid is not incompressible, that means that the specific volume of the

fluid, v, can change with pressure, additionally the energy for volume change needs to

be accounted for. This yields the definition of a fluid’s specific enthalpy with:

hα = uα + pαvα = uα +
pα
ϱα

. (2.6)

The specific enthalpy’s derivative with the temperature yields the specific heat capacity

of a fluid at constant pressure cp:

cp =
∂h

∂T
. (2.7)

For an ideal gas the changes in cp only depend on temperature, which means this relation

can be used to calculate fluid’s enthalpies.

2.2.5 Thermal conductivity of a fluid

Thermal conductivity, λα, relates the conductive energy flux to the temperature gradient

in a fluid phase. It depends on temperature and pressure of the phase as well as on

composition. Table 2.1 gives an overview of the relationships used to calculate this

property for the components as well as for phase compositions.

2.2.6 Phase composition

In multiphase systems a component can be present in several phases, which makes it

necessary to find closure relations to determine a phase’s composition. When all present

phases are in chemical equilibrium, equilibrium relations can be used to calculate phase

compositions. These are described in the following.

Raoult’s Law and Henry’s Law

Raoult’s law and Henry’s law give a relation for the partial gas pressure of a component

in contact with a liquid mixture. Raoult’s law can be used for the main component of

the liquid and Henry’s law for the lower concentrated components. Class [2001] gives a

further description for the applicability of each law.
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In Raoult’s law the saturated vapour pressure, pisat, is used to calculate the mole fraction

of the component. In non-porous systems, the saturated vapour pressure is solely a

function of the temperature of the system. The capillary pressure in a porous medium

can change that, and capillary effects need to be taken into account. This is described

in 2.3.5.

Raoult’s law is given with:

xi
w =

pig
pisat

. (2.8)

Henry’s law can be used when xi
w <<1. Instead of using the saturated vapour pressure,

it uses the so-called Henry coefficient H i
w, describing the tendency of the component to

vaporize into the gas phase:

xi
w =

pig
H i

w

, H i
w = H i

w(T ) . (2.9)

If the liquid phase mostly consists of water, the relationship given by the International

Association for the Properties of Water and Steam (IAPWS) for various solutes in liquid

water can be used to calculate the Henry coefficient [Fernández-Prini et al., 2003]. Figure

2.4 shows the equilibrium mole fraction of four different components in the liquid phase

dependent on temperature, calculated with that relationship.

Dalton’s Law

Dalton’s law can be applied to ideal mixtures and states that the partial pressure of each

component in a gas mixtures sums up to the total gas pressure of the gas phase, with

pg =
∑︂

i

pig . (2.10)

The ratio of partial pressure to phase pressure can be used to calculate the mole fraction

of each component in an ideal gas mixture,

xi
g =

pig
pg

. (2.11)
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Figure 2.4: Mole fraction of different components in the liquid phase dependent on temperature,
calculated with Henry’s law. The gas pressure is set to 1 · 105 Pa and the mole
fraction of the components in the gas phase to 0.1.

In case the influence of diluted components in the liquid phase can be neglected and

the system is in chemical equilibrium, the partial pressure of the component equals the

saturated vapour pressure. Then the equilibrium mole fraction can be calculated with:

xi,eq
g =

pisat
pg

. (2.12)

2.2.7 Overview of constitutive relations for fluid parameters

To compute all fluid parameters constitutive relations are needed to calculate their values

dependent on temperature, pressure and composition. Table 2.1 gives an overview of

these relationships as they are used in this work.



2.3 Definitions for porous medium flow 13

parameter component/phase reference

density component ϱig ideal gas law (Eq. 2.4)

ϱH2O
g , ϱH2O

w IAPWS [1997]

phase ϱg ideal gas law (Eq. 2.4)

ϱw = ϱH2O
w,m

∑︁

M ixi
w Class et al. [2002]

dynamic viscosity component µH2O
g , µH2O

w IAPWS [1997]

µi
g Chung et al. [1988]

µCO2

g Fenghour et al. [1998]

phase µg Wilke method (Eq. 2.5)

µw = µw
H2O

specific enthalpy component hH2O
g , hH2O

w IAPWS [1997]

hi
g = cip,gT Eq. 2.2.4 for ideal gases

hCO2
g Span and Wagner [1996]

phase hg =
∑︁

hi
gX

i Class [2001]

hw = hw
w

specific heat capacity component cH2O
p,g , cH2O

p,w IAPWS [1997]

cip,g Joback [1984]

phase cp,g =
∑︁

cip,gx
i

cp,w = cH2O
p,w

specific internal energy phase ug Eq 2.6

uw Eq 2.6

thermal conductivity component λH2O
w , λH2O

g IAPWS [1997]

λi
g = const

λN2

g Linstrom and Mallard

λO2

g Linstrom and Mallard

phase λg =
∑︁

λi
gx

i

λw = λH2O
w

Table 2.1: Relationships for the calculation of the fluid properties. If the component indices
are denoted by i and not with their specific name, the components not specifically
addressed use the law given for i.

2.3 Definitions for porous medium flow

As mentioned before, the averaging process to obtain properties of the porous medium

on the REV-scale leads to volume-averaged quantities. These averaged porous medium

quantities are described in the following section.
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A fluid phase in contact with another phase will always form an interface between the

phases. Depending on the curvature of the interface, a fluid phase in contact with a

solid phase can be distinguished if it is wetting or non-wetting towards the solid. In

the following, the system of interest is a porous medium with two different fluid phases

present. Separated by their wetting behaviour towards the solid phase, they are denoted

by the subscript w for the wetting phase or n for a non-wetting phase. In case of water

transport in the unsaturated zone in natural soil, the wetting phase is normally the liquid

water phase and the non-wetting phase the gas phase, which is denoted by the subscript

g.

2.3.1 Porosity

The porosity, ϕ, is defined as the ratio of volume of voids (or pore volume) to volume of

the REV:

ϕ =
Vvoid

VREV

. (2.13)

2.3.2 Saturation

The saturation, Sα of a fluid phase characterizes the ratio of the volume of a phase to

the void volume:

Sα =
Vα

Vvoid

. (2.14)

Due to that definition, the sum of saturation over all present phase is one:

∑︂

α

Sα = 1 . (2.15)

2.3.3 Capillary pressure

Capillary pressure arises in multiphase flow due to a discontinuity of pressure at the

interface between two phases. On the REV-scale it is defined as:

pc = pn − pw . (2.16)

On the pore scale this difference can be calculated by the Young-Laplace equation but on

the REV scale other relationships need to be found. One example of such a relationship
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is the van-Genuchten relationship [van Genuchten, 1980] that relates the water saturation

in a porous medium to the difference between non-wetting and wetting phase pressure

on the REV scale:

pc =
1

αV G

(S
−1/mV G

eff − 1)1/nV G (2.17)

with mV G = 1−1/nV G. The van-Genuchten parameters depend on the type of solid and

geometry of the solid and are determined by fitting to experimental data. The term Seff

describes the effective saturation, defined as:

Seff =
Sw − Sr,w

1− Sr,g − Sr,w

. (2.18)

This effective saturation accounts for the effect, that soil often does not dry completely

and additionally never completely saturates with water so a residual saturation, Sr, is

always present.

2.3.4 Relative permeability

In multiphase flow in a porous medium, the relative permeability, kr, accounts for the

blockage of flow paths due to the presence of another phase. Relative permeabilities can

be described depending on saturations. As in the case of capillary pressure, a commonly

used function is the van-Genuchten relationship [Mualem, 1976, van Genuchten, 1980],

which defines the relative permeabilities of the wetting phase and the non-wetting phase

with:

kr,w =
√︁

Seff(1− (1− S
1/mV G

eff )mV G)2 , (2.19)

kr,n = (1− Seff)
1/2(1− S

1/mV G

eff )2mV G . (2.20)

2.3.5 Saturated vapour pressure under high capillary pressure

As previously described under assumptions of thermodynamic equilibrium, Raoult’s law

can be used to compute the partial gas pressure of the main component of the liquid

phase with the help of the saturated vapour pressure. Under high capillary pressures,

which means high curvature of the interface between gas and liquid phase, that capillary

pressure can alter the saturated vapour pressure, which is then not purely a function
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of the system’s temperature any longer, but capillary effects need to be included. That

can be described by Kelvin’s equation [Thomson, 1872], here assuming that the main

component of the liquid phase is water, denoted by the index H20.

pisat, Kelvin = pisatexp

(︃

−pcM
H20

ϱwRT

)︃

(2.21)

2.4 Definitions for free flow

In this work the transfer of several gaseous components from the porous medium into the

free flow and vice versa is investigated. Under natural conditions several flow regimes

can occur depending on the flow velocity and fluid mixture. These flow regimes can be

distinguished by the Reynolds number. In general the Reynolds number, Re, is defined

as:

Rex =
vxd

να
(2.22)

dependent on a characteristic velocity, vx, the kinematic viscosity, να, and a characteristic

length, d. The Reynolds number denotes a ratio between inertia and viscous forces. High

Reynolds numbers mean turbulent flow behaviour that is characterized by the formation

of eddies and high fluctuations. Laminar flow in contrast is regular and stream lines are

parallel. More information about the different flow conditions can also be found in fluid

mechanic textbooks such as White [2016], Schlichting and Gersten [2006].

Two other dimensionless numbers that can be used to characterize a flow regime are the

Schmidt number, Sc, and the Prandtl number, Pr. The Schmidt number relates viscous

to diffusive forces and is defined as:

Sc =
µ

ϱDij
. (2.23)

The Prandtl number relates viscous to conductive forces:

Pr =
µcp
λ

. (2.24)

Especially important in the evaluation of transport across the porous-medium free-flow

interface is the formation of a boundary layer and its thickness, which is further explained

in the following.
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2.4.1 Boundary layer characteristics

Boundary layers evolve when fluid flows across an interface. For flow over a flat plate

the velocity boundary layer thickness is defined as 99 % of the free stream velocity.

Boundary layers also can be defined for temperature and pressure but the thickness of the

boundary layer does not necessarily have to be the same for temperature, concentration,

and velocity.

Under turbulent flow conditions a further subdivision of the boundary layer into a viscous

sublayer and a turbulent part can be made. In the viscous sublayer, viscous forces dom-

inate and transport is mostly diffusion dominated. This makes it crucial to approximate

that boundary layer thickness correctly as it is decisive for the transport behaviour from

the porous medium into the free flow.

The boundary layer and viscous sublayer thickness can change with the composition

and the temperatures of the fluid phases, which is why the influence of multicomponent

mixtures and temperature is investigated in this work. Changes in these variables are

relevant as the viscosity of the fluid phases is directly influenced by both. If the viscosity

changes, the boundary layer thickness and viscous sublayer thickness will also change as

the flow behaviour changes. Additionally, density changes can lead to buoyancy effects,

which also influence the flow behaviour.

Figure 2.5: Boundary layer evolution over a flat plate from a laminar to a turbulent flow regime.

The boundary layer and viscous sublayer thickness have a tremendous effect on the

mass, momentum and energy transfer between a porous medium and a free flow [e.g.

Shahraeeni et al., 2012, Fetzer et al., 2016]. If non-flat surfaces are considered, this

boundary layer development will be drastically changed as the sublayer can detach and

eddies can develop, leading to enhanced mixing. These eddies can also separate areas

from the main flow, leading to zones where transport rates are lower and the transported

quantities accumulate. For evaporation this is investigated in Haghighi and Or [2015],

Gao et al. [2018, 2020], Coltman et al. [2020].
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2.5 Relevant processes

When describing evaporation and gas transport of various components under natural

conditions, several processes have a high impact on mass transfer from the porous medium

into the atmosphere, i.e. surface topology and roughness highly influence evaporation

rates, which is evaluated in detail in Fetzer et al. [2016], Fetzer [2018].

This work focuses especially on investigating evaporation under the influence of diurnal

cycles of solar radiation and the interaction of evaporation and transport of various gases

in the subsurface and across the porous-medium free-flow interface. The dominating

processes for this investigation are described in the following.

2.5.1 Transport processes

The presence of multiple components in a mixture can change the behaviour of the whole

mixture by changing e.g. viscosities or densities as described above.

A non-reacting, non-absorptive component can be transported by two different mechan-

isms: One process is the advective transport of the bulk phase. The second process stems

from molecule-molecule interactions of the different components and can be described

with a suitable diffusion model.

Diffusion due to molecule-molecule interactions is a research topic which has been very

intensively discussed in various scientific disciplines. Cussler [2009] give a brief overview

of the history of research about that topic. The driving force for diffusion is the difference

in chemical potential. However, in most cases, that general driving force is divided into

driving forces due to concentration, pressure (pressure diffusion), and external forces

(forced diffusion), e.g. gravity or the electric field of an ion. Additionally, it is possible

that a temperature gradient induces a diffusive flux, a phenomenon known as the Soret

effect [Cussler, 2009]. Not all of these driving forces always contribute substantially to the

overall flux and often some contributions can be neglected. Kast and Hohenthanner [2000]

give an overview of the different transport mechanisms and their influence under different

conditions. In the further investigation pressure diffusion, temperature diffusion, and

forced diffusion will not be considered as these effects are very small under conditions that

are relevant for evaporation processes at the soil-atmosphere interface. More information
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about different models describing diffusion that are investigated in this work can be found

in Chapter 3.

In principle, on the micro-scale (pore-scale) and on the macro-scale (REV scale) these

diffusion models are derived from the same basis. However, on the REV scale when

dealing with flow in a porous medium, diffusion coefficients need to additionally account

for properties of the solid, which is accounted for in the so-called effective diffusion

coefficient. This is further described in Chapter 3. More information about the upscaling

from the micro-scale to REV scale can be found e.g. in [e.g. Helmig, 1997].

In porous media, apart from the advective transport and the transport due to molecular

diffusion, additionally a third process can be relevant: Knudsen diffusion, which describes

the interactions of a molecule with the walls of the porous medium.

Knudsen diffusion is relevant when pore diameters of the porous medium are small, so

that gas molecules collide with the pore walls rather than with other molecules. Studies

about the influence of Knudsen diffusion show that for permeabilities lower than 10−13 m2

Knudsen diffusion can start to play a role. Substantial changes in the transport due to

Knudsen diffusion are mostly found in lower permeabilities though [e.g. Aronofsky, 1954,

Sleep, 1998, Webb and Pruess, 2003, Reinecke and Sleep, 2002].

The Knudsen number Kn helps to distinguish between the different regimes and can help

to decide whether to incorporate Knudsen diffusion or not. If the Knudsen number is

lower than 0.001, Knudsen diffusion or slip diffusion does not play a role in the transport

description any longer [Bear, 2018]. The Knudsen number is defined as:

Kn =
λkn

dp
(2.25)

where λkn describes the mean free path of the molecules and dp the mean pore diameter.

It can be calculated with

λkn =
kBT√
2pgπd2g

(2.26)

and dg as the kinetic diameter of the gas component and kB as the Boltzmann constant.

For the case of CO2 (dg = 3.30e−10 m) and a medium sand (dp = 1.38e−4 m [Stingaciu

et al., 2010]), atmospheric pressure (1 ·105 Pa) and a temperature of 298.15 K this means

that Kn = 0.000617 <0.001.
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Knudsen diffusion will not be considered in this work as it is not a relevant transport

process in the unsaturated zone in natural soil.

2.5.2 Evaporation

Evaporation from soil is the process of phase change from liquid water into water vapour

and the subsequent transport of that vapour across the porous-medium free-flow interface

into the atmosphere. Along with that mass transport, energy is transported. Especially

important in that regard is evaporative cooling, which occurs due to the phase change

of water from liquid to vapour.

In general, evaporation from bare soil can be characterized in two distinct drying stages

[e.g. Lehmann et al., 2008, Yiotis et al., 2007]. The first stage with a nearly constant

evaporation rate, often referred to as stage-I evaporation rate or constant-rate period. In

this stage, evaporation is mostly governed by the boundary layer thickness and vapour

content of the atmosphere, as liquid water is still present at the interface and no limiting

factor. Only evaporative cooling and with that a change in the equilibrium vapour

content in the porous medium, can lead to a small decrease of evaporation rates. This

changes when the drying front moves into lower layers of the soil, and no liquid water is

present at the interface any more. Then evaporation is diffusion-limited, that means the

diffusive flux across the unsaturated zone limits evaporation rates. This second stage is

often called stage-II evaporation or falling-rate period. Figure 2.6 visualizes these stages

and the evaporation curve.
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Figure 2.6: Conceptual sketch of the stages of evaporation.
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2.5.3 Radiation

Solar radiation has a major effect on evaporation under natural conditions. The energy

that is supplied by radiation plays a major role in the phase change of liquid water to

water vapour and needs to be accounted for in a surface energy balance under natural

conditions. Additionally, a surface energy balance of bare soil needs to account for the

energy that is transported into deeper soil layers by conduction and the part of the energy

that is transferred back to the atmosphere by conduction or convection. This balance

can be written as [e.g. Monteith, 1981, Penman and Keen, 1948, Brutsaert, 1982]

Rn = LeE +H +Gh . (2.27)

Net radiation, Rn, denotes the balance of incoming and outgoing energy at the earth’s

surface and therefore balances short- and long-wave radiation at the soil surface. When

reaching the earth’s surface, the incoming net radiation is split up into latent heat, LeE,

that part of the energy that does not lead to temperature change but to a phase change

of a substance, a ground heat flux, Gh, that heats up deeper soil layers, and a sensible

heat flux into the atmosphere, H, that leads to change in temperature in the atmosphere.

The sun emits short-wave radiation that is already partly reflected in the atmosphere and

does not reach the soil surface. Additionally, a part of the incoming radiation is reflected

by the soil surface and transferred back into the atmosphere, while the remaining part

is adsorbed by the soil. This partitioning depends on the surface’s albedo value, which

describes the ratio between incoming and reflected radiation. Surface albedo is influenced

by various parameters, e.g. soil type, soil moisture, soil structure or soil treatment [e.g.

Bowers and Hanks, 1965, Matthias et al., 2000, Davin et al., 2014, Post et al., 2000]. A

parametrization depending on soil moisture is described in Section 3.4.3. Additionally, a

part of the incoming solar radiation is transferred back into the atmosphere as long-wave

radiation. Therefore, net radiation can be described as the sum of long- and short-wave

radiation at the soil surface [e.g. Brutsaert, 1982, Novak, 2010]:

Rn = Sirr(1− αpm) + σBϵpm(ϵffT
4
ff − T 4

pm) , (2.28)

where the first term characterizes short-wave radiation with Sirr as the solar irradiance

and αpm as the soil surface albedo. The second term describes the balance of incoming

long wave radiation from the atmosphere and outgoing long-wave radiation from the soil

with σB as the Stefan-Boltzmann constant, ϵpm as the soil surface emissivity, ϵff as the
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atmospheric emissivity, Tff as the atmospheric temperature and Tpm as the soil surface

temperature. More information about the parametrization used to calculate this balance

can be found in Section 3.4.3.

Not only evaporation is influenced by the energy supplied by solar radiation. Under

natural conditions thermal gradients can have a high influence on the transport of other

gaseous components as well [Rose and Guo, 1995, Nachshon et al., 2008]. Ganot et al.

[2014] also show that thermal gradients in the high permeability soil, due to radiation

and cooling during the night, can lead to unstable gas density profiles, that enhance the

release of carbon dioxide during the night tremendously.

2.5.4 Influence of wind conditions on the transport across the

porous-medium free-flow interface

As previously described, it is shown in several numerical and experimental studies that

wind flow close to a porous medium can have a high influence on the exchange of gaseous

components between the soil and the atmosphere. It is understood that the bound-

ary layer thickness, which depends on wind speed, strongly influences the transport of

components [Haghighi et al., 2013, Fetzer et al., 2016]. In the boundary layer (or in

the turbulent case the viscous sublayer) transport is governed by diffusion. When the

boundary layer is thinner due to higher wind speeds, the diffusive transport across that

layer is enhanced due to the higher gradient.

Additionally, several studies show that not only diffusion through the porous medium and

the boundary layer influences the transport of gaseous components, but also momentum

transfer across the porous-medium free-flow interface can have a significant influence:

Poulsen et al. [2003], Nastev et al. [2001] and Massmann and Farrier [1992] demonstrate

that changes in atmospheric pressure can influence the exchange of greenhouse gases

between a landfill and the atmosphere significantly.

Often, changes in air pressure are associated with so-called turbulence-induced pressure

pumping [Maier et al., 2010, Mohr et al., 2016, Laemmel et al., 2017], which enhances

the transfer between the soil and the atmosphere at high wind speeds. These high wind

speeds lead to pressure fluctuations in the upper soil layer, enhancing the mixing and

transport. This is mostly relevant in high permeable soils like gravel or very coarse sand
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and is approximated in the models as an additional dispersive mixing [Pourbakhtiar

et al., 2017, Poulsen, 2019].

δdiffusion

turbulent 

mixing

bouyancy

turbulence induced 

pressure pumpingmomentum

transfer

wind induced advection

Figure 2.7: Processes influencing the transport across the porous-medium free-flow interface.

Not only turbulence induced fluctuations might influence the transport, but wind can

also lead to more stable transfer of momentum into the porous medium, leading to wind

induced horizontal advective fluxes [Poulsen, 2019, Bahlmann et al., 2020]. This can

lead to additional transport of the gaseous components and result in non-uniform pat-

terns in the concentration distribution. These differences can then influence the diffusive

flux across the porous-medium free-flow interface when concentrations are enhanced or

decreased by additional advective fluxes.

In multiphase scenarios also indirect effects of wind conditions can play a role. As higher

wind velocities lead to higher evaporation rates under stage-I evaporation [e.g. Fetzer

et al., 2016], this decreases the temperatures at the interface due to evaporative cooling.

This influences diffusion coefficients, but also densities and viscosities and can therefore

also influence the advective transport of the components.

Figure 2.7 gives an overview over these processes that can be influenced by wind condi-

tions when investigating gas transport across the porous-medium free-flow interface in a

multiphase set-up.





3 Conceptual model for the

subdomains and coupling conditions

This chapter describes the mathematical model that is employed to describe the processes

relevant for quantifying multicomponent transport across the free-flow porous-medium

interface on a continuum scale.

In general there are two approaches possible to describe these coupled processes. One

possibility is to use one set of equations that is employed in the whole domain (single

domain approach), the other is to describe two domains with their own set of equations

and use suitable coupling conditions for the transfer of mass, momentum and energy

from one domain into the other (two domain approach). In this work the latter is used

to model the necessary processes.

Before the equations for mass, momentum, and energy transport in each domain are

presented, two different diffusion concepts are described. First, the commonly used

Fick’s law, that is valid for binary and dilute multicomponent mixtures and second

the Maxwell-Stefan formulation, that is valid for multicomponent diffusion as well as

binary diffusion. Both of these models can be used to describe diffusive transport in the

subsurface and in the free flow.

Afterwards, this chapter describes the equations for the submodels porous medium and

free flow and the coupling conditions for mass, momentum, and energy transfer across the

interface of the subdomains. Along with these coupling conditions the parametrization

used to describe diurnal variations in solar radiation is presented.

In Section 3.4.2 a short description of the single domain approach is given, as results of

the coupled model are compared against the single domain approach in Section 6.2.
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3.1 Diffusion models

The following sections describes the two most commonly used diffusion models for mul-

ticomponent transport in the subsurface. As described before, their derivation is valid

under micro-scale considerations and on the REV scale. On the latter scale, diffusion

coefficients in the porous medium need to be adapted to account for effects of the solid

phase. This is further described in Section 3.2. The following derivations hold for single-

and multiphase flow. For multiphase flow, diffusion is described in each phase. As diffu-

sion in liquid or gaseous phases only differ in their diffusion coefficients, in the following

section the indices for the different phases α are omitted.

3.1.1 Fick’s law

For binary mixtures and dilute concentrations Fick’s first law can be employed [Fick,

1855]. Fick’s law describes the motion of species relative to a reference velocity of the

mixture. Depending on the reference system, several formulations of Fick’s law are

available. Which one to employ, depends on the chosen reference system. In a mass

reference system the diffusive mass flux jidiff [kg s−1] of a component i is described by

jidiff = ϱi(vi − v) (3.1)

with the mass reference velocity v defined by:

v =
n
∑︂

i=1

X ivi (3.2)

with vi as the species velocities.

More information about the reference systems, it’s benefits and transformation from one

reference system into another can be found e.g. in Taylor and Krishna [1993].

For a mass reference system Fick’s law is given by [e.g. Bird et al., 2006]:

jidiff = −Dijϱ∇X i . (3.3)

This form of Fick’s law is valid for binary mixtures with the index j indicating the second

species. It relates the mass fraction gradient to the diffusive mass flux by employing a



3.1 Diffusion models 27

binary diffusion coefficient. Extended version of Fick’s law for multicomponent mixtures

are also available, which use diffusion coefficients dependent on the composition of the

mixture, yet in this work Fick’s law is only employed in its binary version, implying that

when more than two components are present, they are diluted enough to only interact

with the main component.

To transfer the diffusive mass flux jdiff [kg s−1] into the molar diffusive flux to be used in

the mole balance given above, the mass flux has to be divided by the molar mass of the

component M i:

Ji
diff = jidiff

1

M i
(3.4)

Other forms of Fick’s law employ the mole fraction gradient as the driving force, a form

which is valid when diffusion is regarded relative to a molar average velocity.

3.1.2 Maxwell-Stefan formulation

For more than two components and in mixtures, where the assumption that concentration

are low enough so that the diluted components only interact with the main component

does not hold, the Maxwell-Stefan formulation can be necessary. In such mixtures it

is possible to observe diffusion opposite to the gradient of mole fractions or when no

concentration gradient is present. These diffusion phenomena result from coupling effects

between the different molecules in a gas-mixture [Krishna and Wesselingh, 1997]. They

were found in an experiment with a ternary gas mixture by Duncan and Toor [1962].

Krishna and Wesselingh [1997] showed that the Maxwell-Stefan formulation is able to

capture these phenomena adequately. The Maxwell-Stefan formulation has a thorough

basis in nonequilibrium thermodynamics and can be derived from entropy production

(see e.g. Kjelstrup et al. [2010] for a derivation). For N components it is commonly given

as:

xi∇Tη
i

RT
= −

N
∑︂

j=1,j ̸=i

xixj

Dij

(︁

vi − vj
)︁

(3.5)

with vi and vj as the velocity of the species i and j and ηi as the chemical potential of

the species.
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In terms of diffusive mass fluxes jidiff (with ϱi = X iϱ) it can be formulated as:

xi∇Tη
i

RT
= −

N
∑︂

j=1,j ̸=i

xixj

Dij

(︄

jidiff
ϱi

− j
j
diff

ϱj

)︄

= −
N
∑︂

j=1,j ̸=i

xixj

Dijϱ

(︄

jidiff
X i

− j
j
diff

Xj

)︄

(3.6)

The diffusion coefficients are symmetric Dij = Dji due to the Onsager symmetry, which

simplifies the system [Kjelstrup et al., 2010].

Additionally, the fact that not all diffusive fluxes are independent can be used. For the

molar diffusive fluxes a derivation can be found in Krishna and Wesselingh [1997]. Here,

we employ mass fluxes and mass averaged velocities, v, so that
N
∑︁

i

jidiff = 0 according

to equation 3.2. This means that the N-th flux can be expressed as jNdiff = −
N−1
∑︁

j

j
j
diff.

Inserting this and rearranging leads to:

xi∇Tη
i

RT
ϱ = −

(︄

N
∑︂

j=1,j ̸=i

xixj

DijX i

)︄

jidiff+
N−1
∑︂

j=1,j ̸=i

(︃

xixj

DijXj
j
j
diff

)︃

− xixN

DiNXN
jidiff−

N−1
∑︂

j=1,j ̸=i

(︃

xixN

DiNXN
j
j
diff

)︃

.

(3.7)

Sorting this for the component fluxes ji and jj and introducing the coefficients Bii and

Bij this can be written as:

xi∇Tη
i

RT
ϱ = −Biijidiff −

N−1
∑︂

j=1,j ̸=i

Bijj
j
diff . (3.8)

with

Bii =
xixN

DiNXN
+

N
∑︂

j=1,j ̸=i

xjxi

DijX i
=

xiMavg

DiNMn
+

N
∑︂

j=1,j ̸=i

xjMavg

DijM i
, (3.9)

and

Bij = −xi

(︃

xj

DijXj
− xN

DiNXN

)︃

= −xi

(︃

Mavg

DijM j
− Mavg

DiNMN

)︃

. (3.10)

Note that this is a slightly different version of the entries as defined in Taylor and Krishna

[1993] as here the matrix is derived for the mass reference systems not the molar reference

system.

As the influence of pressure and temperature on diffusion is neglected in this work, the
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driving force of diffusion can be further simplified to [Taylor and Krishna, 1993]:

xi∇Tη
i

RT
ϱ =

N−1
∑︂

j=1

Γij∇xj . (3.11)

where Γij deals with the non-idealities of the fluid [Taylor and Krishna, 1993, Krishna

and Wesselingh, 1997] and is defined as:

Γij = δij + xi∂ ln γ
i

∂xj
. (3.12)

δij is the Kronecker delta which is 1 for i = j and 0 for i ̸= j. γ is the activity coefficient

of a component in a mixture.

With that definition Equation 3.8 can be written into a convenient matrix form of the

Maxwell-Stefan formulation

jdiff = −ϱB−1Γ∇x , (3.13)

where jdiff (for i = 1, ..., N − 1) denotes a vector of all but one diffusive fluxes and the

matrix B has the dimension (N − 1)× (N − 1). In this formulation Γ is called matrix of

thermodynamic factors. For ideal mixtures Γ = I, the identity matrix.

It can be shown that for two components denoted by superscripts a and b the Maxwell-

Stefan formulation reduces to Fick’s law as the matrices become scalars and

Baa =
xaxb

DabXb
+

xbxa

DabXa
=

xaxbXa + xaxbXb

DabXaXb
(3.14)

with the definition of Xa = xa Ma

Mavg
and assuming Γab = 1 and set into the above equation

this leads to:

jadiff = −ϱDabM
aM b

M2
avg

(∇xa) (3.15)

with ∇Xa = MaMb

M2
avg

(∇xa) this leads then to the form of Fick’s law for a mass reference

velocity given above. A more detailed derivation can be found in appendix A or similarly

in Whitaker [2009].

As previously mentioned, there is also the possibility to formulate Fick’s law for mul-

ticomponent diffusion. Here, also the Maxwell-Stefan relationship can be used to cal-

culate the multicomponent diffusion coefficients. In an ideal system, where the ther-

modynamic factor is unity, the Maxwell-Stefan diffusion coefficients and the Fick’s law
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coefficients are related by the relationship: D = B−1, where D denotes the matrix of

Fick’s multicomponent diffusion coefficients. This matrix of Fickian diffusion coefficients

is not a diagonal matrix only, which is an extension of the most common form of the

Fickian approach.

In order to evaluate if multicomponent diffusion has a relevant influence on the transport

for a given mixture, the computation of multicomponent diffusion coefficients can be

helpful, as demonstrated in the following example. When all binary diffusion coefficients

are very similar, multicomponent effects often can be neglected, which can be explained

when calculating the multicomponent diffusion coefficients for Fick’s law. Assuming a

three component mixture with the mole fractions xa = 0.1, xb = 0.4 and xc = 0.5 and

the Maxwell-Stefan diffusion coefficients Dab = 2.1 · 10−5 m2 s−1, Dac = 2.0 · 10−5 m2 s−1,

and Dbc = 1.9 · 10−5 m2 s−1, the calculation of the Fick’s diffusivities then results in:

B−1 =

(︄

49047 238

2005 52130

)︄−1

m2 s−1 = D =

(︄

2, 03 · 10−5 −7.8 · 10−7

−9.3 · 10−8 1.92 · 10−5

)︄

m2 s−1 (3.16)

Here, for simplicity, it is assumed that the molar masses for all components are the same,

so that the molar masses vanish from the computation of the entries of B. The diffusive

fluxes can then be calculated with jdiff = ϱD∇X. It can be seen, that the off-diagonal

entries are two magnitudes smaller than the diagonal entries, which results in a diffusive

flux that is dominated by the diagonal entries and the own concentration gradient of

each component, resulting in diffusive fluxes that are very similar to what is predicted

when using the common form of the Fickian diffusion, where only diagonal entries of

the diffusion coefficient matrix are considered. This example also shows that when the

concentration gradient of one of the components is very small compared to the gradients

of the other components, it is possible that then the off-diagonal elements have a greater

impact on the diffusive flux of that component. More examples on how to calculate

multicomponent diffusion coefficients can be found in Taylor and Krishna [1993].

However, this example also demonstrates the drawback of employing a multicompon-

ent version of Fick’s law as it requires a calculation of the multicomponent diffusion

coefficients for each mixture depending on concentrations. This leads to nonlinear func-

tions of the diffusion coefficients depending on concentration, temperature, and pressure.
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Therefore, using the Maxwell-Stefan relationship directly to calculate diffusive fluxes in

multicomponent mixtures avoids that complication.

3.1.3 Binary diffusion coefficients

In this work, Fick’s law and the Maxwell-Stefan formulation are analysed. Both diffusion

formulations require binary diffusion coefficients even for the computation of multicom-

ponent diffusive fluxes. Therefore, these coefficients need to be properly defined for each

binary pair.

Binary diffusion coefficients can be derived from molecular simulations [e.g. Liu et al.,

2012, Krishna and van Baten, 2005], they can be estimated from experiments or a mixture

of both. In general, Fick’s diffusivities and Maxwell-Stefan diffusivities are not the

same but differ by the thermodynamic factor [Taylor and Krishna, 1993, Krishna and

Wesselingh, 1997] so that Dij
Fick’s law = ΓijDij

MS. For gaseous solutions under moderate

pressures or for ideal mixtures the thermodynamic factor is one (Γij = 1). Then the

binary diffusion coefficients for both diffusion formulations are the same. For non-ideal

liquid mixtures, the thermodynamic factor depends strongly on the mixture and therefore

the Fick’s diffusivities show a strong dependence on composition as well [Taylor and

Krishna, 1993, Krishna and Wesselingh, 1997].

Table 3.1 gives an overview of the relationships used to calculate the different binary

diffusion coefficients in this work. For gases the dependency on pressure and temperature

of the binary diffusion coefficients is accounted for with the used method. This method

gives good results for binary diffusion coefficients of gases under low pressure [Poling,

2000] which is the intended pressure range for this work. Under these pressure conditions,

the binary diffusion coefficients do not depend on composition, so these methods predict

the coefficients only dependent on pressure and temperature [Poling, 2000]. In liquids the

diffusion coefficients are calculated with the assumption of infinite dilution. In the scope

of this work mostly gases that are not highly soluble in water, at least under moderate

pressure and temperature conditions, are investigated, justifying that assumption. Table

3.2 shows the values of the gaseous diffusion coefficients as they are calculated with the

above mentioned relationship for a given pressure of 1 · 105 Pa and 283.15 K.
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parameter reference

gaseous diffusion coefficient Di,j
g Fuller et al. [1966]

liquid diffusion coefficient DH2O,N2

w Ferrell and Himmelblau [1967]

DH2O,O2

w Ferrell and Himmelblau [1967]

DH2O,CH4

w Witherspoon and Saraf [1965]

DH2O,CO2

w Vivian and King [1964], Poling [2000]

Di,j
w = const

Table 3.1: Relationships for the calculation of the binary diffusion coefficients. If the component
indices are denoted by i or j and not with their specific name, all components use
the same law.

parameter value [m2 s−1]

DN2,H2O
g 2.38534 · 10−5

DN2,O2

g 1.91971 · 10−5

DN2,CO2

g 1.51164 · 10−5

DN2,CH4

g 2.00535 · 10−5

DO2,H2O
g 2.43156 · 10−5

DO2,CO2

g 1.50046 · 10−5

DO2,CH4

g 2.02429 · 10−5

DCO2,H2O
g 1.92866 · 10−5

DCO2,CH4

g 1.64144 · 10−5

DCH4,H2O
g 2.42723 · 10−5

Table 3.2: Binary diffusion coefficients for the gas phase as used in the following evaluation at
1 · 105 Pa and 283.15 K.

3.2 Porous medium

In this section all relevant processes, balance equations, and constitutive relationships

for non-isothermal compositional transport in the porous medium are described. They

are based on the assumption that there is a local thermodynamic equilibrium, that the

solid phase does not move or deform, that flow conditions are creeping and inertia forces

are negligible [Helmig, 1997].
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3.2.1 Mass and momentum balance

A general mass balance for multiphase flow in porous media is given by:

∂

∂t

[︄

∑︂

α

ϕSαϱα

]︄

+∇·
[︄

∑︂

α

ϱαvα

]︄

=
∑︂

α

qα . (3.17)

The flow velocity of each phase is denoted by vα.

When considering flow of a component in a porous medium, this equation needs to be

expanded to also include diffusion (denoted by the diffusive flux of a component i in each

phase J i
diff,α [mol s−1]) and the presence of that component in all phases. Therefore, a

balance equation for a component i in several phases α in a porous matrix is given by:

∂

∂t

[︄

∑︂

α

ϕSαϱαX
i
α

]︄

+∇·
[︄

∑︂

α

ϱαX
i
αvα + jidiff,α

]︄

=
∑︂

α

qiα . (3.18)

Here, the balance equation is given as a mass balance, with the mass fraction X i
α of a

component i in a phase α. This mass balance can easily be changed to a mole balance

by dividing with the species molar mass M i. As the molar mass of a component does

not change, the formulations of a mass or a mole balance are equivalent. As stated

before, the saturations in such a system add up to one as well as the mole fractions of

the components in each phase. For a two-phase system that leads to the constraints

Sw + Sn = 1,
N
∑︁

i

Xi
w = 1 and

N
∑︁

i

Xi
n = 1.

Dalton’s Law and Raoult’s Law are used to calculate phase compositions under chem-

ical equilibrium assumptions. Additionally, a relationship for saturation and capillary

pressure needs to be used, see Chapter 2 for that.

Darcy’s Law

Darcy’s Law, formulated based on experiments by Henry Darcy in 1856 [Darcy, 1856],

relates the fluid’s pressure gradient to the flow velocity in a porous medium. For mul-

tiphase flow in porous media it is necessary to use an extended version of that law, given

as: (see e.g. Helmig [1997])

vα = −kr,αK

µα

(∇pα − ϱαg) . (3.19)
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This extended version of Darcy’s Law includes an intrinsic permeability K, that is a

property of the soil, independent of the fluids in the porous medium. In isotropic soil,

this permeability is a scalar value. The relative permeability, kr,α, is a scaling factor

accounting for the presence of multiple phases, which depends on saturation. For single-

phase flow it equals one. The parametrization used to as closure relations is described

in Section 2.3.4.

Effective diffusive fluxes

As previously mentioned, on the REV-scale in a porous medium the diffusive fluxes need

to be adapted to account for the presence of the solid phase as well as the presence of

other fluid phases. Therefore, an effective diffusion coefficient has to be formulated.

Dij
pm,α is the effective binary diffusion coefficient of the two components i and j in the

phase α with i as a diluted species and j as the main species of the phase α.

In this work, the relationship by Millington and Quirk [1961] is used:

Dij
pm,α = Dij

α τϕSα , (3.20)

which includes the porosity, ϕ, the saturation, Sα, the tortuosity, τ , of the porous me-

dium, and the binary diffusion coefficient, Dij
α . The tortuosity in this approach is calcu-

lated with:

τ = ϕ
1

3S
7

3

α . (3.21)

The tortuous pathway that a component has to take in a porous medium is shown in

Figure 3.1.

Figure 3.1: Pathway of a component in a porous medium, where the presence of another phase
and the solid phase hinder the component to diffuse freely.



3.3 Free flow 35

The effective diffusion coefficient is then a macro-scale quantity and dependent on the

fluid and solid phase. This empirical relationship leads to lower diffusive fluxes in the

porous medium as compared to diffusion in the free flow.

3.2.2 Energy balance

Under the assumption of local thermal equilibrium all phases within one local REV have

the same temperature. Therefore, only one energy balance is needed, which includes

contribution from the fluid phases as well as the solid phase.

∂

∂t

[︄

∑︂

α

(ϕϱαuαSα) + (1− ϕ) ϱscsTpm

]︄

+∇ ·
[︄

∑︂

α

(ϱαhαvα)− λeff∇Tpm

]︄

= qh . (3.22)

In the storage term, the specific internal energy of the fluids u [J kg−1] is evaluated. Due

to the compressibility of the fluids, in the flux terms additionally the volume change of

the phases needs to be accounted for. This can be done with the enthalpy h = u+ p/ϱ.

The contribution of the solid phase to energy storage is included with the heat capacity

of the solid phase, cs and the solid density, ϱs.

The thermal conductivity λeff is again an effective property, for which closure relations

need to be found. In this work the relationship by Somerton et al. [1974] is used:

λeff = λ1−φ
s λφ

n +
√︁

Sw(λ
1−φ
s λφ

w − λ1−φ
s λφ

n) . (3.23)

3.3 Free flow

To model the behaviour of wind flowing over a porous medium the Navier-Stokes equa-

tions are used, with the assumption to model single-phase flow. Therefore, all equations

refer to gas flow, denoted by the index g.
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3.3.1 Mass balance

A general mass balance of any fluid is given by the continuity equation:

∂ϱg
∂t

+∇ · (ϱgvg) = 0 (3.24)

For the transport of components in the gas phase this can be expanded to:

∂(ϱgX
i
g)

∂t
+∇ · (ϱgX i

gvg) +∇ · jidiff,g = 0 (3.25)

Diffusive fluxes can again either be described by Fick’s Law or the Maxwell-Stefan for-

mulation.

3.3.2 Momentum balance

To balance the momentum the sum of the forces acting on the fluid volume are set equal

to the change in momentum across each face of the control volume, together with the

change in momentum within the control volume. The forces acting on the fluid volume

are the forces acting on the surface and the gravitational force. This leads to:

∂ϱgvg

∂t
+∇ · (ϱgvgv

T
g )−∇·(τg) +∇·(pgI)− ϱgg = 0 . (3.26)

For a Newtonian fluid with the assumption of the validity of Stokes’ hypothesis the shear

stress tensor τg can be denoted by: τg = µg(∇vg + ∇vT
g ) − (2

3
µg∇·vg)I. Under the

assumption that the flow is nearly incompressible, the second term in the shear stress

tensor is very small which simplifies the term to τg = µg(∇vg +∇vT
g ).

For low Reynolds numbers the inertia terms can be neglected. When gravity effects do

not play a role the equation then reduces to the Stokes equation:

∂ϱgvg

∂t
−∇·(µg(∇vg +∇vT

g )) +∇·(pgI) = 0 . (3.27)
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3.3.3 Energy balance

The energy balance in the free flow only needs to account for heat transfer in the gas

phase, which leads to:

∂(ϱgug)

∂t
+∇·(ϱghgvg) +

∑︂

κ

∇·(hκ
g j

κ
diff,g)−∇·(λg∇Tg) = 0 . (3.28)

3.3.4 Reynolds-averaged Navier-Stokes

In order to properly capture turbulent free-flow behaviour it would be necessary to resolve

the free-flow domain in very high spatial and temporal resolution, as turbulent behaviour

leads to pressure and velocity fluctuations. To overcome that problem, which would be

computationally challenging, it is possible to apply the so-called Reynolds averaging,

which decomposes the fluctuating terms into a time averaged value (e.g. velocity v̄g)

and a fluctuating term (e.g. v′
g). Due to that averaging, the fluctuating terms average to

zero, however, the product of fluctuating terms does not. This introduces an additional

term in the momentum balance. Under the assumption of stationary turbulence, this

then leads to the following Reynolds-averaged Navier-Stokes (RANS) equations. Due

to better readability, the bar, indicating mean values of the averaged quantities (e.g.

vḡ, x
i
g
¯ , T̄ , pḡ) will be omitted in the following equations.

∂ϱgvg

∂t
+∇·(ϱgvgv

T
g ) +∇·(ϱgv′

gv
′T
g )−∇·(τg) +∇·(pgI)− ϱgg = 0 . (3.29)

It can be seen that the averaging introduces a new term ϱv′
gv

′T
g , which is also called the

Reynolds stress tensor. Although it stems from averaging the inertia term, a simplifica-

tion by Boussinesq [1877] relates the Reynolds stress to viscous stresses. Then the RANS

equations can be expressed as:

∂ϱgvg

∂t
+ ϱg∇ · (vgv

T
g )−∇·(τg + τg,t) +∇·(pgI)− ϱgg = 0 , (3.30)

where the Reynolds stress is now denoted by τg,t = µg,t(∇vg +∇vT
g )− (2

3
ϱgkI).

Another common form is to express the shear stresses with the help of the strain rate

tensor, S, which is defined as S = 1
2
(∇vg +∇vT

g ).
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Now, the turbulent behaviour can be expressed by the eddy viscosity, µt, and the tur-

bulent kinetic energy, k under the assumption of isotropic turbulent flow behaviour. For

that, closure relations need to be employed, described in the next section.

A detailed derivation of the RANS equations can be found in fluidmechanic textbooks

such as Wilcox [2006], White [2016], Versteeg and Malalasekera [2007]. As compressibility

effects on turbulence are not important for shock-free and non-hypersonic turbulent flow,

an averaging of the densities is not necessary.

The balance equation for the transport of a component i after Reynold’s averaging is

denoted by:
∂
(︁

ϱgX
i
g

)︁

∂t
+∇ ·

(︁

ϱgvgX
i
g − jidiff,t

)︁

− qi = 0 . (3.31)

Here, the diffusion term, jidiff,t, additionally accounts for the diffusive flux due to turbulent

fluctuations by using an effective diffusion coefficient defined as Dij
eff,t = Dij

g +Dt. This

introduces the eddy diffusivity Dt which is related to eddy viscosity by the turbulent

Schmidt number, Sct, with:

Dt =
µt

Sctϱg
. (3.32)

The turbulent Schmidt number can be chosen as a model parameter.

Additionally, the energy balance is adapted to:

∂(ϱgug)

∂t
+∇·(ϱghgvg) +

∑︂

i

∇·(hi
gj

i
diff,t)−∇·((λg + λt))∇T ) = 0 . (3.33)

The eddy thermal conductivity can be derived from the eddy viscosity with the turbulent

Prandtl number, Prt, and the specific heat capacity, cp,g:

λt =
µtcp,g
Prt

. (3.34)

Turbulence model

There are many models available to close the system of unknowns: zero-equation mod-

els, that do not require to solve another partial differential equation (PDE), one-equation

models that require another PDE, and two-equation models that additionally add two
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more equations as constraints to solve. In Wilcox [2006] a thorough overview over dif-

ferent turbulence models is given.

In the following work, the so-called k − ω model is employed, which can be used for

both the region near a wall (or a porous medium) and the turbulent flow [Wilcox, 2008].

This model adds to additional PDEs to the system of equations, a balance for turbulent

kinetic energy and one for the turbulent frequency. The region near the wall is described

by grid specific boundary conditions which incorporate the near-wall effects. Drawbacks

of the model can be found in setting the right boundary conditions for a free stream. As

in this work the region close to the interface is of the most interest, this does not affect

the model results.

The balance equation for the turbulent kinetic energy k can be written as:

∂(kϱg)

∂t
+∇·(vgϱgk)−∇·

(︃(︃

µg + σkϱg
k

ω

)︃

∇k

)︃

− 2µtS · S+ βkϱgkω = 0 . (3.35)

The strain rate tensor S is defined as S = 1
2
(∇vg +∇vT

g ). The turbulence frequency ω

can be calculated with:

∂(ωϱg)

∂t
+∇·(vgϱgω)−∇·

(︃(︃

µg + σωϱg
k

ω

)︃

∇ω

)︃

−αω
ω

k
2µtS·S+βωϱgω

2−σdϱg
ω

∇k·∇ω = 0 .

(3.36)

The eddy viscosity is then calculated with:

µt =
k

ω̃
ϱg (3.37)

The following closure coefficients and relations taken from Wilcox [2008] are used:

αω = 0.52
σk = 0.6
σω = 0.5
βk = 0.09
βω = 0.0708

ω̃ = max{ω, 0.875
√︂

2S·S
βk

}

σd =

{︄

0, if ∇k · ∇ω ≤ 0

0.125, if ∇k · ∇ω > 0

Table 3.3: Closure relations for the k − ω turbulence model
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3.4 Interface

The following section describes first the conditions for coupling mass, momentum, and

energy between a porous medium and a free flow as they are applied in this thesis. Then,

as an alternative to that, the single-domain approach is shorty introduced. In the end

the closure relations for the radiation concept that is applied in this thesis is presented

in more detail.

3.4.1 Coupling conditions

In the two domain approach applied in this work, two separate sets of equations describe

the transport of mass, momentum and energy in the free flow and in the porous medium.

Suitable coupling conditions are needed to ensure the transfer of these quantities from

one domain into the other. These interface conditions are based on the assumption of

local thermodynamic equilibrium as described in Mosthaf et al. [2011] and Fetzer et al.

[2016]. More details about the derivation are given in these publications.

As we assume a sharp interface between the two domains that does not store mass,

momentum, or energy, all mass leaving one domain has to instantaneously appear in the

other. Continuity of fluxes can be written as:

[(ϱgvg) · n]ff = −[(ϱgvg + ϱwvw) · n]pm (3.38)

with n as the interface normal vector (always pointing out of the respective domain).

For the tangential momentum the coupling condition is set according to the Beavers-

Joseph-Saffman condition [Beavers and Joseph, 1967, Saffman, 1971, Jones, 1973] with

αBJ as the Beavers-Joseph coefficient and ti as a tangential vector:

[︄(︄

−vg −
√︁

(Kti) · ti
αBJ

(∇vg +∇vT
g )n

)︄

· ti
]︄ff

= 0 , i ∈ {1, .., d− 1} . (3.39)

This condition leads to a non-zero slip velocity at the interface between porous medium

and free flow. The influence of the Beavers-Joseph condition on evaporation rates has

been numerically investigated by Fetzer et al. [2016] and experimentally in Terzis et al.

[e.g. 2019]. Although the validity of this condition is questionable for flow not parallel
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to the interface [e.g. Eggenweiler and Rybak, 2020], this condition will still be applied

throughout this work, due to a lack of suitable conditions for multiphase flow. Addition-

ally, the investigated flow is mostly parallel to the interface and non-parallel flow should

only occur under low Reynolds numbers in the viscous sublayer, therefore justifying this

choice of boundary condition.

For the normal part of the momentum balance a continuity of normal stresses is applied

and the coupling conditions is:

[((ϱgvgv
T
g − (τg + τg,t) + pgI)n)]

ff = [(pgI)n]
pm . (3.40)

This coupling conditions might lead to a jump in gas pressure at the interface, which then

might lead to minor differences in the mole fractions at the interface as well [Mosthaf

et al., 2011].

For a component, i, continuity of fluxes can be written as:

[(ϱgX
i
gvg + jdiff,t) · n]ff = −

[︄(︄

∑︂

α

(ϱαX
i
αvα + jidiff,α)

)︄

· n
]︄pm

. (3.41)

For the energy coupling the flux condition is:

[︄(︄

ϱghgvg +
∑︂

i

hi
gj

i
diff,g + λg∇T

)︄

· n
]︄ff

= Rn−
[︄(︄

∑︂

α

(ϱαhαvα +
∑︂

i

hi
αj

i
diff,α)− λpm∇T

)︄

· n
]︄pm

.

(3.42)

Rn denotes the net radiation. The balance equation for radiation can be found in Section

2.5.3 and constitutive relationships to compute net radiation can be found in Section

3.4.3.

3.4.2 Single domain approach

An alternative approach to the previously described two domain approach is the single

domain approach. Opposed to using two sets of equations in both domains and suitable
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coupling conditions, in the one domain approach one equation that is valid in both regions

is used throughout the whole domain.

For porous-medium free-flow systems the one domain approach uses the so-called Brink-

man equation [Brinkman, 1949], essentially a superposition of Darcy’s law and the Stokes

equation for single-phase flow:

1

ϕ

∂(ϱv)

∂t
+

1

ϕ2
∇·(ϱvvT ) = −∇p+∇·(µeff∇v)− µg

K
v+ ϱg (3.43)

The soil properties like porosity and permeability are discontinuous throughout the do-

main, being set to one in the free-flow region and to a value lower than 1 in the porous-

medium region. Mass conservation is automatically satisfied at the interface between

porous medium and free flow and no coupling conditions need to be defined.

The equation employs a so-called effective viscosity µeff, which accounts for the mo-

mentum exchange in the transition zone between porous medium and free flow. Which

formulation of that viscosity to choose, is not straightforward [e.g. Martys et al., 1994,

Rosenzweig and Shavit, 2007]. In the benchmark comparison in Section 6.2, the ap-

proach by Ochoa-Tapia and Whitaker [1997] is used, which defines the effective viscosity

as µeff = µ
φ
.

The Brinkman equation is applied to investigating single-phase flow in coupled porous-

medium free-flow systems, e.g. by Ahmadi et al. [2020], Basirat et al. [2015], Shavit et al.

[2004]. Drawbacks of the method are an extension to two-phase flow and especially the

inclusion of additional terms in the coupling conditions such as radiation, which can be

easily incorporated in the two domain approach as described before.

3.4.3 Constitutive relations for the radiation model

To describe a daily cycle of solar radiation closure relations need to be used that char-

acterize e.g. solar irradiance, surface emissivity, and albedo values. In Section 2.5.3 a

relationship for long- and short-wave radiation at the soil surface is shown (Equation

2.5.3). This relationship can be used in the coupling conditions of the energy equations

to account for radiation at the interface. Short-wave radiation follows a daily cycle, de-

pending on the location on earth and also on local surface structures. A diurnal cycle
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for solar radiation can be described by [Yamanaka et al., 1998]

S = Smax cos

(︃

2π
t+ 12

24

)︃

(3.44)

for 6 < t < 18 h and S = 0 during 18 > t < 6. This variation matches a solar irradiance

variation for areas where it is 12 hours night and 12 hours day. It is valid for flat surfaces

where the sun is at a 90➦ angle at midday. To also account for non-flat surfaces, this

equation is adapted to include the angle of the surface, γ, to:

S = Smax cos

(︃

2π
t+ 12

24
+ γ

)︃

. (3.45)

For an angle of 0➦ this function reaches its maximum at midday and for an upwards angle

of 45➦ at 9 in the morning. The maximum value of radiation Smax [Wm−2] can be taken

from measurement data, depending on the location and cloud cover of the evaluated data

set.

Additionally, when considering non-flat surfaces, shadows need to be accounted for. In

2-d settings this can be easily included by calculating the shadow length with geometric

considerations. Figure 3.2 shows the calculation of the shadow length, sl: sl = tan(90➦−
α) · h.

porous medium

h

α
solar radiation

free flow

sl

Figure 3.2: Calculation of shadow length in a 2-d set-up.

Long-wave radiation at the earth’s surface consists of two different terms, the outgoing

long-wave radiation by the soil surface and the incoming long-wave radiation by the atmo-

sphere. Both terms can be evaluated by the Stefan-Botzmann Law, with the emissivity ϵ

as a proportionality factor which is lower than 1 for all materials that cannot be seen as

black bodies. The atmospheric emissivity is highly influenced by the presence of water

vapour and other greenhouse gases like CO2 in the atmosphere. Water vapour plays a

crucial role as it is adsorbing long-wave radiation over a broad band of wavelengths and
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is abundant in the atmosphere. Several parametrizations are available to calculate the

atmospheric emissivity. Broadly used is the method by Brutsaert [1982], which expresses

atmospheric emissivity as a function of the atmospheric temperature Tα and the vapour

pressure pwg (in hPa) near the surface with

ϵff = 1.24

(︃

pwg
Tff

)︃
1

7

. (3.46)

This relationship is based on clear sky conditions (no cloud cover) and derived by integrat-

ing the atmospheric profile with the assumption of an exponential profile of atmospheric

temperature and humidity. It was found to be a suitable approximation in various stud-

ies [e.g. Silva et al., 2019, Herrero and Polo, 2012]. Including the vapour pressure has

the benefit that increasing vapour content in the air changes the long-wave radiation

directly. Higher emissivities lead to higher incoming long-wave radiation and therefore

increased net radiation.

Soil surface emissivity and soil surface albedo are both quantities that depend very

much on soil type and saturations. Parametrized relationships can be derived from

measurements.

In Novak [2010] parameters for the surface emissivity as well as surface albedo are given

depending on the soil moisture content. Soil moisture content is defined as:

θ = Swϕ (3.47)

These relationships are also used in Mosthaf [2014], where radiation is included as a

source term in the upper soil layer. Soil surface emissivity depending on soil moisture is

then [Novak, 2010, Jassal et al., 2003]:

ϵpm = 0.93 + 0.1333θ, for θ < 0.3

ϵpm = 0.97, for θ ≥ 0.3
(3.48)

And the soil albedo is given with [Novak, 2010, 1981]:

αpm = 0.17, for θ < 0.04

αpm = 0.1846− 0.3654θ, for 0.04 ≤ θ ≤ 0.3

αpm = 0.075, for θ > 0.3

(3.49)
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Figure 3.3 shows these parameters dependent on soil moisture. While surface albedo

decreases with water saturation, which reduces net radiation, the surface emissivity in-

creases. Higher surface emissivity leads to an increase of long-wave radiation.
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Figure 3.3: Soil surface emissivity (left) and soil surface albedo (right) dependent on water
saturation.

When dealing with non-flat surfaces another aspect in the radiation balance is radiation

transferred from surface to surface, when one surface intercepts the radiation of another.

This can be accounted for by calculating view factors for each surface [e.g. Modest, 2013,

Saneinejad et al., 2012]. This plays e.g. a prominent role in calculating city climate

in narrow streets. As the soil undulations investigated in this work are rather small

and more widespread, most of the radiation transfer is between soil and atmosphere.

Therefore, the influence of radiation from surface to surface will be neglected in the

following evaluation.
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4.1 Numerical discretization in space

4.1.1 Porous medium and free flow

The subdomains (porous medium and free flow) use different spatial discretization schemes

with varying locations of the primary variables. The two different schemes will be briefly

described in the following.

In the porous medium a finite volume cell-centered two point flux approximation scheme

is used, which means that the primary variables are located at the cell centre.

In the free-flow domain a finite volume staggered grid scheme (also known as marker-

and-cell scheme [Harlow and Welch, 1965]) is employed. More information about that

can be found e.g. in Versteeg and Malalasekera [2007]. For that discretization, the scalar

quantities are located at the cell centres and control volumes are built around that. The

velocities and their control volumes are shifted by a half cell so that they are located at

the faces of the control volumes of the scalar quantities. This avoids unphysical pressure

oscillations [Versteeg and Malalasekera, 2007]. A sketch of the mentioned positions and

control volumes can be seen in Figure 4.1.

Discretizing the non-linear inertia term in the Navier-Stokes equation poses the question

of how to approximate the transported velocity. For flat surfaces the first order upwind

method is chosen. When non-flat surfaces are regarded, a total variation diminishing

(TVD) method is used, that allows second order accuracy. In the following results, the

formulation by Hou et al. [2011] is employed. More information about this discretization

scheme and the upwind methods can be found in Versteeg and Malalasekera [2007],

Vescovini [2018], Coltman et al. [2020].
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porous medium

interface

free flow

control volume for velocities
control volume for scalars

position of scalar primary variables
position of velocities

Figure 4.1: Locations of the primary variables in the porous medium and the free flow with
respective control volumes.

4.1.2 Coupling at the interface

As can be seen in Figure 4.1 there is no degree of freedom for the primary variables at

the interface except for the normal component of the free-flow velocity. Imposing the

coupling conditions therefore is not straightforward. One possibility to implement this

coupling conditions would be an interface solver where additional degrees of freedom at

the interface are introduced. However, this method also has drawbacks in the numerical

stability, which is why in this work a simpler coupling method is implemented. Instead

of introducing an additional local system of equations at the interface, it is assumed that

the gradients in mass fraction and temperature, which are needed for the continuity of

mass and energy, can be built across the interface, which implies that the gradient on

each side of the interface has the same slope. In order to obtain accurate results, a fine

discretization of the grid at the interface is necessary for this method. More information

about advantages and drawbacks of these methods and a comparison of the different

coupling schemes can be found in Fetzer [2018].

4.2 Numerical discretization in time

For the temporal discretization a fully implicit Euler scheme is used. The system is

solved monolithically by Newtons method and with the direct linear solver UMFPACK

[Davis, 2004]. Time step sizes are variable and based on the convergence of the previous

time step.
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4.3 Implementation

All presented equations are modelled in the open-source simulator DuMux [Flemisch

et al., 2011, Koch et al., 2020] which is based on the numerical toolbox Dune [Bastian

et al., 2008a,b]. For all set-ups involving non-planar surfaces dune-subgrid [Gräser and

Sander, 2009] is used to partition the set-up into two conforming domains.





5 Results and discussion I -

Evaporation under the influence of

solar radiation 1

In this chapter, numerical results of the influence of radiation on evaporation rates are

analysed and compared to experimental results. First, a process analysis evaluates the

influence of a diurnal cycle of solar radiation on different soil types under various wind

conditions. Afterwards, it is analysed how much the temperature dependency of the

fluid parameters density, viscosity and diffusion coefficients influences evaporation rates.

Then the influence of non-planar surfaces, e.g. occurring in tilled soils, on evaporation

and radiation is discussed. In the end, a comparison with measurement data, obtained

from outdoor lysimeters in the research project TERENO SoilCan, is presented and

shows that the model is able to capture the relevant influences.

5.1 Process analysis

The first section presents a process analysis of the influence of a diurnal cycle of radiation

on evaporation rates.

Figure 5.1 shows the set-up for the following examples. It consists of a flat porous

medium with a wind tunnel above where wind flows from left to right and supplies fresh

air. The temperature in the free flow is adapted to follow a diurnal cycle of atmospheric

temperature. The sun rises at 6 in the morning on the left side of the domain and sets on

the right in the evening. The set-up including surface undulations presented in Section

1The following section is also presented in parts in: Heck, K., Coltman, E., Schneider, J., & Helmig,
R. (2020). Influence of radiation on evaporation rates: A numerical analysis. Water Resources Research,
56, e2020WR027332. https://doi.org/10.1029/2020WR027332 [Heck et al., 2020] .
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5.1.3 uses the same initial and boundary conditions as presented for the flat set-up in

Figure 5.1 and includes 5 hills across the interface. Dimensions and information about

the discretization for that set-up can be found in the appendix in Figure B.1.
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Figure 5.1: Initial and boundary conditions for analysing the influence of radiation on evapora-
tion rates, with τ as the time in hours. The problem is discretized with 100 cells in
the horizontal and 60 cells in the vertical direction with a refinement towards the
interface.

5.1.1 Influence of wind velocities and soil type

Figure 5.2 shows the evaporation rates for two soil types under three different wind

conditions. The compared soil types are a silty soil, which has a rather low permeability

and a quartz sand, that drains more quickly with a higher permeability and porosity.

The comparison of these soil types make it possible to analyse the influence of radiation

on evaporation rates under different conditions and stages of drying.

The necessary parameters to characterize the soil types are given in Table 5.1.

Comparing the two soil types and different wind velocities in Figure 5.2, it can be ob-

served that, although the shape of the evaporation flux is governed by the diurnal cycle

of the sun, the amount of evaporation is governed by the availability of water.

For the sandy soil type during the first three days, peak evaporation rates for each wind

velocity nearly reach the same daily maximum, as the capillary flow is high enough to

satisfy the evaporative demand and evaporation rates are in stage-I evaporation, governed
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parameter sandy soil silty soil
n 8 1.32 [-]
α 6.37e-4 4.28e-5 [1/Pa]

Snr 0.01 0.029 [-]
Swr 0.005 0.057 [-]

ϕ 0.41 0.35 [-]
K 2.65e-10 1.08e-12 [m2]
cs 790 790 [J/(kg K)]
λs 2.8 2.8 [W/(m K)]
ϱs 2600 2600 [kg/m3]

Table 5.1: Material properties of two soil types
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Figure 5.2: Evaporation rates under the influence of solar radiation over 10 days for two different
soil types and three different wind conditions. The lowest wind velocity is in the
laminar flow regime and the two higher wind velocities in the turbulent regime.

by the ambient conditions. Afterwards, during the transition to stage-II evaporation, the

evaporation rates of the two higher wind speeds drop significantly. Water saturation at

the interface decreases towards the residual water saturation and evaporation rates are

diffusion limited. Daily peaks in evaporation rates can still be seen due to solar radiation.

For the lowest wind speed, the transition into stage-II evaporation is slower.

Investigating the silt-type soil, it can be observed that evaporation rates remain in stage-I

evaporation much longer compared to the sandy soil; the transition into stage-II evapor-

ation begins for the two higher free-flow velocities only after eight days of simulated time.
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The laminar case remains in stage-I evaporation and the daily maximum of evaporation

rates does not change substantially. Noteworthy is the lower peak evaporation rates of

the silt compared to the sandy soil for the test case with the lowest velocity of 0.1 m s−1.

This can be explained by considering the different water saturations of the two soil types

which lead to different effective thermal conductivities of the soil. For the higher wind

velocities, this effect is not visible. Here, the higher flow velocities dominate the fluxes

compared to the difference in temperatures between the two soil types.

Comparing the influence of wind velocities shows that during stage-I evaporation, higher

wind speeds lead to higher evaporation rates. However, the shape of the curve is still

clearly dominated by radiation. The transition into stage-II evaporation happens faster

for higher flow velocities as water saturations at the interface decrease more rapidly.

During stage-II evaporation (sandy soil, day 7-10), it can be seen that evaporation rates

are nearly the same for the two higher velocities. They are not governed by wind velocities

any longer but by the properties of the porous medium.

The transition into stage-II evaporation can also be seen in the surface temperatures in

Figure 5.3. After the drop in evaporation rates the surface temperatures of the porous

medium begin to rise, as the evaporative cooling reduces as well. This can be observed

for both soil types, although at different times due to the slower drying of the silt-type

soil.
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Figure 5.3: Surface temperatures under the influence of solar radiation over 10 days for two soil
types and three different wind velocities.
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Surface temperatures are not only governed by evaporative cooling but also by ground

heat flux and conductive heat exchange with the atmosphere: On the forth day, the

simulation result for sandy soil show that for wind velocities of 2 m s−1 evaporation

rates are lower than for 1 m s−1. Still, the surface temperatures show no significant

difference, which indicates that higher ground heat flux or conductive heat exchange

with the atmosphere mitigate the effect of less evaporative cooling in the case of higher

wind velocities.

The laminar test case continuously shows higher surface temperatures than the other

two test cases. This can be attributed to the lower evaporation rates and therefore

lower evaporative cooling, but also to the reduced conductive heat exchange with the

atmosphere, as atmospheric temperatures close to the interface are higher due to less

turbulent mixing of the air with the cooler atmosphere above. For the same reason,

lower wind speeds can lead to less long wave radiation, which can also enhance peak

temperatures.

Comparing the different soil types, it can be seen that the silty soil continuously has lower

peak temperatures. This can be explained by the higher evaporation rates; when the

sandy soil is already in stage-II evaporation, the silty soil still is in stage-I evaporation,

which leads to more evaporative cooling. At the same time the higher water saturations

at the interface lead to higher effective thermal conductivity and more ground heat

flux, which can additionally lower temperatures at the interface. Net radiation does

not vary substantially over the simulated time, but a small decline in net radiation over

the ten days can be observed for the silty soil (see Figure 5.4). This decline can be

explained by the higher surface temperatures over time, which lead to more long wave

radiation and a change in surface albedo with saturation. As shown previously, surface

albedo increases when the soil is drying. This leads to more reflection of the short wave

radiation, which reduces net radiation. The laminar test case continuously has higher

peaks in net radiation than the turbulent cases, which can most likely be explained by

to less long wave radiation, as atmospheric temperatures are higher with less mixing in

the atmosphere.

Radiation is highest at midday while evaporation rates and surface temperatures have

their daily highest peak at 2 p.m.
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Figure 5.4: Net radiation over 10 days for two soil types and three wind velocities.

5.1.2 Indirect influence of radiation on fluid parameters

Solar radiation provides a substantial amount of energy to the soil surface and in con-

sequence also to the atmosphere above the soil. Some of that energy is consumed by the

phase change of liquid water to water vapour, but another part of the incoming energy

leads to substantial diurnal interface temperature changes. Due to the dependency of

various fluid parameters on temperature, this temperature change is also reflected in

changes of those parameters. These temperature variations and their effect on evapor-

ation rates are the focus of this test case, as they can influence the transfer across the

interface substantially. A coupled porous-medium free-flow model is ideal for analysing

that influence and assessing which process is most influential.

Evaporation across the porous-medium free-flow interface is mostly diffusion dominated,

which is why changes in the diffusion coefficients influence evaporation rates. Addi-

tionally, changes in the gradient of vapour concentration at the interface between the

soil and the atmosphere have an immense effect on evaporation. That is why changes

in the boundary layer thickness also affect evaporation. Fluid viscosities and densities

are highly temperature dependent and changing their value changes the boundary layer

thickness. Additionally, density changes can influence the transfer across the interface

due to buoyancy effects as the gas density decreases with higher temperatures. This
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can lead to a different vapour concentration in the atmosphere and therefore a differ-

ent gradient. Additionally, under stage-II evaporation these parameters can have a high

influence on evaporation rates by influencing the transport of water vapour in the soil.

To test the influence of radiation on fluid properties and therefore on evaporation rates, a

set-up, similar to that of the previous section, using different assumptions about the fluid

parameters, is developed. This analysis is conducted for the sandy soil as the silty soil

stays in stage-I evaporation and therefore does not offer the possibility to analyse different

stages of drying. The set-up varies the influence of temperature on fluid parameters in

four different test cases, by assuming a constant temperature in the calculation of these

fluid parameter. The four test cases are described as follows:

❼ Parameters temperature dependent: this case allows an influence of temperature

on all fluid parameters.

❼ Diffusion coefficient temperature independent: sets the temperature constant (283.15

K) for the calculation of the diffusion coefficient.

❼ Density temperature independent: assumes temperature-independent densities.

❼ Viscosity temperature independent: this case uses a constant temperature (283.15

K) for the calculation of dynamic viscosities.

Figure 5.5 shows the results for the above described set-up for 10 days of drying.

Most obvious is the effect of the viscosity on the transition into stage-II evaporation.

When the influence of temperature on viscosity is neglected, evaporation rates fall faster

into stage-II evaporation. This can be explained by considering, that higher temperatures

decrease the liquid viscosity of water. When temperatures rise, the lower viscosity leads

to a higher mobility of the liquid phase, which facilitates transport of water from deeper

soil layers to the drying surface. Therefore, a complete drying of the surface is delayed.

A more detailed analysis can be made, when looking at the influence of fluid parameters

on the first and last day of the simulation. On the first day, conditions are clearly in

stage-I evaporation and the influence of atmospheric properties dominate. On the last

day, under stage-II evaporation the hydraulic parameters in the soil are dominating.

Figure 5.6 shows evaporation rates for these days. Here, it can be seen that under

conditions that are purely in stage-I evaporation, viscosity and density changes due to

temperature do not influence the evaporation rates substantially. A small influence can
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Figure 5.5: Evaporation rates for the four different set-ups, where the influence of temperature
on fluid parameters is selectively neglected.
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Figure 5.6: Evaporation rates for the four different set-ups for the first and last day (day 10)
of the simulation. The drop in evaporation rates in the morning of the tenth day is
due to local drying processes.

be detected for diffusion coefficients. When diffusion coefficients are higher due to higher

temperatures, this increases evaporation rates. Under stage-II evaporation, the influence

of the temperature dependency of the fluid parameters is higher. As described before,

viscosity has a high influence but also the influence of diffusion coefficients increases,

as evaporation is limited by the diffusive flux in the soil. In conclusion, under stage-I
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evaporation the main influence of radiation on evaporation rates can be attributed to the

higher phase change from liquid water to water vapour and not to changes in transport

parameters. Under stage-II evaporation, the influence of temperature on the transport

parameters becomes higher and the changes in fluid parameters due to temperature

enhance the transport of water vapour into the atmosphere.

5.1.3 Influence of surface undulations

Natural soil is seldom completely flat, e.g. tilled soil often exhibits very irregular surface

forms, which is why the analysis of surface undulation is important to asses evaporation

rates under natural conditions. Surface undulations can affect the evaporation rates in

various ways: (I) They increase the surface area, leading to a higher exchange area for

evaporation. (II) They can reduce the overall wind flow velocities in the valleys, leading to

less mixing and increased water vapour content in the valleys, reducing evaporation rates.

(III) At the same time, an increased turbulent mixing can also enhance evaporation rates.

This depends highly on the spacing and amplitude of the surface obstacles [Coltman et al.,

2020]. (IV) Additionally, higher surface undulations might reduce the water availability

in the hills as capillary forces can be too weak to overcome gravity.

An interesting aspect in that regard is the different flow behaviour on the sides of the hills

turned towards and away from the wind. As evaporation rates in the viscous sublayer

are diffusion limited, the thickness of this layer is an important factor in determining

evaporation rates. Obstacles can influence that layer tremendously. Around the obstacle,

boundary layers will detach and reattach downstream, depending on the geometry of the

surface and the wind velocity. In the valleys, eddies can occur, that can either increase

of decrease evaporation rates locally depending on their connection to the main flow

[Coltman et al., 2020].

Including radiation in a model with an irregular surface structure poses a few additional

challenges: (I) The shadow length has to be accounted for, which reduces solar radiation

in the valleys depending on the angle of the sun. (II) The angle of the surface towards the

sun needs to be accounted for in the calculation of solar irradiance when solar radiation

varies in a diurnal cycle.

To assess the influence of non-flat surfaces, in the following different set-ups are compared:
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❼ 5 cm hills: The set-up with the same boundary and initial conditions as in Figure

5.1 is analysed with five hills with 5 cm height.

❼ 2 cm hills: The same set-up for 2 cm high hills and the differences between the

different heights are compared.

❼ Reversed flow direction: A case where the wind flow direction in relation to the

diurnal cycle of the sun is reversed (sun rises on the right and sets on the left) is

analysed in comparison to the previously described case.

The set-up and its boundary conditions are very similar to the previously described flat

set-up. A detailed description can be found in the appendix in Figure B.1. The spatial

parameters of the soil are taken from the sandy soil, as analysed in the flat set-up as

well.

The influence of radiation on evaporation rates can clearly be seen in Figure 5.7. Here,

the velocity distribution in the atmosphere and the saturation in the porous medium

at 4 p.m. and at night at 10 p.m. are presented for a set-up with five hills. Isolines,

representing a water saturation of 0.025, show the local drying pattern, influenced by

solar radiation.

It can be observed that flow velocities are higher at the top of the hills on the side

facing the wind. In the night, without radiation, this location at the top of the hills is

the region where saturations are lowest. Higher flow velocities lead to more mixing and

enhanced evaporation. During the afternoon, the sun shines directly on the sides turned

away from the wind, heating up the soil and leading to higher evaporation rates on those

sides. Water saturation is then lower at these locations, which shows that here radiation

dominates the drying behaviour in contrast to wind conditions that govern the process

during the night.

Figure 5.8 shows a comparison of evaporation rates, average net radiation, and the aver-

age surface temperature for two different heights of obstacles. Here, it can be observed

that at first, when the sun rises in the morning, net radiation is higher for smaller undu-

lations. This is because shadow lengths are shorter when obstacles are smaller, limiting

the area that is in the shade. This is also reflected in higher evaporation and higher

temperatures for lower hills, especially visible at 7 a.m.

Later in the day, when shadow lengths decrease, that effect is dominated by the higher

surface area of higher undulations. More surface area is directly exposed to the sun,
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4 p.m. 10 p.m.

Figure 5.7: Velocity distribution in the atmosphere and saturation distribution in the porous
medium. The yellow lineshows the value Sw = 0.025. Above that line saturations
are lower than that value. Left at 4 p.m. and right at 10 p.m.

which increases surface temperatures and evaporation rates of the higher undulations.

Around 9 a.m. the 5 cm high hills start to dry locally, when capillary forces are not high

enough to continuously supply water, which leads to the sharper change in evaporation

rates at that time.

At 12 p.m. higher obstacles lead to a smaller peak in net radiation, as the surfaces are

more inclined. Therefore, at midday the sun is not perpendicular to the whole surface

and net radiation is smaller. This can also be seen in the evaporation rates. Locally,

the evaporation rates [mm/day] are lower for higher obstacles, which is influenced by the

lower net radiation. However, integrated over the whole surface area, higher obstacles

lead to more surface area, which increases the energy input into the system and also

mass loss of water.

The changes in surface temperature due to the difference in height of the hills reflects the

above described effects which have a contrary influence on temperatures: higher energy

input due to more surface area increases the temperature, but at the same time, the

higher mass loss of water leads to a cooling of the surface. Here, it can be seen that

surface temperatures are lower for higher obstacles, as more water evaporates.

Although the average surface temperature is higher for lower hills, the atmospheric tem-

peratures not necessarily reflect that. For higher undulations atmospheric temperatures
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Figure 5.8: Evaporation rates (left), net radiation (middle), and average temperature at the
interface (right) for different heights of surface undulations.

in the valleys between the obstacles can still be higher due to less mixing, which can be

seen in Figure 5.9. Here, the valleys between the 5 cm hills are clearly influenced by the

eddy, forming in the valley. Temperatures are the highest on the left side of the valley,

because the warmer air is rotated in that direction. For the 2 cm high hills, that effect

is not that visible, but the temperatures are also higher directly in the valley due to the

higher surface temperature but decrease faster in the free flow, due to more mixing with

the turbulent atmosphere.

Figure 5.9: Temperature in the atmosphere and in the soil at 12 p.m. The white line shows
a temperature of T = 288.15 K. Below that line, values are higher. Left for 2 cm
high hills, right for 5 cm hills.

The previous example showed a set-up where the sun rises on the left side of the domain

and sets on the right, which is also the direction of wind flow. To test if changing the

flow direction in comparison to the sun changes evaporation rates substantially, another

test case is implemented where the sun direction is reversed.

The case where the sun rises on the left and sets on the right is in the following referred

to as case 1 and the reversed case (sun rises on the right side and wind flows from left
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to right) as case 2. To get a better distinction between the effects of wind velocity and

radiation, the wind velocity is increased to 2 m s−1.

Comparing these two cases in Figure 5.10, there is only a small variation in overall

evaporation rates for the tested parameter set. Evaporation rates in the morning are

higher for case 2 but lower in the afternoon. That can be explained by considering that

both radiation and wind velocities raise evaporation rates. For case 1, in the morning the

sun shines on the left sides of the small hills, the same side exposed to the most wind.

Locally, that side dries considerably faster: there are spots where the capillary forces

cannot supply enough water and there is a transition into stage-II evaporation, which

lowers the overall evaporation rates. The reversed case splits the evaporative driving

forces for evaporation radiation and wind velocity in the morning to different surface

sides of the hill. This leads overall to higher evaporation rates as fewer spots dry out

completely. This is supported by analysing the water saturation on the right side in

Figure 5.10, where it can be seen that at 10 in the morning water saturation are lowered

on both sides of the hill for case 2, while for case 1 only at the side facing the wind water

saturation are considerably lower.
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Figure 5.10: Left: Evaporation rates for two scenarios over the course of one day. Case 1: the
sun rises on the left and sets on the right, and case 2: the reversed case. Right:

Water saturation at 10 a.m. for both cases. The yellow line shows a saturation of
Sw = 0.025. Above the line, saturations are lower.
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In the afternoon, evaporation rates for the reversed case are lower, as the sun then shines

directly on the left sides of the hills, which are already dryer due to the exposure to

wind. Overall, it can be seen that these effects for the tested case are not dominant and

the cumulative mass loss over the whole day is comparable for both cases. This result

is of course very dependent on initial saturations and soil properties, when saturations

are higher and the soil does not dry out at all, evaporation rates will not be that much

influenced by the location of radiation compared to wind velocities.

5.1.4 Summary

The process analysis shows the high influence of radiation on evaporation rates. A diurnal

cycle governs evaporation under stage-I and stage-II evaporation. Peak temperatures are

controlled by evaporative cooling and rise substantially after a transition into stage-II

evaporation. The analysed silty soil stays longer in stage-I evaporation compared to

the sandy soil due to higher capillary forces. Comparing wind velocities shows that

under laminar conditions, evaporation rates are lower in stage-I evaporation but stage-I

conditions prevail longer. Due to the lower evaporation rates and less conductive heat

exchange with the cooler atmosphere, surface temperatures are higher under laminar

conditions. Net radiation does not vary substantially with wind velocities but small

changes are visible which can be attributed to changing albedo values with saturation

and changes in surface temperatures, which influences the amount of long wave radiation.

Under stage-II evaporation changes in fluid parameters due to temperature have a high

influence on evaporation rates. Higher temperatures of the soil lead to higher diffusion

coefficients, lower density and lower liquid viscosity. This raises evaporation rates. If

these influences are neglected, predicted peak evaporation rates are considerably lower.

The influence of porous surface obstacles is analysed by comparing five hills with varying

height. It can be seen that radiation leads to a distinct drying pattern that governs

evaporation rates. During the night, the highest evaporation rates can be observed at the

sides facing the wind as is expected when no radiation plays a role, as the viscous sublayer

thickness is lowest at these locations. During the day, the highest evaporation rates can

be observed at the location where the sun shines perpendicular to them. Here, the

temperature increase and therefore higher vapour pressure has the dominating effect on

evaporation rates. Higher obstacles lead to lower peak radiation rates and consequently

to lower peak evaporation rates. Changing the wind direction in relation to the cycle of
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the sun does not have a high impact on evaporation rates integrated over a whole day.

During the diurnal cycle evaporative fluxes are slightly higher in the morning, when the

sun shines on the hills facing away from the wind, but lower in the afternoon, where

the sun shines on the already drier sides of the obstacles turned towards the wind. This

leads to small differences in the drying pattern on the hills and small differences in overall

evaporation rates.

5.2 Comparison with experimental lysimeter data

Assessing the capabilities of the model by comparing results with experimental data is

important to evaluate if the relevant processes are captured adequately.

Here, a comparison is conducted with data measured from soil lysimeters in the TERENO

SoilCan Selhausen test site at the Forschungszentrum Jülich, Germany (50➦ 52’ 8.6” N,

06➦ 27’ 57.2” E). This test site is part of the TERENO Rur observatory [Zacharias et al.,

2011]. Measurement data from two different years are selected. One period from the

year 2016 (September, 06th - September, 08th), where conditions are very dry and one

period from the year 2017 (August, 26th - August, 28th), where measured evaporation

rates are higher. The days are chosen so that no precipitation occurred in that time to

only analyse evaporation. The spatial parameters that are used for the analysis belong

to the soil Sauerbach (ID: Sb-10) and are summarized in the appendix in Table B.1.

Additionally, wind velocity measurements, air temperatures, and relative humidity data

measured in 2 m height are used as input data for the boundary conditions of the free flow.

Figure 5.11 shows a sketch of the experimental set-up with the location of measurement

and the boundary conditions for the simulation set-up.

Only the first two horizons of the soil are modelled and a dirichlet condition is set at the

bottom of the porous medium domain to mimic recharge of water from lower soil layers.

During the measurement time, measured values of the water saturation lower than the

first 50 cm do not show substantial changes, which justifies that choice of boundary

conditions. The initial conditions can be found in the appendix in Table B.2 and in

Figure 5.12 the input data for the two years for the free-flow can be found. Atmospheric

conditions show a very clear diurnal cycle with high temperatures and wind velocities

during the day and higher relative humidity during the night.
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Figure 5.11: Experimental set-up of the lysimeter with measurement of the atmospheric para-
meters in 2 m height and initial and boundary conditions for the model set-up.
The problem is discretized with 75 cells in the horizontal direction and 80 in ver-
tical direction with a refinement towards the interface. The free flow domain is
extended at the front to provide a better flow profile.

An initial comparison of measured radiation data showed, that in 2016 the maximum

value for net radiation was considerably lower than for 2017. To be able to compare

simulated data with measured values, for 2016 the maximum value of solar irradiation

was lowered to 600 W/m2. The lower value might be explained by more cloud cover in

these days.

Figure 5.13 shows a comparison of the radiation data obtained by the measurements

and the simulated data. It can be observed that in 2016 the measured and simulated

values for net radiation show a very good match. In 2017 on the first day, net radiation

is overestimated. This can most likely be explained by more cloud cover on that day,

which lowered the maximum solar irradiance. As in the model the same daily maximum

value for solar irradiance is assumed, this variation cannot be captured by the model.

Figure 5.14 shows evaporation rates for both years. Here, it can be observed that in

the year 2016 evaporation rates are overestimated drastically, while in 2017 evaporation

rates at least for the last two days match well.

As radiation matches well with measured values in 2016, the difference cannot be ex-

plained by differences in solar radiation. In 2017 the difference of evaporation rates

between measurement and simulation on the first day is most likely explained by the

overestimated net radiation. On the second and third day, when the match for net ra-

diation is better, also evaporation rates are better approximated. A possible reason for
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Figure 5.12: Atmospheric measurement data for the year 2016 (left) and 2017 (right) used as
input parameters for the free flow.

the small discrepancy can be most likely found in wind velocities. As a model input

averaged wind velocities are used as can be seen in Figure 5.12. Rapid fluctuations in

wind velocity cannot be captured which might explain the differences.

In order to assess why evaporation rates are not well matched for the year 2016 several

model and parameter uncertainties are evaluated in four different model set-ups:

a) Unchanged set-up: Spatial parameters taken from the measurement are used as

well as the initial and boundary conditions as described before.

b) Extended porous medium: One uncertainty of the set-up as described before is

the relative humidity in the boundary layer. In the measurements this value is

obtained in 2 m height. However, it does not contain any information about the

values close to the interface. As the wind flows over an open field before reaching

the measurement site, it is possible that the relative humidity in the boundary layer

is higher than the value obtained in the measurements. To asses that influence, the

porous medium domain as well as the free flow are prolonged by 10 meters upstream

of the measurement site. This means the air close to the interface is more enriched

with water vapour once it reaches the measurement site. This artificial prolongation

does not replicate reality: the soil type next to the lysimeters is different or there

might be vegetation disturbing the flow field. Regardless, this set-up makes it

possible to evaluate the effect the relative humidity has on the exchange between

the soil and the atmosphere.

c) Initial saturation and temperature at the interface: Another uncertainty of the

model is choosing the initial saturation and temperature. These values are not
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Figure 5.13: Comparison of measured radiation data with simulated data for the years 2016
and 2017.

measured right at the interface but in the soil in 10 cm depth (water saturation)

and in 30 cm depth (temperature). As the water saturation and temperature

close to the interface have a great impact on evaporation rates a test case is set

up, varying these parameters in the first centimetre. The initial temperature is

reduced by 4 ➦C and the initial water saturation is lowered to 0.7.

d) Spatial parameters at the interface: Various studies (e.g. [Dimitrov et al., 2015])

show that soil parameters are very sensitive to the treatment of the soil. The

Sb-10 soil was tilled and smoothed again by raking, which is why it is possible

that hydraulic parameters of the soil at the interface are different from the initially

measured values. To test that hypothesis, the van-Genuchten parameters for the

upper 3 cm are changed for one test case to Snr = 0.2, α = 7.54e-4 [1/Pa] and n

= 1.6.

The result for these four cases can be found in Figure 5.15.

As (case a) describes the results also shown in Figure 5.14 the same deviation between

measurement and experiment can be seen. Additionally, it can be observed that the

initial surface temperature and initial water saturation (case c) do not influence evap-

oration rates. Only in the very beginning evaporation rates are lower than for (case a)

lower. Afterwards no difference between (case a) and (case c) can be observed. The
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Figure 5.14: Comparison of measured evaporation rates with simulated data for the years 2016
and 2017.

given capillary pressure saturation relationship for Sb 10 allows capillary rise of water

during the whole time and the soil does not dry out during the whole simulated time,

meaning evaporation conditions are continuously in stage-I evaporation and governed by

atmospheric conditions rather than soil conditions.

The extension of the porous medium by 10 m (case b) leads to a drastic reduction in

evaporation rates, especially on the first day. This shows that measurements of the

relative humidity closer to the interface between soil and atmosphere would be necessary

to assess if the model then represents the experimental measurements more closely.

Changing the spatial parameters of the first 3 cm (case d) changes the overall result

considerably, as with the chosen spatial parameters the capillary pressure is not high

enough to supply water to the first layer and evaporation becomes diffusion limited. With

this change in parameters, the measured and simulated evaporation rate are within the

same order of magnitude. This indicates that indeed the treatment of the soil changed

the parameters of the first layer, as with the previously set parameters (case c) a drying

of the soil to a diffusion limited evaporation range was not possible.



70 5 Results and discussion I - Evaporation under the influence of solar radiation

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
Time [hours]

0

2

4

6

8

10

12

Ev
ap

or
at

io
n 

ra
te

 [m
m

/d
ay

]
Evaporation rate

case a
case b
case c
case d.
experiment

Figure 5.15: Comparison of evaporation rates with measured values for the four different tested
cases.

5.2.1 Summary

Evaporation rates and net radiation measured in a lysimeter at the Selhausen test site of

the TERENO SoilCan project are compared for two different time in the years 2016 and

2017. Initial conditions for the soil and the atmosphere are taken from the measurements.

The atmospheric data used as a boundary condition for the free flow consists of relative

humidities, wind velocities and air temperature. These values are taken in 2 m height

and set as input values on the boundary.

The compared simulated values for the selected days in 2017 show a good match with

experimental values. Evaporation rates are in stage-I evaporation and the predicted and

measured values show a comparable match. On the first day net radiation is lower in

the measurements than in the model results which also then leads to lower evaporation

rates. In the simulation, the daily peak in solar irradiation is constant, which is why the

changes observed in the experiments are not reproduced well. For the two following days

net radiation values match better and evaporation rates are well approximated.

However, in the selected test days in the year 2016 the evaporation rates are highly
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overestimated, although net radiation rates matches well. As parameters close to the

interface have a high influence on evaporation rates, several uncertain model parameters

are varied to test their influence. It is found that with the given van-Genuchten parameter

the predicted evaporation rates are continuously in stage-I evaporation and higher than

the measured values. A reduction can be reached when prolonging the porous medium

by 10 metres upwind of the measurement site. With that the water vapour content

in the viscous sublayer is higher when reaching the measurement site, which reduces

evaporation rates. However, they are still higher than the measured evaporation rates.

A better match can be found when varying the spatial parameters for the first three

centimetres of the soil. This variation for the first soil layer can be explained by soil

treatment. Before the start of the measurement, the upper layer of the soil is tilled and

then smoothed again, which likely disturbed the layer and can lead to different capillary

pressure- saturation relationships [Dimitrov et al., 2015]. With different van-Genuchten

parameters, a complete drying of the upper soil layer is possible and evaporation rates are

in stage-II evaporation. These values then show a better match with the measured values,

indicating that indeed the upper soil layer is completely dry in the measurements. As

saturations are only measured in 10 cm depth, this cannot be verified by the measurement

though.





6 Results and discussion II -

Investigation of multicomponent

transport

This chapter aims to analyse multicomponent flow and transport for various flow dy-

namics and set-ups. The first two sections present a process analysis for single- and

multiphase porous-medium systems coupled to a free flow. The following components

are analysed: nitrogen and oxygen, the main components of air, methane and carbon

dioxide, the main greenhouse gases, and water, the main component of the liquid phase.

Methane and carbon dioxide are not only interesting as greenhouse gases, additionally

their fluid properties are different from air, with methane as a lighter component and

carbon dioxide as a heavier component. Therefore, selecting them as the components of

interest enables the analysis of different fluid properties as well.

The last section of this chapter presents a benchmark study for multicomponent trans-

port, where results for a single-phase porous medium system coupled to a free-flow ob-

tained in DuMux are compared to results from the simulation software COMSOL Mul-

tiphysics➤.

6.1 Process analysis

In order to evaluate the different processes relevant for mass, momentum, and energy

transfer between a porous medium and the atmosphere, a numerical model can help to

analyse these different processes by varying soil parameters and fluid properties.

To that end, first a relatively simple flat set-up is used to investigate the transport

behaviour of multiple components with varying properties in a single-phase and a two-
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phase setting. Then, the analysis moves on to a more complex set-up where also surface

undulations are incorporated and their influence on the transport of the components is

shown.

6.1.1 Single-phase analysis

As previously discussed, the presence of components can change the whole mixture be-

haviour, and as a result change the transport of the whole phase. To reduce complexity

and separate processes, this analysis starts with a two component system so that mul-

ticomponent diffusion processes do not influence the system.

In such a system the influence of different diffusion coefficients of the components is

straight forward to analyse, as higher or lower values linearly increase or decrease the

diffusive flux. Therefore, in the following example, the same diffusion coefficient for all

components is assumed, so that only the mixture behaviour and it’s influence on the

transport process is relevant. The set-up is used to describe the transport of three dif-

ferent components: nitrogen, as a component with the same density and viscosity as

the bulk phase, as well as methane and carbon dioxide, both with lower viscosities than

nitrogen. The densities of these components are higher (carbon dioxide) and lower (meth-

ane) than nitrogen. The mixture behaviour is computed according to the relationships

described in Table 2.1, but all binary diffusion coefficients are set to Dij
g = 1 ·10−5m2 s−1.

A single-phase set-up has the advantage that isothermal processes can be assumed. In

a multiphase set-up with evaporation, the additional drying and evaporative cooling

influence viscosities and densities as well, which makes it more difficult to analyse the

processes separately.

As this set-up focuses on the mixture behaviour, only one soil type is investigated. The

spatial parameters for the set-up are chosen for a sandy soil and specified in the previous

chapter in Table 5.1. Details can be seen in Figure 6.1. It consists of a flat porous

medium and a free-flow above. The dirichlet boundary at the bottom is fixed (x = 1) for

the component (nitrogen, methane or carbon dioxide) so that after a while steady state

transport is established.

In the following, two different free-flow conditions are compared. One turbulent test

case, with a maximum velocity of 1 m s−1, and a laminar case, with a flow velocity of 0.1

m s−1.
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Figure 6.1: Set-up for the process analysis of multicomponent transport in a dry porous medium
coupled to a free flow. The gas pressure in both domains is set with 1 bar pressure at
the interface and a hydrostatic distribution in the free flow and the porous medium,
depending on gas density. The example is discretized with 70 cells in the horizontal
direction and 80 cells in vertical direction. The blue and green line indicate the
locations where model results are evaluated across the y-direction in the free flow
and the porous medium.

Turbulent conditions

Figure 6.2 shows the transport rate across the interface over time for the three different

components. Additionally, the velocity in x-direction is plotted over the y-axis in the free

flow, to evaluate if the transport of a component with a different viscosity and density

than air changes the flow behaviour and with that the momentum boundary layer in the

free flow.

Figure 6.2 additionally shows the influence of viscosities, displaying transport rates for

the components when the viscosity is set to that of nitrogen. In that case, only different

densities influence the transport.

Transport rates for the three components are clearly different, although the diffusion

coefficients are uniform. This cannot be attributed to variations in the free flow. The

flow profile in the free flow does not seem to be influenced by the presence of compon-

ents, as the velocity profile for all three cases is nearly identical. Wind velocities are most

likely predominant for the development of the viscous sublayer and changes in viscosities

or densities are too low to impact that substantially. In the soil though, the different
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Figure 6.2: Transport across the interface for three different components over time (left) and
velocity in x-direction plotted across the y-axis (green line in Figure 6.1) in the free
flow after 200 minutes (right).

densities of the gases lead to buoyancy effects, which change the gradient of concentra-

tions and therefore also the transport into the atmosphere, which explains the different

transport rates for the three components.

The analysis for different viscosities shows that not only densities influence the transport:

This can be seen for two simulation runs in Figure 6.2 where the changes in viscosity

due to the presence of methane and carbon dioxide are neglected and it is assumed that

the viscosity of the mixture is that of nitrogen. Here, the most dominant change can

be seen in the behaviour of methane: Methane transport is continuously lower when the

viscosities are not changing with the presence of the component. Methane has a lower

viscosity compared to nitrogen. This viscosity difference can affect the flow resistance

and therefore facilitate the buoyancy effect under the given boundary conditions where

the pressure and the mole fraction at the bottom are fixed.

Bahlmann et al. [2020] show that the presence of components with different densities

can change the momentum transfer into the porous medium substantially. It is shown

that gases with a lower density are more affected by momentum transfer from the porous

medium into the free flow than heavier gases. This is also visible in Figure 6.3, where

mole fraction across the y-axis in the porous medium are displayed along with the velocity

in x-direction.

One can see that in the porous medium the methane concentration is clearly influenced

more by the momentum transfer than the other components. The comparison with the

results for a fixed viscosity additionally shows that also mixture viscosities can influence

the momentum transfer between the porous medium and the free flow. When the mixture

viscosity is calculated as a mixture of the viscosities of methane and nitrogen, the velocity
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Figure 6.3: Mole fractions and x-velocity in the porous medium after 200 minutes for three dif-
ferent components plotted across the y-axis (blue line in Figure 6.1). Additionally,
two test cases analyse the influence of viscosity by not changing viscosities with
composition.

in x-direction clearly increases. When the mixture viscosity is calculated as that of

nitrogen, velocities in x-direction in the porous medium are lower and methane transport

towards the right boundary of the porous medium decreases, which results in a flatter,

more linear increase of methane from the lower boundary towards the top (Figure 6.3

on the left). Lower viscosities lead to a slower dissipation of the momentum which is

transferred from the atmosphere into the subsurface, which enhances the influence of

momentum transfer. As methane has a lower density and a lower viscosity than air, this

component is therefore very likely to be influenced by wind induced transport in the

subsurface.

Laminar conditions

The same set-up as before but with a maximum velocity of 0.1 m s−1 is used to analyse

the transport under laminar conditions. Figure 6.4 shows the results for the transport of

the three components over time as well as the velocity profile in the free flow after one

minute and after 200 minutes. The presence of components in the free flow clearly also

changes the flow dynamic near the interface as can be seen on the middle and right part

of Figure 6.4.

This can further be analysed in Figure 6.5: The change in the pressure gradient due to

the release of gas with a lower or higher density from the porous medium into the free

flow leads to a detachment of the boundary layer. For laminar flow this is possible even

for small pressure differences, as then the pressure and viscous force dominate over the



78 6 Results and discussion II - Investigation of multicomponent transport

0 50 100 150 200
Time [min]

0.000

0.001

0.002

0.003

0.004

0.005

Tr
an

sp
or

t r
at

e 
[m

ol
e/

s]
Component transport across the interface

 for 200 minutes (v = 0.1 m/s)

CH4
CO2
N2

0.00 0.05 0.10
Velocity [m/s]

0.0

0.1

0.2

y-
co

or
di

na
te

 [m
]

Velocity profile 
 (x = 0.15 m, t = 1 min)

CH4
CO2
N2

0.00 0.05 0.10
Velocity [m/s]

0.0

0.1

0.2

y-
co

or
di

na
te

 [m
]

Velocity profile 
 (x = 0.15 m, t = 200 min)

CH4
CO2
N2

Figure 6.4: Transport across the interface for three different components over time (left) for
the laminar test case and velocity in x-direction plotted over the y-axis in the free
flow after 1 minute and 200 minutes.

inertia force. In front of adverse pressure gradients, the boundary layer can then detach

and reattach downstream [Schlichting and Gersten, 2006]. For the simulation where CO2

is present, this detachment happens at the beginning of the porous medium due to the

increase in pressure when heavier carbon dioxide migrates into the free flow. When CH4

is present the boundary layer detaches downstream of the porous medium, as due to

the presence of the lighter methane in the boundary layer above the porous medium,

the pressure increases downstream, where methane concentrations are lower. In general,

Figure 6.5: Pressure distribution after 1 minute for CH4 (left) and CO2 (right) for the laminar
test case. The arrows indicate flow direction and magnitude of the free-flow velocity.

the flow is still limited by the transport through the porous medium, though and not

governed by the free-flow process as the transport rates are very comparable to that of

the turbulent case.

6.1.2 Multi-phase analysis

The following example analyses the effect of various different parameters on the mass,

momentum and energy transport across the free-flow porous-medium interface when

the soil is partially saturated with water. The first set-up consists of a flat porous
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medium and a adjacent free flow, where fresh air is flowing from left to right. In contrast

to the previous example, here the real mixture behaviour is considered, that means

diffusion coefficients are computed depending on temperature and pressure and the phase

compositions are calculated as described in Chapter 2. Later a set-up with a small

obstacle is analysed to include more complex flow dynamics in the free flow and analyse

how they influence the transport of the components.
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Figure 6.6: Set-up for analysing multicomponent behaviour for a flat surface when the porous
medium is partially saturated with water. The gas pressure in both domains is set
with 1 bar pressure at the interface and a hydrostatic distribution in the free flow
and the porous medium, depending on gas density. The set-up is discretized with
80 cells in horizontal and 70 cells in vertical direction with a refinement towards
the interface.

The soil properties for these set-ups are taken for the same silty soil and the quartz

sand as in the previous chapter, where the influence of radiation on evaporation rates

is analysed. The values of these properties can be found in the previous chapter in

Table 5.1. As sand has a relatively high permeability, momentum transfer controlled by

the atmosphere can dominate the flow behaviour in the porous medium, depending on

wind velocity. Therefore, a comparison to the silt-type soil can be used to gain valuable

information about the transport behaviour when that influence is minor.



80 6 Results and discussion II - Investigation of multicomponent transport

Influence of components on evaporation rates

Evaporation rates can be influenced by the presence of components due to changes of

the properties of the mixture. Figure 6.7 shows the evaporation rates for two different

flow velocities for the sandy soil. One in the turbulent regime and one laminar set-up,

with varying initial and boundary concentrations of methane and carbon dioxide.
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Figure 6.7: Evaporation rates for different free-flow conditions (left: turbulent, right: laminar)
under the presence of different components.

On the left side of Figure 6.7, it can be seen that for a wind velocity of 1 m s−1 the

evaporation rates drop very fast into stage-II evaporation as capillary forces in the sandy

soil are not high enough to supply enough water to satisfy the evaporative demand.

The presence of the components does not visibly influence that transition into stage-II

evaporation. During stage-I evaporation the transport of water vapour is governed by

the free flow. As analysed in the previous section the viscous sublayer thickness does not

seem to change substantially with the presence of methane and carbon dioxide, at least

with the comparably low concentrations present at the interface. Due to the simultaneous

evaporation, temperatures decrease at the interface and water vapour is present in the

boundary layer. As evaporation is high, this influence is most likely controlling the

boundary layer thickness more than the additional presence of components.

Under stage-II evaporation the results indicate that buoyancy effects in the porous me-

dium affect the evaporation rates. The presence of lighter components leads to enhanced

buoyancy, which increases evaporation rates.

Under laminar conditions, which are shown on the right in Figure 6.7, it is visible that

the presence of components can also influence the transition to stage-II evaporation.

That fits well with the previously conducted single-phase analysis, where it is shown,
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that the flow profile in the free-flow can be influenced by the presence of components.

Lighter components lead to more evaporation. This can be explained by more mixing in

the boundary layer due to lower densities and a thinner boundary layer thickness. The

gradient at the interface is greater and this then leads to more transport from the porous

medium into the free flow.

The same analysis for silty soil can be found in the appendix in Figure B.2. Conditions

of the silty soil are continuously in stage-I evaporation. Therefore, the influence of

components is less pronounced for both flow velocities. Still, the same trend is visible:

lighter gases lead to higher evaporation rates, which is especially visible for the laminar

test case.

Influence of wind velocities on the transport of components during drying

As described before, several studies show that component transport can be heavily in-

fluenced by varying wind conditions. The following example analyses the transport of

methane and carbon dioxide into the atmosphere combined with evaporation and as a

consequence of that drying of the porous medium. Two cases are analysed: (case I)

methane is present with a initial mole fraction of 0.1 and (case II) where carbon dioxide

is present with the same mole fraction. A dirichlet condition at the bottom of the porous

medium leads to a continuous supply of methane (case I), respectively carbon dioxide

(case II) as it holds the value for the components at its initial value. For both cases the

two different soil types sandy soil and silty soil are analysed.

It is feasible to look at the transport process for two conditions: 1. The transient process

where the initially high concentration of methane (case I), respectively carbon dioxide

(case II) is transported into the free flow (here, displayed as the transport within the

first 10 minutes) and 2. The slower transport when the component is transported from

the bottom of the porous medium into the free-flow through the porous medium.

The transport rates displayed in Figure 6.8 show the results for (case I) for silty soil,

when methane is the component of interest.

For the first 10 minutes, transport across the interface decreases rapidly, which can be

explained with the high concentration gradient in the beginning, due to the initially uni-

form molar concentration of 10 % methane in the porous medium. Higher flow velocities

lead to higher fluxes, which can be explained by the thinner viscous sublayer thickness
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Figure 6.8: Transport of methane across the boundary for silty soil for the first 10 minutes (left)
and for 70 hours (right).

in the free flow, which enhances the gradient and with that also the diffusive flux across

the interface. The effect is rather small though, as mostly the diffusion through the por-

ous medium is limiting the transport of methane and not diffusion though the viscous

sublayer.

However, the influence of the free flow on methane transport can be seen indirectly, as

lower flow velocities lead to a slower drying of the porous medium. The consequence of

that slower drying can be observed by analysing the transport of methane for a longer

period. After the initial rapid decrease in transport rates, which can be explained by

the initial conditions, it can clearly be seen that the transport rates begin to rise. That

continuous increase in methane transport over time can be explained by the drying of the

porous medium. Decreasing water saturation leads to increasing effective gas diffusion

coefficients, which increases the diffusive transport in the porous medium. The slower

drying due to lower wind velocities leads to an increasing split in the curves between the

different wind conditions.

Carbon dioxide rates (case II) for the silty soil show similar behaviour and are displayed

Figure 6.9.

It can be seen that the initial drop in carbon dioxide transport across the interface is

comparable to the methane transport and higher wind velocities lead to a faster transport.

However, analysing the transport across the interface for a longer time, it is obvious that

the curves for all velocities decrease less than for methane. This can be explained by

considering that carbon dioxide is more soluble in water than methane. Initially when

the gaseous concentration for both components is the same, due to the assumption of
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Figure 6.9: Transport of carbon dioxide across the boundary for silty soil.

chemical equilibrium, more carbon dioxide will be present in the water phase and will be

released into the gas phase and transported into the atmosphere during drying.

A different result for the different wind velocities can be observed for the sandy soil in

Figure 6.10.
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Figure 6.10: Transport of methane across the boundary for sandy soil for the first 10 minutes
(left) and for 70 hours (right).

Initially, for the first 10 minutes on the left in Figure 6.10, the transport rates for sandy

soil are similar to these of the silty soil. Higher velocities lead to higher transport rates

across the interface, which is most likely due to the different boundary layer thickness.

Sandy soil in general has higher transport rates compared to silty soil, which can be ex-

plained by considering the effective diffusion coefficients, which are higher, when porosity

is higher and water saturation lower. This leads to higher diffusive fluxes in the sandy

soil, which also increases the transport across the interface.

After the initial decrease in methane transport in the first 10 minutes, it can be observed

on the right of Figure 6.10, that for a longer observation period higher flow velocities
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lead to lower transport rates. This cannot be explained by the differences in viscous

sublayer thickness influencing the diffusive flux across the interface, which would lead to

the opposite result. To analyse this result more closely, in Figure 6.11 the fluxes across

the porous medium-free flow interface are displayed for two flow velocities and both soil

types for each location at the interface after 72 days of simulated time.
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Figure 6.11: Total and diffusive fluxes of methane across the interface after three days for two
different flow velocities and two soil types. Left for sandy soil and right for the
silty soil. The x-axis denotes the location at the interface.

Here, it can be observed, that higher velocities, decrease the fluxes for the sandy soil.

The forces induced by the higher flow rate at the top act against buoyancy forces in

the porous medium, which leads to less transport of methane in the porous medium

towards the interface. In this setting higher flow velocities lead to a higher pressure at

the interface. The pressure at the bottom of the porous medium is fixed, therefore this

change in pressure due to the different flow velocity changes the advective flow in the

porous medium as a whole. As the transport rates in general are relatively low, this

small changes already have an effect on the whole transport rate.

An additional effect that can decrease methane transport especially in the beginning,

is as described in Chapter 2 that higher flow velocities lead to higher evaporation rates

under stage-I evaporation, which reduces the temperature at the interface which leads to

higher densities. This can also lead to lower methane fluxes. After transition into stage-

II evaporation, this effect should not have a high impact on the transport any longer as

then evaporation rates are more similar for all velocities.

In Figure 6.11 it can also be observed that on the left side of the domain the transport

is high for both velocities, as the concentration of methane in the free flow is lowest.

Afterwards, transport rates decrease. For the highest velocity of 2 m s−1 it can be
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observed that after that initial drop, transport rates increase further downstream, even

surpassing the values on the left side. This can be explained by wind induced lateral

flux, which is found for a similar sand type also in Bahlmann et al. [2020] and leads to

considerable non-uniform fluxes across the interface. However, in Bahlmann et al. [2020]

a closed box is investigated, while the current set-up investigates a constant reservoir of

methane at the bottom.

For silty soil it can be seen that the influence of momentum transfer is very low. The

highest transport rates can be observed on the left side of the domain due to the highest

gradient as here methane concentrations in the free flow are lowest. Additionally, it

can be seen, that transport rates are higher for faster wind velocities, which can be

explained by the reduced boundary layer thickness. The increase in transport at the

right side can most likely be attributed to higher temperatures at the right boundary of

the domain. Evaporative cooling leads to lower temperatures at the interface. At the

left and right side of the domain conduction from the left and right boundary condition

mitigates that effect. This also offers an explanation why on the left side of the domain

the transport rate is higher for the velocity of 0.5 m s−1 than for the velocity of 2 m s−1.

For a higher flow velocity, more evaporation leads to more evaporative cooling which

decreases methane transport due to the decreased diffusion coefficient, which is lower

with lower temperatures.
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Figure 6.12: Transport of carbon dioxide across the boundary for the first 10 minutes (left) and
for 70 hours (right).

Comparing the transport of carbon dioxide in Figure 6.12 for the sandy soil, the same

trends as for methane can be observed, but not as pronounced. Carbon dioxide is heavier,

and as shown in Bahlmann et al. [2020] less influenced by the momentum transport.

Additionally, carbon dioxide is more soluble in water, therefore the effect of momentum
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transport in the gas phase is mitigated as carbon dioxide can also be transported in the

water phase.

Discussion of the different diffusion concepts

In this section the differences between Fick’s law and the Maxwell-Stefan formulation

is evaluated. The same set-up as before is used, with a wind velocity of 1 m s−1 and

both methane and carbon dioxide initially present in the porous medium (xCH4

g = 0.05,

xCO2

g = 0.05)

This comparison aims to analyse how much influence in the fluxes can be attributed to

multicomponent diffusion. Fick’s law in the implemented version with binary diffusion

coefficients predicts the diffusive fluxes if the components only interact with the main

component of the phase.

Figure 6.13 shows the fluxes of methane and oxygen over a simulation period of 70 hours

for both diffusion formulations for sandy soil as well as for silty soil. It can be observed,

that for both soil types, there is no significant difference between the fluxes of methane

predicted with the help of both diffusion formulations. Oxygen rates show a higher

discrepancy though, which will be further analysed in the following.
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Figure 6.13: Methane and oxygen transport compared for the two approaches to describe dif-
fusive fluxes.

The ratio of fluxes of both diffusion formulations is shown in Figure 6.14. It can be

seen that oxygen rates are overestimated with Fick’ law while the transport of the other

components is slightly underestimated.
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Figure 6.14: The ratio of oxygen, water vapour, methane and carbon dioxide transport for the
two different fluxes calculated with Fick’s law versus the Maxwell-Stefan formula-
tion.

As previously shown, when the binary diffusion coefficients for all components are not

varying greatly it is expected that Fick’s law for binary diffusion gives adequate results

[Taylor and Krishna, 1993]. For methane, carbon dioxide and water this approximation

shows a good agreement with the Maxwell-Stefan formulation. However, in this set-

up, oxygen transport rates are very different. In the current setting the concentration

gradient of oxygen between the free flow and the porous medium is small, therefore it

is not the only dominating driving force. The other components and their gradients

can therefore influence the transport of that component more. In the Maxwell-Stefan

formulation, the fluxes of all components are considered to calculate the diffusive flux

as shown in Chapter 3. Therefore, the high diffusive fluxes of water vapour, methane

and carbon dioxide across the interface influence the diffusive flux of oxygen as well. As

that influence is not considered in the employed version of Fick’s law, that explains the

discrepancy between the two formulations.

The difference of predicted oxygen rates for sandy soil is less pronounced than for silty

soil, as here the transport is not purely diffusive but also advective transport plays a

role, which mitigates the difference between the diffusion formulations.

For sandy soil the evaporation ratio between the two diffusion formulation shows various

changes. This can be explained by the drying process in the porous medium. The

evaporation rates are already very low and small differences lead to a complete drying

in one time step or not, which leads to these bumps. As silt does not dry that fast, this

cannot be observed in silt.

In order to evaluate that difference of predicted oxygen rates and put it more in context,
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the same set-up is simulated with a closed bottom at the lower boundary of the porous

medium assuming a no-flow condition. This means that all sides of the porous medium

are closed except for the interface with the free-flow. In this setting the differences in

oxygen rates transported from the atmosphere to the porous medium can be evaluated

easily as it can be observed how long it takes until the oxygen concentration is equi-

librated. This evaluation can be observed in Figure 6.15 where the cumulative oxygen

transport across the interface is displayed compared for the two diffusion formulations.
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Figure 6.15: Accumulated oxygen transport in the porous medium for sand (left) and silt
(right). The black dotted lines show the difference when a certain accumulated
mass is reached with Fick’s law compared to the Maxwell-Stefan formulation.

Fick’s law clearly predicts a faster transport and therefore equilibration of the concen-

tration of oxygen than the Maxwell-Stefan formulation. In sand, the whole process is

faster and differences vanish after a while as transport is not purely diffusive. For silt,

the difference in transport persists. The accumulated rates show that in silt in order

for the Maxwell-Stefan formulation to predict the same accumulated mass flux into the

porous medium that is reached for the Fick’s law prediction at around 60 minutes, the

Maxwell-Stefan formulation needs 100 minutes.

Influence of surface undulations

As described previously, irregular surface structures can have a very high influence on

the exchange process between soil and the atmosphere. The following section analyses

that influence more closely.

The set-up consists of a porous medium with one rectangular porous obstacle seen in

Figure 6.16. The obstacle will lead to a flow separation in the free flow, where the
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boundary layer detaches when reaching the obstacle and reattaches downstream. The

length of the detachment zone depends on the height of the obstacle. A similar set-up

was investigated in Coltman et al. [2020] for evaporation. There, it is analysed that

depending on the obstacle height and shape different flow patterns can emerge in the

free flow that have a very high influence on evaporation rates. This section expands the

analysis by including the transport of methane and carbon dioxide.
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Figure 6.16: Set-up for the analysis of multicomponent transport in a coupled soil-atmosphere
system with one porous obstacle at the beginning of the porous medium. The
gas pressure in both domains is set with 1 bar pressure at the interface and a
hydrostatic distribution in the free flow and the porous medium, depending on
gas density. It is discretized with 250 cells in horizontal direction and 75 cells in
vertical direction. The blue line indicates the x-axis of the porous medium, over
which velocities are plotted in Figure 6.19 and the red line the interface after the
obstacle, where the fluxes across the interface are compared in Figure 6.17 and
6.18.

Two soil types are compared to evaluate different flow regimes. As analysed before,

the hydraulic properties of the silty soil lead to a continuous supply of water, holding

evaporation rates in stage-I evaporation due to the given boundary conditions with a

dirichlet condition at the bottom. In contrast, the sandy soil dries rather quickly and

momentum transport from the free-flow into the porous medium has a higher impact on

the transport of the components.

Figure 6.17 shows the water vapour concentration in the free flow and the water satura-

tion in porous medium after 1 hour. The recirculation zone, developing after the obstacle

can be seen. Additionally, the corner eddy, right after the obstacle is visible. This eddy is

disconnected from the main stream, leading to an accumulation of water vapour, carbon

dioxide and methane in the corner.
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Figure 6.17: Upper part: Water vapour concentration in the atmosphere after 1 hour of drying
and water saturation in the porous medium. The development of the recirculation
zone and the corner eddy is visible in the free flow. In the corner eddy, water
vapour concentrations are high as the eddy is disconnected from the main flow.
Lower part: Evaporation rates for both soil types and varying height of the obstacle
across the interface downstream of the porous obstacle (red line in Figure 6.16).
The x-axis describes the x-position of the interface. The analysis starts after 10
cm, which is right after the obstacle.

In the lower part of Figure 6.17 the evaporation rates downstream of the obstacle for both

soil types and varying height of the obstacle (2.5 cm, 5 cm, and 10 cm) is shown. The

shape that develops is very similar as described in Coltman et al. [2020]. Water saturation

are initially lower, therefore some additional effects due to local drying processes can be

observed. Evaporation rates are lower beneath the corner eddy, as the exchange with

the main flow is limited. The local maximum can be attributed to additional diffusive

mixing in the eddy. In the larger recirculation zone that follows, evaporation rates rise
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further until a steep drop in evaporation rates visible in the sandy soil. This drop can be

explained by a local drying of the sand, where evaporation rates are already in stage-II

evaporation. It is located at the end of the recirculation zone, where the drying during

stage-I evaporation is highest, due to the recirculation of the drier atmospheric air. This

is also visible in the upper part of Figure 6.17, where saturation are lowest at the end of

the recirculation zone.

Evaporation rates of the silty soil are continuously in stage-I evaporation, which can be

seen in the lower part of Figure 6.17. Nevertheless, a small decrease in evaporation rates

is visible at the end of the recirculation zone. Here, water saturation are lowest and

capillary pressures are high, leading to a decrease in vapour pressure according to the

Kelvin equation (see Chapter 2.3.5), which lowers evaporation rates.

In Figure 6.18 the methane concentration in the porous medium is displayed. It can be

observed, that the wind induces transport in the soil that pushes methane towards the

right, increasing the concentrations downstream of the obstacle.

In the lower part of Figure 6.18 it can be observed, that the eddy development in the

free-flow is not the dominating process that governs the shape of the transport curve.

Instead, the transport rates are highest right after the obstacle and decrease along the

recirculation zone. This is especially visible for the sand type soil.

Analysing the velocity in x-direction in the porous medium for the sandy soil in Figure

6.19 shows, that for higher obstacles, the velocity increases in the porous medium, which

explains the shape of the transport rates. Higher obstacles lead to more momentum

transfer in the soil. As explained before, this is already visible in Figure 6.18. For

silty soil the momentum transfer is much lower, which explains the flatter curve of the

transport rates. A local maximum can be seen in the curves for silty soil at the end of

the recirculation zone, where fresh air is provided, which enhances the gradient and thus

the transport.

It can also be observed that once the viscous sublayer reattaches, the transport rates

are very similar again, as can be seen for sandy soil 50 cm downstream of the obstacle.

Here, the viscous sublayer reattaches for the 5 cm high obstacle as well, which leads to

transport rates very similar as for the 2.5 cm high obstacle. This shows the flow induced

by the flow around the obstacle and the length of the recirculation zone have a very high

influence on the transport of gaseous components.
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Figure 6.18: Upper part: Methane concentration in the soil and the atmosphere after one hour
for a obstacle height of 5 cm. Lower part: Methane rates downstream of the porous
obstacle across the interface (red line in Figure 6.16) with varying obstacle height.
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Figure 6.19: Velocity in x-direction across the x-axis in the porous medium (blue line in Figure
6.16).
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6.1.3 Summary

This process analysis shows that multicomponent transport in coupled porous-medium

free-flow systems are influenced by various different fluid properties and flow dynamics.

The properties of the component itself show a high influence on the transport behaviour:

(I) Different densities lead to different buoyancy effects, dependent on the boundary layer

thickness. Moreover, different densities can lead to more or less momentum transfer in the

porous medium, which exceed the influence densities have on boundary layer thickness

or viscous sublayer thickness. (II) Viscosities influence the momentum transport as well,

with lower viscosities enhancing the transfer.

The influence of different wind velocities in the free flow is analysed and it is shown,

that although higher wind velocities lead to a faster drying, which enhances the diffus-

ive transport of the components, and faster free-flow velocities lead to thinner viscous

sublayers, still for a certain set-up increasing wind velocities lead to lower transport

rates. The reason for that is found to be the higher momentum transfer that occurs with

higher flow velocities, that acts against buoyancy forces. This is especially pronounced

for methane compared to carbon dioxide. Methane has a low density and low viscosity

making mixtures with a high methane content sensitive to wind induced fluxes in the

porous medium. A comparison between turbulent and laminar flow shows that laminar

boundary layers can be disturbed by the presence of components with different densities

even leading to a detachment of the boundary layer. Under turbulent flow, the flow

behaviour is not changed visibly.

Evaporation rates are mostly influenced by the presence of components under stage-II

evaporation, where evaporation is limited by the transport in the porous medium. Then

the different densities of the components show an influence on evaporation rates. Under

stage-I evaporation, changes in evaporation rates due to the presence of components can

only be seen for the laminar case, which agrees well with the before mentioned effect on

the flow profile in the free flow under laminar conditions.

An analysis of the influence of multicomponent diffusion processes shows that the trans-

port of methane, carbon dioxide and water vapour from the porous medium into the free

flow is well represented by a Fickian diffusion approximation, where only binary diffu-

sion is considered. The transport of oxygen into the porous medium in such a setting is

overestimated when assuming that the other components do not have an influence on the
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transport of oxygen. When surface obstacles are included, it can be seen that again mo-

mentum transfer from free flow into the soil influences the transport significantly. Higher

obstacles lead to more momentum transfer from the free flow into the porous medium,

which enhances transport of the components downstream of the obstacle. This is in

contrast to the behaviour of water vapour as long as evaporation is in stage-I evapora-

tion. Then the eddies developing in the free-flow dominate the shape of the evaporation

curves.

6.2 Benchmark study: multicomponent transport 2

This benchmark study was conducted in cooperation with Technical University of Den-

mark (DTU) to compare two implementations of a coupled porous-medium free-flow

system. Two different software tools are used throughout the study: COMSOL Mul-

tiphysics➤ (version 5.4), where a one-domain approach using Brinkman’s equation is

implemented and DuMux where the two domain approach as described before is used.

Both systems use the Maxwell-Stefan formulation to describe multicomponent diffusion.

In both codes grid refinement was performed until the solution did not vary any more.

The examples are structured in a manner of increasing complexity. First, a porous

medium with two components is analysed, highlighting the difference between mass and

molar formulation of the diffusion laws, then a three component porous media system

is presented, and in the last two examples a coupled porous-medium free-flow system is

compared.

To decrease the problem complexity, for this study constant viscosities of the pure com-

ponents and constant diffusion coefficients are assumed, which can be seen in Tables B.3

and B.4 in the appendix.

6.2.1 Diffusion of two components in a porous medium

This example highlights the differences between the mass reference system and the molar

reference system, for which diffusive fluxes can be formulated. It is presented in Fen and

2The following section is also presented in a longer version in: Ahmadi, N., Heck, K., Rolle, M. et al.
On multicomponent gas diffusion and coupling concepts for porous media and free flow: a benchmark
study. Computational Geosciences (2021) https://doi.org/10.1007/s10596-021-10057-y [Ahmadi et al.,
2021].
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Abriola [2004] for Fick’s law. Here, a comparison with Fick’s law for a molar reference

system and the Maxwell-Stefan formulation for a mass reference system is presented,

compared to the solution presented by Fen and Abriola [2004].

The domain is set up as a 1-D column, where initially nitrogen is present and methane

migrates from the right boundary into the porous media domain. The pressure is kept

constant at the boundaries. Figure 6.20 shows the domain with necessary information

about initial conditions and spatial parameters.
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Figure 6.20: Set-up of the first benchmark example analysing multicomponent transport in a
porous medium. The set-up is a 1-D column, only extruded in the sketch for better
visualisation.

For the computation of the effective diffusion coefficient a constant tortuosity is assumed,

which is set to 0.735. Figure 6.21 shows the comparison for the two different software

frameworks after 100 and 500 minutes.

It can be observed that both simulation tools show a very good agreement with the data

presented in Fen and Abriola [2004]. The difference between the diffusion laws presented

in a mass reference system and a molar reference system is very visible in this set-up.

Only when the average molar mass of the components are equal, the predicted fluxes

in this set-up would be the same. As methane is lighter than nitrogen, here, it can be

observed that both formulations lead to different results. In the mass reference system

the different densities lead to an additional advective mass flux, induced by diffusion. In

the molar reference system, the bulk velocity is zero.

6.2.2 Diffusion of three components in a porous medium

This example demonstrates that in multicomponent systems the Maxwell-Stefan formu-

lation can show a different behaviour than what Fick’s law predicts. The set-up consists

of a porous medium with closed walls, where one half is filled with gas with a specific
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Figure 6.21: Comparison of Fick’s law in the molar reference system and the Maxwell-Stefan
formulation in a mass reference system for a two component set-up. (Reprinted
by permission from Springer Nature Customer Service Centre GmbH: Springer
Nature, Computational Geosciences, On multicomponent gas diffusion and coup-
ling concepts for porous media and free flow: a benchmark study, Navid Ahmadi
et al, Copyright (2021))

composition and the other half is filled with a different composition. This set-up can be

seen in Figure 6.22.

The permeability is assumed to be K = 2 · 10−10 m2, the porosity ϕ = 0.4, the initial

pressure is pg = 1 · 105 Pa, and the temperature T = 308 K. The set-up is a variation for

a porous medium designed after an experiment with the same gas mixture in two glass

bulbs by Duncan and Toor [1962]. In Krishna and Wesselingh [1997] it is shown, that

the Maxwell-Stefan formulation is able to capture the behaviour of the three components

adequately.

Figure 6.22 shows the mole fraction in the left and right half of the domain for the three

components over time. Additionally, the mole fraction of nitrogen across the x-axis is

displayed for different points in time.

While carbon dioxide and hydrogen show a diffusive behaviour as expected, nitrogen

shows a very different behaviour. Here, three different stages can be distinguished: At

first, nitrogen diffuses against the concentration gradient (uphill diffusion), which leads

to a further decrease of nitrogen in the left half and an additional enrichment in the
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Figure 6.22: Comparison of DuMux and COMSOL Multiphysics➤ for a porous medium set-up
with three components. Left: Set-up of the second benchmark example. Middle:

Mole fractions for the left and right half of the domain over time for the three
components for DuMux and COMSOL➤. Right: Mole fraction of nitrogen over
the x-axis at 0.25 m for five different points in time. (Reprinted by permission from
Springer Nature Customer Service Centre GmbH: Springer Nature, Computational
Geosciences, On multicomponent gas diffusion and coupling concepts for porous
media and free flow: a benchmark study, Navid Ahmadi et al, Copyright (2021))

right half of the domain. Then, after around 10 minutes, diffusion reaches a plateau,

and no diffusion happens, although the gradient is relatively high (diffusion barrier).

Afterwards, the transport is along the gradient in mole fractions until the differences in

concentrations between the two halves of the domain vanish. This behaviour is analysed

in more detail in Krishna and Wesselingh [e.g. 1997]. The ternary mixture behaviour is

more complex than in a binary system. The binary diffusion coefficients for the system

are very different (DCO2,N2
= 1.68 · 10−5 m2 s−1, DH2,N2

= 8.33 · 10−5 m2 s−1, DH2,CO2
=

6.8 ·10−5 m2 s−1) and as explained in Chapter 3.1.2 then the influence of multicomponent

diffusion is higher.

6.2.3 Flow and transport in a coupled porous-medium free-flow

system

The following example describes a set-up of a coupled porous-medium free-flow system.

The set-up is inspired by experiments for landfill covers, where methane and carbon

dioxide migration is investigated. A column is filled with gravel and in a headspace

above, air is circulated. An inlet and outlet at the top provide fresh air. Different flow

velocities are analysed, but overall the flow is always laminar.
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Initially, the column is filled with a gas mixture with an oxygen concentration of 21

% and a nitrogen concentration of 79 %. Figure 6.23 shows the set-up for the first

analysis. Here, the focus is on a comparison of a Fickian description of diffusion and the

Maxwell-Stefan formulation.
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Figure 6.23: Left: Set-up of the coupled benchmark example. Right: mole fraction in the free
flow and porous medium after 20 hours for an injection rate at the top of 109
ml/min. The flow is injected at the inlet at the top and separates towards the
interface, leading to the development of an eddy at the left corner.

Figure 6.24 and 6.25 show the fluxes across the interface for methane, carbon dioxide

and oxygen for an injection rate of air in the head space of 0.1 mL/min and 109 mL/min.

In both cases methane and carbon dioxide migrate through the porous medium and into

the headspace. After some time a steady state is reached and the transport reaches a

plateau.

It can be observed, that for the low flow velocity at the top, the steady state flow in

carbon dioxide and methane is reached more slowly. While for the top flow rate of 109

mL/min after 10 hours the transport rates do not change substantially anymore, for the

lower top flow velocity, the transport rates are still increasing. This can be explained

by the different gradient that establishes between the porous medium and the free flow,

when less methane and carbon dioxide are removed from the interface due to the lower

free-flow velocity.

Additionally, it can be observed that for methane and carbon dioxide Fick’s law and
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Figure 6.24: Comparison of fluxes across the interface for DuMux and COMSOL Multiphys-
ics➤ in a coupled porous medium free flow set-up for a top flow injection rate
of 0.1 ml/min of fresh air. (Reprinted by permission from Springer Nature Cus-
tomer Service Centre GmbH: Springer Nature, Computational Geosciences, On
multicomponent gas diffusion and coupling concepts for porous media and free
flow: a benchmark study, Navid Ahmadi et al, Copyright (2021))
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Figure 6.25: Comparison of fluxes across the interface of DuMux and COMSOL Multiphys-
ics➤ for a top flow injection rate of 109 ml/min of fresh air. (Reprinted by per-
mission from Springer Nature Customer Service Centre GmbH: Springer Nature,
Computational Geosciences, On multicomponent gas diffusion and coupling con-
cepts for porous media and free flow: a benchmark study, Navid Ahmadi et al,
Copyright (2021))

the Maxwell-Stefan formulation predict nearly the same transport rates. For oxygen the

transport across the interface into the porous medium is very different though. Here,

multicomponent effects seem to influence the diffusive behaviour, which agrees well with

the findings in Section 6.1.2, where this was shown also in a two-phase set-up.

The last example uses the same set-up as before with the variation, that here, no dirichlet

boundary condition is assumed at the bottom, but a mixture of methane gas (xCH4

g =

0.05) is injected with a flow rate of 5 mL/min and 50 mL/min. The set-up is compared

to experimental data obtained in Thomasen et al. [2019]. The top flow rate in this

comparison is 109 mL/min. Results for both codes can be seen in Figure 6.26, where

mole fractions of methane and oxygen are compared to the experimental data.

For the lower flow bottom flow rate of 5 mL/min, the transport within the porous medium
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Figure 6.26: Comparison of methane and oxygen mole fractions along the column for DuMux

and COMSOL➤ for top flow 109 ml/min and bottom 5 ml/min (left) and 50
ml/min (right). Experimental data is taken from Thomasen et al. [2019]. (Reprin-
ted by permission from Springer Nature Customer Service Centre GmbH: Springer
Nature, Computational Geosciences, On multicomponent gas diffusion and coup-
ling concepts for porous media and free flow: a benchmark study, Navid Ahmadi
et al, Copyright (2021))

is more diffusion dominated as can be seen at the more linear profile compared to the

profile with a bottom flow rate of 50 mL/min.

Both simulation frameworks show a very good match for all the coupled porous-medium

free-flow set-ups.

6.2.4 Summary

The benchmark study shows that both simulation frameworks produce very comparable

results and agree well with presented data in other sources or experiments. One example

demonstrates the unusual behaviour that can occur in the transport of multicomponent

mixtures, leading to diffusion against the gradient of concentration. The coupled porous-

medium free-flow examples analyse the transport under different flow conditions in the

free-flow and the porous medium. A comparison with Fick’s law shows that also in the

dry set-up, same as in the previously analysed multiphase set-up, the diffusive flux of

oxygen from the atmosphere in the porous medium where oxygen concentration is lower,
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differs for the two diffusion formulations. Both simulation tools show a very good match

when comparing fluxes across the interface for the various components. A comparison

between a more diffusive set-up and a set-up where advection in the porous medium is

dominating also shows, that both codes describe the transport process adequately under

both conditions. A comparison with experimental data shows a good match for both

cases.





7 Results and discussion III -

Multicomponent transport and solar

radiation

The following evaluations combine the analysis of the transport of multiple gaseous com-

ponents with the investigation of the influence of radiation. The set-up is similar to the

set-ups investigated before and starts first with a flat porous medium which can be seen

in Figure 7.1. A diurnal cycle of solar irradiance is considered to evaluate the transport

at different times of the day.
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Figure 7.1: Left: Set-up for the analysis of multicomponent transport under the influence of
radiation. The set-up is discretized with 80 cells in horizontal direction an 60 in
vertical direction a refinement towards the interface. Right: Set-up for the analysis
of the influence of a porous obstacle, analysed in the last section. The gas pressure
in both domains is set with 1 bar pressure at the interface and a hydrostatic dis-
tribution in the free flow and the porous medium, depending on gas density. It is
discretized with 250 cells in horizontal direction and 75 cells in vertical direction.

The investigated soil types are the silty soil type and the sandy soil type as analysed

as well in the previous chapters. The relevant parameters for the soils can be found in

Table 5.1.
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The last section evaluates a set-up with one porous obstacle as described in the previous

section for multicomponent transport but with a diurnal cycle of radiation where the sun

rises on the left side of the obstacle and sets on the right. The set-up can also be seen

in Figure 7.1.

7.1 Influence of soil types

In this section it is analysed how the transport of methane in different soil types is

influenced by radiation and a diurnal cycle of evaporation.

Figure 7.2 shows the accumulated mass of methane transported across the interface in

a time span of five days. On the left the rates for a sandy soil are displayed and on the

right the ones for silty soil. One simulation shows the influence of radiation, while the

other radiation is neglected.
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Figure 7.2: Accumulated transport across the interface for one simulation with and one without
radiation for sandy soil (left) and silty soil (right).

It is obvious, that after the initial increase in methane transport, which can be explained

by the initial conditions, without radiation the transport rates rise nearly linearly. When

a diurnal cycle of radiation is included, the behaviour is non-linear, as the transport also

exhibits a diurnal cycle.
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In sandy soil the difference between the two cases is much higher than for silty soil.

One reason for that is that silty soil is still in stage-I evaporation and therefore surface

temperatures do not rise as much as for the sandy soil. Therefore, the influence of the

temperature change is more pronounced for the sandy soil than for silty soil. Additionally,

in sandy soil, the effects of buoyancy and changes in advective transport parameters

have a greater influence. The diurnal cycle of radiation leads to density differences in

the porous medium that can change the flow behaviour and lead to additional advective

transport. In Figure 7.3 the transport across the interface split into total and diffusive

transport can be seen.
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Figure 7.3: Transport across the interface at midday (left) and at midnight (right). In the
upper part, the temperature in the porous medium to that times is displayed. The
arrows indicate the flow direction.

It is visible that for the case where radiation is included as well as for the case without

radiation, the transport across the interface is mostly diffusive. Still, at midday the

transport is strongly enhanced by the solar irradiation, which can be explained by the

higher temperatures in the porous medium that can be seen in the upper part of Figure

7.3.

The shift in the curve towards the right boundary can be explained by temperature

differences between the left and the right side of the interface. On the left side more

the arriving air from the atmosphere is cooler and evaporation rates are highest as the

air is very dry. This leads to more enhanced evaporative cooling and conductive heat
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exchange, lowering the temperatures. The drop in transport rates at the sides can be

explained by the boundary conditions as conductive heat exchange at the left and right

side of the porous medium leads to cooler temperatures.

It can be observed that even at midnight, transport rates of methane are still higher

than in the case where radiation is neglected. The temperature in the soil is still higher,

which leads to higher diffusive fluxes as well as higher advective fluxes due to buoyancy

effects. This was also found experimentally for high permeability soils in Ganot et al.

[2014].

To analyse that differences between day and night further, Figure 7.4 shows the con-

centration of methane, the density of the gas phase, and the temperature in the porous

medium plotted across the y-axis of the porous tank for 4 different times during a day.
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Figure 7.4: Temperature (left), density (middle), and mole fraction of methane (right) across
the y-axis (blue line in Figure 7.1) in the porous medium for four different times
during a diurnal cycle of radiation.

It can be observed that during the night (at 10 p.m and at midnight) the temperatures

are still elevated in the porous medium although they decrease towards the interface due

to the evaporative cooling. This higher temperature in the porous medium leads to non-

linear density distributions: At the bottom of the porous medium the density is controlled

by the dirichlet boundary, that fixes the methane content as well as the temperature.

As the methane content decreases towards the top, the density should increase due to

changes in composition. As the temperature increases though, the density is dominated

by that temperature change and instead densities decrease further. At the interface due

to evaporative cooling temperatures are lower again, which leads to a subsequent increase

in density.

At six in the morning this higher temperature lens in the porous medium is not visible

any longer, the temperature decreases from the bottom to the top of the porous medium

due to the lower temperature at the top. During the day, the temperature increases tre-

mendously (here visible at midday) and the density decreases drastically. These changes
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in temperature and its influence on the transport process is also reflected in the mole

fractions, plotted on the right.

7.2 Influence of different components

The influence of different components can be seen in Figure 7.5 for methane and carbon

dioxide, where the fluxes of each component across the interface of an unsaturated sandy

soil into the atmosphere can be observed for a time period of five days.
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Figure 7.5: Transport across the interface for carbon dioxide and methane.

Both components show a very similar behaviour. The temperature due to solar radiation

leads to a decrease of density independent of the component, because both are treated

as ideal gases.

However, it can be seen that in this set-up more carbon dioxide is released into the

atmosphere than methane. This is in contrast to the previous analysis in a dry set-up

and with low water saturation analysed in Chapter 6.

In the current set-up the water saturation at the bottom of the porous medium is relat-

ively high due to the dirichlet boundary condition. Therefore, diffusion in the gas phase

is limited. That is why in the current set-up the transport in the liquid phase plays a

more dominant role. As carbon dioxide is much more soluble in the liquid phase than

methane, this explains the higher transport rates.

This can also be seen in Figure 7.6, where the mole fraction in the gas phase and in the

liquid phase is shown at midday and midnight. For both components mole fractions in

the gas phase are higher at midday than at midnight. For the liquid phase, the mole
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Figure 7.6: Left: Mole fraction of carbon dioxide and methane at midday and midnight in the
gas phase. Right: Mole fraction of the components in the liquid phase.

fractions at the interface are much lower at midday than at midnight which can be

explained by the lower solubility when temperatures are higher.

7.3 Influence of free-flow velocity

As previously analysed, different wind velocities influence the transport of the compon-

ents. At the same time, temperature changes in the porous medium are influenced by

radiation and evaporation. As different wind velocities lead to different evaporation rates,

a diurnal cycle of radiation can induce different temperature gradients in the porous me-

dium depending on wind speed. This then can change the behaviour of the components.

This is analysed in Figure 7.7 that shows evaporation rates for both soil types over the

course of five days for two different turbulent wind speeds.

The silty soil is continuously in stage-I evaporation and as seen before as well, evaporation

rates are higher for higher wind speeds due to the thinner boundary layer thickness and

more mixing. This leads to more evaporative cooling and lower temperatures (Figure 7.8).

Additionally, this results in dryer soil, which increases the effective diffusion coefficients

of the gaseous components. The transport rates of methane are then greater for the

higher wind speeds, which can be seen in Figure 7.9. The difference is small though and

transport rates are low in general for both velocities.

The sandy soil is in stage-II evaporation from the beginning. Here, higher wind speeds

result in lower peak evaporation rates. As can be seen in Figure 7.8, peak surface
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Figure 7.7: Evaporation rates depending on soil type and velocity over five days.

temperatures are lower for higher wind speed. This can be attributed to more conductive

cooling with the cooler atmosphere due to the thinner boundary layer.
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Figure 7.8: Average temperature at the soil surface depending on soil type and velocity over
five days.

The temperatures for both soil types are higher for the lower wind velocity. While for the

sandy soil this can be explained by the before mentioned conductive heat exchange with



110 7 Results and discussion III - Multicomponent transport and solar radiation

the cooler atmosphere, for the silty soil, additionally the effect of evaporative cooling is

greater for higher wind velocities. That is why temperature peaks are lower for the silty

soil.

These different temperatures then can also lead to a varying influences on the transport

behaviour of methane for the two soil types, which can be seen in Figure 7.9.
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Figure 7.9: Methane rates depending on soil type and velocity over five days.

For the silty soil, the effect of a thinner boundary layer due higher velocities in the free

flow is dominating. Methane transport rates are then lower for lower wind velocities.

The effect is rather small though as in general the transport is limited by the transport

in the porous medium.

However, for the sandy soil, the effect of the temperature difference is dominating. Here,

higher wind velocities lead to less transport, as the temperatures at the interface and in

the porous medium are lower for higher flow velocities. Therefore, for sandy soil, higher

flow velocities result in lower methane transport rates.
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7.4 Influence of a surface obstacle

A five centimetre high obstacle is placed at the beginning of the porous medium to eval-

uate the influence of a diurnal cycle of radiation in such a setting. Again, the transport

behaviour in the silty soil and the sandy soil are compared.

Figure 7.10 shows evaporation rates downstream of the porous obstacles for both soil

types at three different points in time during a day.
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Figure 7.10: Evaporation rate across the interface downstream of the porous obstacle for three
different points in time. The obstacle ends at the x-position of 0.1 m after the
beginning of the porous medium.

The sandy soil drains very quickly and evaporation rates are in stage-II evaporation. Still,

the influence of the surface obstacle is visible. At 9 in the morning, the area close to the

obstacle (in the region between 0.1 - 0.15 m) is still in the shade, therefore, evaporation

rates are lower there than in the rest of the domain, where the sun heats the soil surface.

The dip in the evaporation rate at a position of x = 0.4 m can be explained by the end

of the recirculation zone, where temperatures are lower due to more turbulent mixing

with the cooler atmosphere. This leads to lower evaporation rates locally. At 3 in the

afternoon and in the night, evaporation rates are highest right after the obstacle, which

can be explained by the higher water saturation which can also be seen in Figure 7.11.
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At 9 a.m. the silty soil is still in stage-I evaporation, which can be seen in the shape

of the evaporation curve, that is still governed by the formation of the corner eddy

and the recirculation zone downstream of the obstacle. Later, evaporation rates are in

a transition from stage-I evaporation to stage-II evaporation. Both at 3 p.m. and at

midnight, the capillary pressure is high as the soil is relatively dry already. This leads

to a reduction of the vapour pressure and therefore lower evaporation rates.

Figure 7.11: Temperature distribution and water saturation in the porous medium at 9 a.m.
and 3 p.m. for a set-up of one porous obstacle and a diurnal cycle of radiation.

The methane flux from the porous medium into the free flow downstream of the obstacle

can be seen in Figure 7.12.
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Figure 7.12: Methane transport across the interface downstream of the porous obstacle for three
different points in time.

For sandy soil, the shape of the curve is clearly governed by the momentum transfer from

the free flow into the soil, which could be observed in the example without radiation in
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Chapter 6 as well. Radiation only has a minor influence on the profile, with the lowest

transport rates at 9 a.m. and highest rates at 3 p.m., when temperatures are higher.

In the morning, it can also be observed that transport rates are lower in the corner

right after the obstacle. At 9 a.m. this location is still in the shade, which leads to lower

temperatures and less transport. Here, the split of the curves between the different times

of the day is highest, as later in the day the transport is increased at this location as

well due to the higher temperatures. This temperature difference is also visible in Figure

7.13.

Figure 7.13: Temperature distribution at 9 a.m. and 3 p.m. in the sandy soil.

The silty soil, as before, is not so much influenced by the momentum transfer. Here,

the lowest transport rates are also observed for the morning, when temperatures are low

and the water saturation is higher. This decreases the effective diffusion coefficients and

therefore reduces the diffusive transport through the soil.

7.5 Summary

This analysis of multicomponent transport under the influence of solar radiation shows

that radiation and the subsequent temperature changes in the porous medium can have a

high influence on the transport of gaseous components from the soil into the atmosphere.

A comparison of a silty soil type with a sandy soil type shows that for the silty soil type

the influence of radiation is lower than for sandy soil. One reason is that in the analysed

set-up the silty soil is continuously in stage-I evaporation, therefore temperature rises

due to solar radiation are limited by evaporative cooling. Additionally, the temperature

difference mainly affects diffusive fluxes in the silty soil because advective fluxes are

limited due to the low permeability. Therefore, the influence of the temperature on
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densities and viscosities does not influence the transport of the components in the soil

substantially.

Comparing the influence of a diurnal cycle of radiation on methane and carbon dioxide,

it can be seen that both components show enhanced transport rates due to the higher

temperatures. Due to the relative high saturation in the analysed set-up, in this case

the transport of carbon dioxide in the water phase also plays a role and leads to higher

fluxes of carbon dioxide compared to methane. Methane mainly migrates in the gas

phase, where the flux is limited due to the low gas saturation.

Analysing different wind speeds and their influence on component transport shows that

for different soil types and wind speeds, the diurnal cycle of radiation can have a different

impact depending on which effect is dominating. For silty soil, higher wind speeds lead

to higher fluxes although the surface temperatures are lower for higher wind velocities.

Still, the smaller boundary layer that develops due to the higher wind velocity results in

higher diffusive fluxes. For the sandy soil, this effect is not dominating. Here, the higher

surface temperature of the lower wind velocity enhances the methane transport in the

porous medium, therefore increasing the fluxes of methane into the atmosphere.

The last section evaluates the effect of a surface obstacle. Here, evaporation rates and

transport of methane across the interface downstream of the obstacle are analysed for

the two different soil types, silt and sand. While evaporation rates are clearly influenced

by diurnal cycle of radiation, methane transport is dominated by the momentum transfer

from the free flow into the atmosphere and less by the diurnal cycle of radiation. Still,

it can be seen that higher temperatures during the day lead to higher transport for both

soil types.
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8.1 Summary

The focus of this work is analysing multicomponent transport between a porous medium

and a free flow. Furthermore, radiation is included in the coupling conditions of the two

domains, which makes it possible to evaluate the effect of a diurnal cycle of radiation

on evaporation and the transport of other gaseous components. This is highly relevant

for predicting greenhouse gas emissions and evaporation rates under natural conditions

from soil.

The Maxwell-Stefan formulation is implemented in the numerical software tool DuMux

to describe multicomponent diffusion in the gas and the liquid phase of an unsaturated

porous medium and in the free flow. This formulation is applied to calculate diffusive

fluxes and used in the transport equations of the free flow and the porous medium as well

as in the coupling conditions. The radiation concept is implemented by expanding an

existing implementation of a coupled porous-medium free-flow model with an additional

term in the coupling conditions. Parametrizations depending on water saturation are

used for soil emissivity and soil albedo.

Turbulent free-flow behaviour is described with a RANS approach and the k−ω-turbulence-

model. In the porous medium a two-phase multicomponent transport equation using

Darcy’s law as the momentum balance is applied. The free flow is discretized with a

staggered grid scheme, while the porous medium uses a cell-centred TPFA approach.

Time discretization is applied with a fully implicit Euler scheme. Both domains are

coupled with a monolithic approach. The discretized equations are linearised with New-

ton’s method and solved by a direct linear solver.
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Summary of the main results: Three main research topics are analysed in this work.

(I) Evaporation under the influence of radiation, where first a comprehensive process

analysis is conducted and then model results are compared to experimental results. (II)

Multicomponent transport from the porous medium into the atmosphere is investigated,

beginning with a process analysis and followed by a benchmark study, where model

results are compared to results from the commercially available software COMSOL Mul-

tiphysics➤. (III) Multicomponent transport is analysed under the influence of a diurnal

cycle of radiation. In the following, the main findings are described in more detail.

(I) Analysing evaporation under the influence of a cycle of diurnal radiation shows that

evaporation rates exhibit a diurnal cycle as well, both for stage-I evaporation and stage-

II evaporation. However, different soil types still strongly influence the transition from

stage-I evaporation to stage-II evaporation. The influence of surface obstacles is ana-

lysed, showing that the diurnal cycle of evaporation also has a very high impact on the

drying process. The height of surface undulations also plays a role as well as the direction

of the sun in comparison to the wind direction. A comparison with experimental data

taken from lysimeters, shows that the near surface parameters have a high influence on

predicting the correct evaporation rates. While stage-I evaporation rates are fairly well

approximated, stage-II evaporation rates are not well matched. This shows, that the de-

scription of the free flow is able to capture the right boundary layer development and the

radiation model describes a diurnal cycle adequately. However, under stage-II evapora-

tion an analysis of different parameters shows that uncertainties in the soil parameters at

the interface can lead to drastic changes in evaporation rates. With adapted parameters

for the van-Genuchten relationship, simulated and measured evaporation rates can be

well matched even for stage-II evaporation.

(II) Multicomponent transport under dry and unsaturated conditions is analysed for the

transport of the two main greenhouse gases, methane and carbon dioxide. Apart from a

high relevance for environmental aspects, these components are also very interesting to

analyse because their fluid properties differ from nitrogen and oxygen, therefore enabling

the analysis of the transport behaviour under different conditions. The analysis under

dry conditions shows that densities of the gaseous components influence the momentum

transfer from the porous medium into the free flow substantially, a result that is also

shown experimentally and numerically in Bahlmann et al. [2020]. The analysis presented

in this work shows that additionally a change in viscosities can have a high influence

on that momentum transfer. Analysing the transport for two different soil types under

unsaturated conditions shows that the behaviour of the components can change, depend-
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ing on which transport process is dominating. For sandy soil, the momentum transfer

from the free flow to the porous medium is dominating, while for silty soil, the diffusive

exchange across the boundary layer thickness is more decisive. In the investigated set-up

multicomponent diffusion plays a role in predicting oxygen fluxes from the porous me-

dium into the free flow, while methane fluxes and carbon dioxide fluxes out of the porous

medium are approximated sufficiently with Fick’s law, assuming diluted components.

The benchmark study under dry conditions shows that there is an excellent agreement

between the implemented version of the Maxwell-Stefan formulation in both software

tools. The key processes in a coupled porous-medium free-flow system can be captured

by both models.

(III) Investigating multicomponent transport with a diurnal cycle of radiation shows the

transport of methane and carbon dioxide is also influenced by solar radiation. Even

during night, elevated temperatures in the porous medium due to solar radiation during

the day can lead to higher transport rates as densities are lower and diffusion coefficients

higher. A comparison of different soil types shows this phenomenon especially for sandy

soil. Silty soil dries slower due to a different capillary pressure - saturation relationship

and therefore does not exhibit that pronounced temperature changes during day and

night. The influence of one porous obstacle is analysed and shows that the transport of

the gaseous components is strongly influenced by the momentum transfer from the free

flow into the porous medium.

8.2 Outlook

This work analyses multicomponent transport in coupled porous-medium free-flow pro-

cesses under the focus of radiation and surface roughness. However, there are still some

open questions concerning the processes that are involved in transfer of mass, momentum,

and energy between a porous medium and a free flow and possible model extensions.

Physical processes and parameters: In order to expand the presented analysis of the

transport of multiple components from the soil into the atmosphere to other components,

several other aspects can become relevant. Especially of interest are the fluid properties.

As previously described for the computation of the liquid diffusion coefficients infinite

dilution is assumed. For the presented analysis of methane and carbon dioxide this
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approximation will give sufficient results as the main transport of the components is in

the gas phase. However, when this analysis should be expanded to other components

such as salts, this assumption might not be valid any more. Then also the assumption

that mixtures are ideal needs to be questioned. Comparison with fluid properties that are

calculated based on thermodynamically consistent relationships will help to gain more

insight.

Another aspect that can be included is turbulent pressure pumping, which was found

to have a high influence on the transport of gaseous components in high permeability

material such as gravels [Maier et al., 2010, Mohr et al., 2016, Laemmel et al., 2017].

These fluctuations occur on a time scale that cannot be captured by current turbulence

models and could be included by dispersion concepts.

When analysing a system of methane and carbon dioxide, another aspect that can be

included in the evaluation are reactions, especially the oxidation of methane to carbon

dioxide. This is e.g. investigated for single phase transport in Ahmadi et al. [2020], Molins

et al. [2008], Binning et al. [2007]. Especially when considering longer time scales, this

reaction has a strong influence on the transport of the components.

From an environmental perspective, especially focussing on outdoor conditions and as-

sessing the greenhouse gas transport there, another important point would be the inclu-

sion of plants and transpiration [e.g. Koch et al., 2018] or precipitation.

Extension to 3-d domains: In this work all set-ups consider only a 2-d analysis of the

processes. However, it is possible that 3-d effects can influence the analysis, especially

when analysing experiments in small domains, when wall effects also might play a role.

Ahmadi et al. [2020] show that 3-d calculations in a column set-up of multicomponent

transport produces better comparisons with experiments. In further work, when more

comparisons with experiments are analysed, this extension might have to be taken into

account.

Extensions of the numerical model: As previously described the processes close to the

interface are decisive for estimating the correct transport of a quantity from the porous

medium into the free flow. In Fetzer [2018] it is shown that an interface solver, where an

additional degree of freedom at the interface is introduced, can lead to different results

than the implementation of the coupling conditions as used in this work. Here, model
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results depend on the grid refinement at the interface. Therefore, using an interface

solver or a different discretization scheme, where degrees of freedom are available at the

interface would make this work less grid dependent and potentially less computationally

costly as a coarser grid could be used. Moreover, currently the discretization in the

free flow is not adapted to resolve the investigated surface heterogeneities effectively. A

locally adaptive grid discretization could improve compu-tational costs by allowing grid

refinement close to the porous obstacles while keeping the grid discretization coarse in

the rest of the free-flow domain [e.g. Lipp and Helmig, 2020]. Additionally, the radiation

model could be generalized to include arbitrary shapes of surface geometries and angles

of the sun, potentially with the help of view factors [e.g. Modest, 2013, Saneinejad et al.,

2012].

Experimental investigations: Comparison of numerical results with experimental meas-

urements are crucial for evaluating the suitability of the models. In this work, evaporation

rates under outdoor conditions are compared to model results. Additionally, experi-

mental results are compared to model results in the benchmark study in a single phase

set-up. However, multiphase experiments and a comparison of the model result are still

missing and would be and important step to analyse the transport processes more closely.





A Derivation of Fick’s law in the mass

reference system

This section adds to the derivation of Fick’s law in the mass reference system from the

Maxwell-Stefan formulation for two components in Chapter 3.1.2. To show that:

∇Xa =
MaM b

M2
avg

(∇xa) (A.1)

one can begin with the the relationship between mass and mole fractions:

xa =
Mavg

Ma
Xa (A.2)

The gradient of a mole fraction therefore can be split into:

∇xa = ∇(
Mavg

Ma
Xa) =

Xa

Ma
∇Mavg +

Mavg

Ma
∇Xa (A.3)

In a binary system the gradient of the average molar mass can be written as ∇Mavg =

∇xaMa +∇xbM b. With ∇xa = −∇xb, ∇Mavg = (Ma −M b)∇xa.

This can then be used in the above equation to get:

∇xa =
Xa

Ma
∇xa(Ma −M b) +

Mavg

Ma
∇Xa (A.4)

Rearranging leads to:

∇xa(1− Xa

Ma
(Ma −M b)) =

Mavg

Ma
∇Xa (A.5)
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now using that 1−Xa = Xb, this can be written as:

∇xa(MaXb +M bXa) = Mavg∇Xa (A.6)

using again the conversion from mass fraction to mole fraction and rearranging leads to:

∇xa(MaM bxb +MaM bxa) = M2
avg∇Xa (A.7)

with xa + xb = 1 this then leads to the equation given before with:

∇Xa =
MaM b

M2
avg

(∇xa) (A.8)



B Results and discussion - additonal

material

B.1 Evaporation and radiation

This section presents additional material for chapter 5.

Figure B.1 shows the boundary conditions and initial conditions for the analysis of a

non-flat surface under the influence of solar radiation.
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Figure B.1: Initial and boundary conditions for the evaluation of radiation with surface undu-
lations. The set-up is discretized with 270 cells in the horizontal direction and 45
in vertical direction.

Table B.1 shows the spatial parameters as analysed for the first two horizons of the

soil Sauerbach (SB-10) of the TERENO SoilCan project. Table 5.1 shows the initial

conditions taken from measurement data of the two years that are analysed in chapter

5.2.
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parameter horizon 1 horizon 2
n 1.5 1.59 [-]
α 7.54332e-5 6.6e-5 [1/Pa]

Snr 0.00814 0.073 [-]
Swr 0.18 0.14 [-]

ϕ 0.376 0.398 [-]
K 1.68e-12 7.7e-14 [m2]

Table B.1: Spatial parameters for the first two horizons from experimental data for the soil
Sb-10.

parameter 2016 2017

[xH2O
g ]ff 0.001 0.02 [-]

[pg]
ff 1e5 1e5 [Pa]

[T ]ff 289.15 291.65 [-]

[Sw]
pm 0.757 0.63 [-]

[T ]pm 293.15 292.42 [-]

Table B.2: Initial conditions for the two years

B.2 Multicomponent transport

This section presents additional material for chapter 6.

Figure B.2 shows the evaporation rates for silty depending on varying concentration of

methane and carbon dioxide present in the soil. The left side shows the transport for

the first 10 minutes, while the right shows the transport for 72 hours of drying.
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Figure B.2: Evaporation rates of the silty soil dependent on methane and carbon dioxide con-
tent.
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The diffusion coefficients in Table B.3 are used as constant in the benchmark study for

multicomponent diffusion. In Table B.4 the pure component viscosities are presented as

they are used in the benchmark. Mixture viscosities are then calculated depending on

the concentration.

Dij [m2 s−1]

CH4 −O2 2.26 · 10−5

CH4 − CO2 1.71 · 10−5

CH4 − N2 2.14 · 10−5

O2 − CO2 1.64 · 10−5

O2 − N2 2.08 · 10−5

CO2 − N2 1.68 · 10−5

H2 − N2 8.33 · 10−5

H2 − CO2 6.80 · 10−5

Table B.3: Diffusion coefficients for the benchmark study on multicomponent diffusion.

µi
g [Pa s]

CH4 1.09 · 10−5

O2 2.05 · 10−5

CO2 1.47 · 10−5

N2 1.76 · 10−5

Table B.4: Pure component viscosities for the benchmark study.
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T. Koch, D. Gläser, K. Weishaupt, S. Ackermann, M. Beck, B. Becker, S. Burbulla,

H. Class, E. Coltman, S. Emmert, T. Fetzer, C. Grüninger, K. Heck, J. Hommel,
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S. I. Seneviratne, D. Lüthi, M. Litschi, and C. Schär. Land–atmosphere coupling and

climate change in Europe. Nature, 443(7108):205–209, 2006. doi: 10.1038/nature05095.

E. Shahraeeni, P. Lehmann, and D. Or. Coupling of evaporative fluxes from drying

porous surfaces with air boundary layer: Characteristics of evaporation from discrete

pores. Water Resources Research, 48(9), 2012. doi: 10.1029/2012wr011857.



138 Bibliography

U. Shavit, R. Rosenzweig, and S. Assouline. Free flow at the interface of porous surfaces:

A generalization of the Taylor Brush configuration. Transport in Porous Media, 54(3):

345–360, 2004. doi: 10.1023/b:tipm.0000003623.55005.97.

J. B. Silva, D. C. Gaio, L. F. A. Curado, J. D. S. Nogueira, L. C. G. V. Júnior, and

T. R. Rodrigues. Evaluation of methods for estimating atmospheric emissivity in

Mato-Grossense Cerrado. Ambiente e Agua - An Interdisciplinary Journal of Applied

Science, 14(3):1, 2019. doi: 10.4136/ambi-agua.2288.

B. E. Sleep. Modeling transient organic vapor transport in porous media with the dusty

gas model. Advances in Water Resources, 22(3):247–256, 1998. doi: 10.1016/s0309-

1708(98)00011-6.

S. Solomon, D. Qin, M. Manning, Z. Chen, M. Marquis, K. Avery, M. Tignor, and

H. Miller. Climate Change 2007: The Physical Science Basis. Working Group I Con-

tribution to the Fourth Assessment Report of the IPCC, volume 1. 01 2007.

W. Somerton, J. Keese, and S. Chu. Thermal behavior of unconsolidated oil sands.

Society of Petroleum Engineers Journal, 14(05):513–521, 1974. doi: 10.2118/4506-pa.

R. Span and W. Wagner. A new equation of state for carbon dioxide covering the fluid

region from the triple-point temperature to 1100 K at pressures up to 800 MPa. Journal

of physical and chemical reference data, 25(6):1509–1596, 1996.

L. R. Stingaciu, L. Weihermüller, S. Haber-Pohlmeier, S. Stapf, H. Vereecken, and

A. Pohlmeier. Determination of pore size distribution and hydraulic properties using

nuclear magnetic resonance relaxometry: A comparative study of laboratory methods.

Water Resources Research, 46(11), 2010. doi: 10.1029/2009wr008686.

R. Taylor and R. Krishna. Multicomponent Mass Transfer. Wiley-Interscience, 1993.

ISBN 0471574171.

A. Terzis, I. Zarikos, K. Weishaupt, G. Yang, X. Chu, R. Helmig, and B. Weigand.

Microscopic velocity field measurements inside a regular porous medium adjacent to

a low Reynolds number channel flow. Physics of Fluids, 31(4):042001, 2019. doi:

10.1063/1.5092169.

T. B. Thomasen, C. Scheutz, and P. Kjeldsen. Treatment of landfill gas with low methane

content by biocover systems. Waste Management, 84:29 – 37, 2019. ISSN 0956-053X.

doi: 10.1016/j.wasman.2018.11.011.



Bibliography 139

W. Thomson. 4. on the equilibrium of vapour at a curved surface of liquid. Proceedings

of the Royal Society of Edinburgh, 7:63–68, 1872. doi: 10.1017/s0370164600041729.

M. T. van Genuchten. A closed-form equation for predicting the hydraulic conductivity

of unsaturated soils. Soil Science Society of America Journal, 44(5):892, 1980. doi:

10.2136/sssaj1980.03615995004400050002x.

H. K. Versteeg and W. Malalasekera. An Introduction to Computational Fluid Dynamics

- The Finite Volume Method. Pearson Education, Amsterdam, 2007. ISBN 978-0-131-

27498-3.

A. Vescovini. A fully implicit formulation for Navier-Stokes/Darcy coupling. Master’s

thesis, Politecnico Milano, 2018.

J. E. Vivian and C. J. King. Diffusivities of slightly soluble gases in water. AIChE

Journal, 10(2):220–221, 1964. doi: 10.1002/aic.690100217.

S. W. Webb and K. Pruess. The use of Fick’s law for modeling trace gas diffusion in

porous media. Transport in Porous Media, 51(3):327–341, 2003. ISSN 1573-1634. doi:

10.1023/A:1022379016613.

S. Whitaker. Derivation and application of the Stefan-Maxwell equations. Revista Mex-

icana de Ingenieria Quimica, 68:213–243, 2009.

F. M. White. Fluid Mechanics. McGraw-Hill Education, New York, 2016. ISBN 978-9-

814-72017-5.

D. C. Wilcox. Turbulence Modeling for CFD (Third Edition). D C W Industries, 2006.

ISBN 1928729088.

D. C. Wilcox. Formulation of the k-w turbulence model revisited. AIAA Journal, 46

(11):2823–2838, 2008. doi: 10.2514/1.36541.

C. R. Wilke. A viscosity equation for gas mixtures. The Journal of Chemical Physics,

18(4):517–519, 1950. doi: 10.1063/1.1747673.

P. A. Witherspoon and D. N. Saraf. Diffusion of Methane, Ethane, Propane, and n-

Butane in Water from 25 to 43➦. The Journal of Physical Chemistry, 69(11):3752–3755,

1965. doi: 10.1021/j100895a017.



140 Bibliography

T. Yamanaka, A. Takeda, and J. Shimada. Evaporation beneath the soil surface: some

observational evidence and numerical experiments. Hydrological Processes, 12(13-

14):2193–2203, 1998. doi: 10.1002/(SICI)1099-1085(19981030)12:13/14¡2193::AID-

HYP729¿3.0.CO;2-P.

A. G. Yiotis, I. N. Tsimpanogiannis, A. K. Stubos, and Y. C. Yortsos. Coupling between

external and internal mass transfer during drying of a porous medium. Water Resources

Research, 43(6), 2007. doi: 10.1029/2006WR005558.

S. Zacharias, H. Bogena, L. Samaniego, M. Mauder, R. Fuß, T. Pütz, M. Frenzel,
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