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ABSTRACT

MACHINE LEARNING APPROACHES FOR LUNG CANCER DIAGNOSIS

Ahmed Mahmoud Ahmed Shaffie

April 21, 2021

The enormity of changes and development in the field of medical imaging technol-

ogy is hard to fathom, as it does not just represent the technique and process of constructing

visual representations of the body from inside for medical analysis and to reveal the inter-

nal structure of different organs under the skin, but also it provides a noninvasive way for

diagnosis of various disease and suggest an efficient ways to treat them. While data sur-

rounding all of our lives are stored and collected to be ready for analysis by data scientists,

medical images are considered a rich source that could provide us with a huge amount of

data, that could not be read easily by physicians and radiologists, with valuable informa-

tion that could be used in smart ways to discover new knowledge from these vast quantities

of data. Therefore, the design of computer-aided diagnostic (CAD) system, that can be

approved for use in clinical practice that aid radiologists in diagnosis and detecting poten-

tial abnormalities, is of a great importance. This dissertation deals with the development

of a CAD system for lung cancer diagnosis, which is the second most common cancer

in men after prostate cancer and in women after breast cancer. Moreover, lung cancer is

considered the leading cause of cancer death among both genders in USA. Recently, the

number of lung cancer patients has increased dramatically worldwide and its early detec-

tion doubles a patient’s chance of survival. Histological examination through biopsies is

considered the gold standard for final diagnosis of pulmonary nodules. Even though resec-
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tion of pulmonary nodules is the ideal and most reliable way for diagnosis, there is still a

lot of different methods often used just to eliminate the risks associated with the surgical

procedure. Lung nodules are approximately spherical regions of primarily high density tis-

sue that are visible in computed tomography (CT) images of the lung. A pulmonary nodule

is the first indication to start diagnosing lung cancer. Lung nodules can be benign (normal

subjects) or malignant (cancerous subjects). Large (generally defined as greater than 2 cm

in diameter) malignant nodules can be easily detected with traditional CT scanning tech-

niques. However, the diagnostic options for small indeterminate nodules are limited due

to problems associated with accessing small tumors. Therefore, additional diagnostic and

imaging techniques which depends on the nodules’ shape and appearance are needed.

The ultimate goal of this dissertation is to develop a fast noninvasive diagnostic sys-

tem that can enhance the accuracy measures of early lung cancer diagnosis based on the

well-known hypotheses that malignant nodules have different shape and appearance than

benign nodules, because of the high growth rate of the malignant nodules. The proposed

methodologies introduces new shape and appearance features which can distinguish be-

tween benign and malignant nodules. To achieve this goal a CAD system is implemented

and validated using different datasets.

This CAD system uses two different types of features integrated together to be able

to give a full description to the pulmonary nodule. These two types are appearance features

and shape features. For the appearance features different texture appearance descriptors are

developed, namely the 3D histogram of oriented gradient, 3D spherical sector isosurface

histogram of oriented gradient, 3D adjusted local binary pattern, 3D resolved ambiguity

local binary pattern, multi-view analytical local binary pattern, and Markov Gibbs random

field. Each one of these descriptors gives a good description for the nodule texture and

the level of its signal homogeneity which is a distinguishable feature between benign and

malignant nodules. For the shape features multi-view peripheral sum curvature scale space,

spherical harmonics expansions, and different group of fundamental geometric features are
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utilized to describe the nodule shape complexity.

Finally, the fusion of different combinations of these features, which is based on

two stages is introduced. The first stage generates a primary estimation for every descriptor.

Followed by the second stage that consists of an autoencoder with a single layer augmented

with a softmax classifier to provide us with the ultimate classification of the nodule. These

different combinations of descriptors are combined into different frameworks that are eval-

uated using different datasets. The first dataset is the Lung Image Database Consortium

which is a benchmark publicly available dataset for lung nodule detection and diagnosis.

The second dataset is our local acquired computed tomography imaging data that has been

collected from the University of Louisville hospital and the research protocol was approved

by the Institutional Review Board at the University of Louisville (IRB number 10.0642).

These frameworks accuracy was about 94%, which make the proposed frameworks demon-

strate promise to be valuable tool for the detection of lung cancer.
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CHAPTER I 
INTRODUCTION

Medical imaging is the different techniques that are utilized to reveal the interior of

the human body in order to analyze it clinically, to diagnose, and monitor the body organs

medical conditions. This is why medical imaging has crucial role in the early detection

and the accurate diagnosis of different organ diseases. Usually, the original output of any

imaging modality could be divided into four categories: one-Dimensional (1D) which is

like the Electrocardiogram (ECG). Two-dimensional (2D) signal like an X-ray, in this type

of data there is an ordinary 2D image, which is a flat image that appears as a rectangular

array of values, that represents different signals that express the characteristics of a specific

organ or location in the body, called pixels. Three-dimensional (3D) signal like Computed

Tomography (CT), in this type of data there is a volume which is a stack of consecutive 2D

images, every one of them called a slice. This volume is represented as a three dimensional

array of values called voxels. Four-dimensional (4D) signal, in which there is a volume,

but with multiple frames for this volume and it is obvious that the fourth dimension is

time. The modern evolution of the medical imaging modalities is now providing a ton of

scans with very high resolution and different degrees of contrasts. All the data stored in

the scans shows a huge amount of information that needs to be interpreted by the radiolo-

gists. Therefore, there is a real need for an automated diagnostic system that will help to

save time, cost, and exclude the complications that may be get involved in invasive surgical

procedure. Of course, this systems will not replace the clinician or radiologists, it typically

marks the location of suspicious areas, and gives the clinician or the radiologist a signal to

investigate this part and make the final diagnoses. This will help to avoid the traditional

human errors as a result of the huge amount of exhausting work which come from the large
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number of images for only one patient and of course the radiologist has to interpret up to 50

cases per day [1]. There are many types of imaging modalities, each one based on various

types of energy sources, such as light, X-rays, ultrasound and nuclear magnetic. The focal

points and constraints of each imaging modality are principally operated by the basic phys-

ical and biological standards which impact the manner in which every energy source affect

the tissues [2]. The most common imaging modalities are: magnetic resonance imaging

(MRI), computed tomography (CT), ultrasound, positron emission tomography (PET), and

single photon emission computed tomography (SPECT) (see Figure 1).

CT of the lung MRI of the brain MRI of the heart

Ultrasound of the kidney PET of the Brain Liver SPECT image

FIGURE 1: The most common medical images

Imaging modalities could be also divided into two categories based on the provided

information by the modalities. The first category is functional imaging or sometimes called
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physiological imaging, which depends on measuring and identifying the changes in the

blood stream, metabolism, and most of the physiological activities. Ultrasound, PET, and

SPECT are examples of functional imaging. The second category is structural imaging,

which is concerned with the visualization of the anatomy of the organs to show whether

there is any injury or anomaly. CT and MRI are examples of structural imaging, although

they also belong to functional imaging. As the CT is the related imaging modality that is

used through the dissertation, it will be the focus of the following section.

A. COMPUTED TOMOGRAPHY (CT) IMAGING

Computed Tomography (CT) is one of the most popular imaging techniques. This

imaging modality evolved since the mid-seventies and proved its efficiency in multiple

medical domain applications. The CT remodels internal object structures from multiple

projections acquired by estimating transmission of X-ray radiation through the object. CT

scanner utilizes a motorized X-ray source that rotates around a circular shaped structure

called a gantry. The bed where the patient lies during the CT imaging procedure moves

through the gantry and the X-ray tube rotates around the patient pointing arrow beams of

x-rays through the body. CT scanners adopt special digital X-ray detectors instead of film.

These detectors are placed in an opposite direction from the X-ray source. When the X-

rays vacate the patient, they are collected by the detectors and transmitted to a computer.

Every time the X-ray source finishes a full rotation, the CT computer utilizes sophisticated

mathematical approaches to build a 2D image slice of the patient. Once a full slice image is

finalized the bed moves into the gantry. The same process is repeated until physicians get

the needed number of slices. Images are either shown individually or stacked together by

the computer to produce a 3D image of the patient that identifies many parts of the patient

like the organs, the skeleton and the tissues along with any abnormalities the doctors are

trying to distinguish. The integral incorporation of rays in the patients’ body from multiple

directions of the X-ray radiation permit the reconstruction of point-wise X-ray attenuation
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coefficients for each location in the object. These coefficients are calculated in integer

Hounsfield units (HU), named by CT numbers. These numbers vary from 1000 (air) to

+1000 (cortical bone) and represent the intensity values of CT scans. Figure 2 shows

different projection for CT scan.

Axial view Coronal view Sagittal view

FIGURE 2: CT scan for the lung from different views: axial, coronal, and sagittal

1. Structural CT

In old years, the CT scans were captured in an axial or transverse plane that is

orthogonal to the long axis of the body. In more recent years, the development of multi-slice

and spiral CT allowed the 3D reconstruction images from multiple 2D views. Nowadays,

images with much better details and in a faster time are obtained with CT scanners with

64 or more detectors. Images resolution and the necessary time for images acquisition

continue to improve and this help in diagnosing diseases in a more efficient way. This

helped in fasting treatments and amplified the survival rate of patients.

2. Contrast–enhanced CT (CE-CT)

CE-CT Contrast agents are used during contrast enhanced computed tomography to

enhance physiological tissues and organs of the body. While bones can be identified easily
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on X-ray images, imaging some other organs and soft tissues is more challenging. Suffi-

cient contrast is crucial for identifying a difference in the density between areas of a CT

image. Identifying a disease may be a difficult task due to very low contrast between patho-

logical tissues (for e.g. tumors, abscesses and metastases) and normal organ tissues and this

encouraged the use of contrast–enhanced CT. Contrast agents for this imaging modality is

used in multiphasic CT researches to give dynamic information of blood supply (e.g., liver

CT). It is also utilized in CT angiography (CTA) to delineate vessels and in CE-CT studies

of various body parts to attain opacification of the studied tissue (e.g., kidney CT) compar-

ing to the background tissue. Contrast enhanced multi-detector row CT (MDCT) took over

several well-known imaging modalities including cholangiography, intravenous urography

and catheter angiography because it allows faster examination with clearer output images.

Figure 3 shows the effect of the contrast agent on making the scan clear.

Unenhanced CT Enhanced CT

FIGURE 3: Two examples of enhanced and unenhanced computed tomography (CT) scans

of the liver

3. Microtomography (Micro-CT)

Micro-CT is a 3D imaging technique that use X-rays to see inside an object, slice

by slice. Micro-CT, named also by microtomography or micro computed tomography, is

comparable to hospital CT or CTA scan imaging but with increased resolution because it
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uses a small scale. Samples can be scanned with pixel sizes as small as 100 nanometers and

objects can be imaged as large as 200 millimeters in diameter. Micro-CT scanners catch

multiple 2D planar X-ray images and rebuild the data into 2D cross-sectional slices. These

slices can be processed into 3D models as well or even printed as 3D physical objects for

analysis. While with 2D X-ray systems, it is possible to see through an object, with 3D

micro-CT systems, it is possible to see inside the object and divulge internal features.

4. CT angiography (CTA)

Computed tomography angiography (CTA) utilizes an injection of contrast material

into blood vessels and CT scanning to assist in the diagnosis and evaluation of blood vessels

disease or similar conditions, such as blockages or aneurysms. Compared to other imaging

techniques, CTA has a lower cost and acquire images in a faster way. It allows the detection

of aneurysms (enlarged blood vessels) and shows the vessels damages early enough to find

appropriate therapies.

5. Dynamic CT imaging (4D-CT)

Dynamic volume CT scans are similar to normal CT scan, except that the patient

is asked to perform movements during the scan. Dynamic volume CT scans allow the

clinician to acquire unique 4D information about joint motion. The high resolution 4D

information attributed by these scans is not available using other techniques, including X-

ray, MRI and Ultrasound.

6. CT imaging: Advantages and disadvantages

At present, the CT modality is faster and more universally available than other imag-

ing modalities. This results in low per-scan costs. CT allows the acquisition of bones, blood

vessels and soft tissue in the same time. Unlike the MRI imaging modality, CT permit the
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separation of two inner structures separated by small distances from each other. It is also

less sensitive to patient movement and the radiation don’t stay in the body after the exam-

ination. Despite all these advantages, one concern resides in the fact that CT uses X-ray

radiation, which can harm patients by causing both cancer and DNA damages. To reduce

the radiation effect novel CT technologies utilizes low radiation but this introduce images

deterioration.

B. Lung Cancer

Cancer in general is a very wide term for a category of diseases in which the ab-

normal cells in the human body start to develop and grow out of control as well as invade

the surrounding normal cells. This cancer is called lung cancer when it starts in lung and it

may spread to different organs, such as brain. Also the opposite could happen and affect the

lung from other organs. The cancer is called metastases, when it spread to an organ from

another one. Lung cancer is the second most common cancer in men after prostate cancer

and in women after breast cancer, but it is considered the leading cause of cancer death

among both gender in the United States as about 1 out of every 4 cancer deaths is resulting

from lung cancer [3]. Cigarette smoking is the main source of lung cancer. It also may

happen as a result of using different types of tobacco, such as hookah or pipes, exposed to

secondhand smoke or some certain substances, such as radon, and having cancer family or

personal history. It could be divided into two main categories, small cell that appears small

and round under a microscope and non-small cells which are larger and more common that

the small cells.

1. Pulmonary Nodules

The first indicator of the lung cancer is the Pulmonary nodules, which are spot on

the lung with no definite shape that appears on a chest X-ray or chest CT scan as a white
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spot as it is more solid than the regular lung tissue. Figure 4 shows different samples

of benign and malignant nodules. Lung nodules are visible on around 50% of the CT

scans of the adult and this is why they are very common and more than 95% of these

nodules are benign ones. The benign nodules are usually the result of old infections (such as

tuberculosis), noninfectious inflammation (such as rheumatoid arthritis), or noncancerous

tumors (such as fibroma). The malignant nodules mainly could be determined from the

following characteristics: (1) The malignant nodule has very high growth rate, as it may

double in size in a few months. (2) The border of the malignant nodule is irregular and has

a complex shape comparing with the well define border of the benign one. (3) The large

nodule in size has a greater probability to be malignant (greater than twenty millimeters).

(4) The malignant nodule has eccentric and inhomogeneous texture comparing with the

benign nodule.

FIGURE 4: Samples of 2D axial projection for benign (first-row) and malignant (second-

row) lung nodules.
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2. Diagnosis of Lung Cancer

Histological examination through biopsies is considered the gold standard for final

diagnosis of pulmonary nodules. These biopsies could be collected in two ways. The first

one is transthoracic Needle biopsy, in the beginning the doctor may make a small incision

in the patient skin where the needle will be inserted, then while the patient hold his breath

and remain as still as possible, the doctor will insert the needle through his skin and chest

wall, the patient may feel pressured and then a quick sharp pain when the needle reaches

the surfaces of the patient’s lung. The doctor will quickly obtain the sample of the tissue

and withdraw the needle. Afterwards a chest x ray or any type of imaging technique will be

used to make sure that the lung has not collapsed. Figure 4 shows an illustration of taking

biopsy samples from the lung. The second one is bronchoscope biopsy. The bronchoscope

FIGURE 5: Taking lung biopsy samples illustration

is used to sample abnormal spots in the lung. The tube is passed through the mouth or nose

of the patient and goes into the trachea, from there it passes through the bronchial tubes

to be in the lung. Biopsy tools are gently passed through the bronchoscope to reach a few
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abnormalities, a live x-ray called fluoroscope is used to watch the biopsies tools reach the

lung sacs. Now biopsies and other samples can be taken and additional ones may be taken

also for various tests. Figure 6 shows an illustration of using bronchoscope in the lung.

Usually they use the transthoracic needle biopsy to obtain samples from tumors which is

FIGURE 6: Illustration of using the flexible bronchoscope

near the chest wall as it will be very difficult to reach using the bronchoscope through the

lung bronchioles. However, the transthoracic needle biopsy and bronchoscope are less in-

vasive comparing with the surgical biopsy that needs general anesthesia, but they are still

an invasive way for diagnosis and there is a very high risk as some problems may hap-

pen like: Pneumonia, infection, coughing up blood, collapsed lung, or bleeding. In other

words, even though resection of pulmonary nodules is the ideal and most reliable way for
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diagnosis, there is a real need to eliminate the risks associated with the surgical procedure

through noninvasive methods. And actually this was the great motive to implement a new

noninvasive CAD system.

C. The role of the imaging modalities in lung cancer diagnosis

Usually when people start to feel the symptoms of the lung cancer, such as chest

pain, weight loss without justification, wheezing, or coughing that does not stop, they start

visiting the physician that most probably will ask them to make a chest CT scan. The

radiologist will start to analyze the scans. If the radiologist found a nodule, which will

happen in most cases, then the radiologist has to check the nodule size. If the nodule size

is small (less than 4mm) the radiologist will ask for another scan after 6 months to check

the growth rate of the nodule, which will be the indicator of the malignancy of that nodule.

If the nodule size is large (more than 20mm) then the nodule is diagnosed as a malignant

nodule (see Figure 7). This procedure make the diagnosis of the lung cancer happen in

a very late stage which make the recovery very difficult. This is why the Objective of

FIGURE 7: Illustration of the traditional procedure of the lung nodule diagnosis.

this dissertation at first stage was to develop a new non-invasive diagnostic system for the

classification of lung nodules (whether it is benign or malignant) using single CT scans.

Then to evaluate the developed CAD system accuracy based on biopsy confirmed diagnosis
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and radiologists estimates of the likelihood of malignancy of lung nodules on CT scans.

D. Dissertation organization

The dissertation consists of 5 chapters. The following remarks summarize the scope

of each chapter:

• Chapter I introduces some basic concepts about medical images. It also talks about

pulmonary nodules and how it indicate the presence of the lung cancer.

• Chapter II overviews the existing methodologies of the computer aided diagnosis

(CAD) systems for lung cancer and presents a survey about the challenges and the

limitations of the existing methods of pulmonary nodules diagnosis. It also shows

how the developed system could overcome these limitations.

• Chapter III presents a novel and noninvasive framework for pulmonary nodule diag-

nosis using different appearance and shape features.

• Chapter IV gives an overview about the used dataset for validating the developed

methodology. It also presents the experimental evaluation measures that are used to

evaluate the presented frameworks and each feature individually.

• Chapter V concludes the developed work and outlines the future work.
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CHAPTER II

A SURVEY OF MODELS AND METHODS FOR LUNG CANCER DIAGNOSIS

This chapter reviews the recent applications and frameworks utilized for lung cancer

diagnosis. Computer-aided diagnosis (CAD) system has a very important clinical applica-

tion not only because it saves the time of the radiologists but also because it helps in the

early detection of the lung cancer and consequently increases the survival rate of the pa-

tients [4–37]. Fundamentally the CAD system depends on imaging analysis and pattern

recognition techniques. It is used not only for lung cancer diagnosis, but also for differ-

ent medical applications for different organs [38–138]. It consists mainly from five steps:

images preprocessing, lung segmentation, nodule detection, detected nodule segmentation,

and finally, nodule classification whether malignant or benign. This chapter will give an

overview about each step of the CAD system, and will focus on the last step which is

nodule classification or diagnosis as the dissertation subject is about lung nodule diagnosis

by giving a detailed survey about the state-of-the-art methodologies and researches about

it. Additionally, it will show the advantages and disadvantages of each framework high-

lighting the obstacles that faces the researchers in that domain and the limitations of each

method.

A. Introduction

Lung cancer is a major public health problem all over the world and is the leading

cause of cancer deaths in the US. It is estimated in the US for 2020 that the number of the

new cases of lung cancer will be about 228, 820 cases (116, 300 male and 112, 520 female)

and that the number of the deaths from lung cancer is about 135, 720 deaths (72, 500 male
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and 63, 220 female). The danger in that decease hide in its late diagnosis, as the majority

of the diagnosed cases with lung cancer are more than 65 years old and the average of their

ages is approximately 70 years. This means that the early diagnosis of the lung cancer, by

identifying the malignant nodules. will lead to an effective treatment and will boost the

chance of the patient to survive. The most common imaging modalities that is used for

screening the lung and detecting the pulmonary nodules is the CT. The huge amount of

data, that are provided by the CT, need an accurate CAD system to utilize all these data to

give a precise diagnosis for the detected lung nodules. There are a lot of research papers

about the implementation of CAD systems for lung cancer diagnosis. These researches

utilize different types of imaging modalities and the performance of these systems could be

compared in terms of different measures, such as accuracy, specificity, sensitivity, running

time, and the level of automation.

FIGURE 8: The general structure of Computer aided diagnosis system for lung cancer

diagnosis. The input of that system is the medical images. Then a preprocessing step to

make the images clearer and reduce the noise and artifacts. Lung segmentation is utilized

to minimize the searching area. Nodules detection is utilized to suggest nodule candidates

and reduce the false positive nodules. Nodules segmentation is responsible of creating a

contour around the suspected nodules. Finally a group of features are used to diagnose the

nodule based on it.

Figure 8 illustrate the structure of any CAD system. It starts by specifying the type
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of the modality images that will be the input for that CAD system. The preprocessing step is

very important to reduce the noises and the artifacts in the images. This step also could use

different filters depending on the clinical application that will use that system. It is followed

by the lung segmentation step to minimise the searching area for lung nodules. The nodule

detection works on identifying the lung nodules and reduces the false positive candidates in

the lung segmented area. Next, a nodule segmentation step to specify precisely the contour

of the lung nodule to be able in the feature extraction step to extract different features to that

nodule, such as texture and shape features. Finally, the diagnosis or classification step, that

divides the nodules into two groups benign and malignant nodules using different machine

learning techniques. In the rest of that chapter a brief talk will be started about each step

in the CAD system showing available techniques for implementing it and a detailed survey

about the diagnosis step as it is the focus of this dissertation.

B. Lung segmentation

Lungs segmentation is an important task in every lung cancer diagnosis system.

This task though is challenging because lung fields have an heterogeneous nature, are close

in gray level to different soft tissues (bronchioles, veins, arteries and bronchi), are anatom-

ically variable, and are acquired with different scanning protocols, scanners and dose of

radiation. Many researchers oriented their publications toward segmenting lung regions

from CT scans. Multiple categories of lung segmentation frameworks evolved and in-

cluded architectures that are based on deformable boundaries, signal thresholding, shape

and edges modeling, and recently deep learning algorithms. Authors validated them with

metrics such as: processing time, automation level and accuracy. Some of the latest works

include those of [139] who proposed an automatic segmentation of lungs in CT scans based

on Convolutional Neural Network (CNN), Mask R-CNN combined with unsupervised and

supervised machine learning methods that includes K-means, Bayes, Gaussian Mixture

Models (GMMs) and Support Vectors Machine (SVM). They stated that their Mask R-
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CNN with k-means kernel method achieved the best results for the lung segmentation task

with an average runtime of 11.2 s and an accuracy of 97.68 %.

Another lung segmentation architecture was proposed by Liu et al. [140]. In a

first step, authors denoised lung CT images using an image decomposition based filtering

strategy. Then they segmented their images using multiple morphological operations with

wavelet transformation. To further refine the contour of their segmented lungs and smooth

the extracted lung contours, they used a contour correction approach built on a fast corner

detection technique. Authors validated their algorithm with the Jaccard’s similarity index

that achieved 94.91% and the Dice similarity coefficient that achieved 98.04% comparing

to the groundtruth lung regions.

Comelli et al. [141] proposed a two deep learning methods for the lung segmen-

tation task: U-Net and E-Net. They used to test their algorithms 42 studies of patients

where 32 are used for training. They compared the performance of their algorithms with

the groundtruth, based on the similarity metric. They concluded that the E-Net deep learn-

ing algorithm could be a good fit for this task where it achieved a clinically acceptable

segmentation with a dice similarity coefficient of 95.90%.

Hofmanninger et al. [?, 142] compared four generic deep learning approaches (U-

net, Dilated Residual NetworkD-22, ResU-net, and Deeplab v3+.) to two available lung

segmentation algorithms ( Progressive Holistically Nested Networks (P-HNN) and the

Chest Imaging Platform (CIP)). They tested their algorithms on three public datasets and

on a routine imaging data that contain six different diseases. They proved that the Dice sim-

ilarity coefficients (DSC) didn’t vary over 0.02 for all deep learning methods. The U-Net

algorithm achieved the best classification results where training on the routine achieved a

DSC of 0.97, training on the Lung Tissue Research Consortium public dataset achieved a

DSC of 0.94 and training on the Anatomy 3 public dataset achieved a DSC of 0.92.

Tan et al. [143] implemented a deep learning Generative Adversarial Network (GAN)-

based lung segmentation framework for the lung segmentation task. They stated that their
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method could be generalised to different neural networks. They tested their algorithm on

multiple datasets including the Quantitative Imaging Network (QIN) and the LIDC-IDRI

collection. Their system has been evaluated using two metrics: shape similarity and seg-

mentation quality. For the QIN dataset , the best shape similarity achieved a value of 2.449

and the best segmentation quality achieved a value of 0.978. For the LIDC-IDRI dataset,

the best shape similarity achieved a value of 3 and the best segmentation quality achieved

a value of 0.972.

C. Lung nodule detection

After the extraction of the lungs, the next step is to detect nodules in their search

space. Early detection of lung tumors could increase the patients survival rate which makes

this task an important one, though challenging because it is sometimes hard to distinguish

between nodules and other lung structures such as ribs and vessels. The standard proce-

dures for the lung nodules detection consist of two major steps: selection of initial can-

didates and then False Positive Nodules reduction. Multiple frameworks for this task are

based on morphological and texture features extraction then classification and lately on

deep learning algorithms. Some of these works include those of Su et al. [144] who pro-

posed a Faster R-CNN for the lung nodules detection task. They tuned multiple parameters

for their network and proved that their results could improve with optimized ones. They

reported that the best parameters for their work are: a learning rate of value 0.001, attenua-

tion coefficient of 0.1, batch size of 64 and a value of Dropout of 0.5. Their system reached

an accuracy of 91.2% and improved the detection accuracy of some other works by more

than 20%.

Another computer aided detection system include those of Tougaccar et al. [145]

who used VGG-16, AlexNet and LeNet deep learning models for the lung nodules de-

tection task. During the training phase data augmentation techniques such as horizontal

turning and filling, cutting, zooming were applied on the used dataset to increase the clas-
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sification accuracy. All used deep learning algorithms are used to extract features from

the last fully-connected layer and combined with traditional classfiiers such as: linear re-

gression (LR), k -nearest neighbor (kNN), linear discriminant analysis (LDA) and support

vector machine (SVM). The best results were reached by AlexNet model combined with

KNN classifier with an accuracy of 98.74%. Authors also used the minimum redundancy

maximum relevance (mRMR) feature selection method to select relevant features. When

they used the features selection method, they reached a higher accuracy of 99.51% when

applying AlexNet with KNN.

Suzuki et al. [146] developed a modified three-dimensional (3D) U-net deep-learning

model. They trained their model on the Lung Image Database Consortium and Image

Database Resource Initiative (LIDC-IDRI) dataset. They validated their algorithm using an

internal model validation with an 89 CT scan not used for training from the LIDC dataset

and an external validation using 450 CT scan from the urban university hospital in Japan.

Each CT scans include at least one nodule of > 5 mm based on the opinion of an experi-

enced radiologist. They evaluated their system using the competition performance metric

(CPM) and the highest results for the internal validation achieved 94.7% while the highest

results for the external validation achieved 83.3%.

Cao et al. [147] developed a two-stage convolutional neural networks (TSCNN) for

the lung nodules detection task. In the first stage an improved U-Net segmentation network

is established. They introduced during this stage, a sampling strategy for training to obtain

a high recall rate. In the second stage they applied a 3D-CNN for false positive reduction.

They used in this stage, the random mask method for data augmentation and they used

ensemble learning to generalize the ability of the model for false positive reduction. Au-

thors tested their algorithm on the LUNA dataset composed of 888 CT scans and achieved

a competition performance metric of 0.925.

Another lung nodules detection system was proposed by Veronica. [148]. Authors

pre-processed their images then they segmented potential nodules using the Fuzzy C-Means
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(FCM). They extracted after that features to classify CT images as normal or with nodules

using multiple classifiers such as: Artificial Neural Network (ANN), Naive Base (NB),

K-nearest neighbors (KNN), etc. They concluded that the ANN classifier along with the

Oppositional based Ant Lion Optimization (OALO) algorithm achieved the best results

with a sensitivity of 0.933, a specificity of 0.8 and an accuracy of 0.866.

D. Lung nodule segmentation

After the lung nodules detection task that identifies nodules from other structures,

the lung nodules segmentation task is reached, that consists of delineating the extent of

focal nodular lesions from CT scans. This task is very important for every CAD system

because it may affect the lung nodule diagnosis accuracy in case the segmentation is not

optimal. Some of these works include those of Cao et al. [149] who proposed a Dual-

branch Residual Network (DB-ResNet). The authors proposed a pooling method named

by the central intensity pooling layer (CIP) that extracts features from the central voxel of

the block and then they used CNN to get the convolutional features from the center voxel

of the block. To select the voxels that belong to the boundary of the nodule, the authors

used a weight sampling strategy. They evaluated their system on the LIDC-IDRI dataset

that contains 986 nodules. They showed that their method is efficient for such task with a

dice similarity coefficient (DSC) of 82.74%.

Another CAD system was proposed by Keetha et al. [150]. Authors proposed an

end to end deep learning model for the lung nodules segmentation task that integrates a

bidirectional feature network (Bi-FPN) between the encoder and decoder of the architec-

ture. In addition, the model utilizes the class weights of the masks and a Mish activation

function to enhance the efficiency of the segmentation. The authors evaluated their system

on the publicly available LUNA-16 dataset that is composed of 1186 lung nodules. Their

architecture achieved a Dice similarity coefficient (DSC) of 82.82%.

Dong et al. [151] proposed a multi-view secondary input residual (MV-SIR) con-
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volutional neural network model for 3D lung nodule segmentation. The proposed model

include six sub-models that allows learning of 3D lung nodules sliced into three views of

features. By doing this, the 3D lung nodules segmentation model is converted to a voxel

model classification that input multi-view patches into the model and influence whether the

voxel points is part of the nodule or not. The model was validated using the Dice coefficient

and the average surface distance. It achieved a value of 0.926.

Hesamian et al. [152] proposed a deep learning based method that tracks the changes

of nodule shapes over continuous slices. The authors elaborated a new synthetic image to

study the change in pattern of nodules from slice to another and used the U-Net architec-

ture to reach their objective. They proved that their method is efficient for such task and

achieved a Dice Similaryty Coefficient (DSC) of 93.14%, a sensitivity of 91.76% and a

positive predictive value (PPV) of 92.18%.

Xiao et al. [153] proposed a lung nodules segmentation based on the 3D-UNet,

Res2Net and a novel convolutional neural network called 3D-Res2UNetdeep learning mod-

els. They stated that the 3D-Res2UNetdeep model direct multi-scale features with a finer

granularity, while rising the receptive field of each layer of the network which resolve the

deep level problem. They also stated that the accuracy of the segmentation increased be-

cause the network is not under the influence of gradient explosion problems and gradient

disappearance. Authors tested their algorithm on the LUNA16 dataset and achieved a dice

coefficient index of 95.30% and a recall rate of 99.1%.

E. Lung nodule diagnosis

Lung nodules classification is an important task in every Computer Aided Diagno-

sis system (CAD). This task consists of determining if nodules are benign or malignant

after detecting and segmenting them from the corresponding chest images. Over the past

years researchers developed CAD systems that are mainly divided into three categories.

The first one relies on traditional handcrafted features (ex: geometrical size, shape, ap-
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pearance and texture features) extraction then classification, the second one relies on deep

learning algorithms where features are learned during the training process then classified

within the same framework and the third category relies on extracting deep features and

generative features then fuses them and classifies them with traditional classification algo-

rithms. Generally the performance of systems is evaluated using the Area Under Curve of

the Receiver-operating-characteristic (AUC), specificity, sensitivity, precision, F-score and

accuracy metrics since it is a two class classification task.

1. Diagnosis of lung nodules based on traditional features extraction then classification

These CAD systems usually follows the same schema: Features are extracted from

the defined regions of Interest (ROIs) then classified using traditional classifiers and eval-

uated by the previously described metrics. Systems differ only on the type of features that

are extracted and on the classifiers that are used to classify them. Bellow, systems based on

a combination of shape, appearance or/and texture features and diverse classifiers.

In early years, researchers focused on the lung nodule diagnosis task using shape

and appearance features. They thought that the difference in size between benign and

malignant samples and some shape oriented characteristics could be enough for the clas-

sification of both nodule categories. Some of these works include those of Likhitkar et

al. [154] who proposed a framework modeled in four steps: image enhancement, segmen-

tation, feature extraction and classification. They used the growth rate, shape, density and

boundary of the nodule as input features for the (Support Vector Machines) SVM classi-

fier to distinguish between benign and malignant nodules. Their method was applied to a

dataset of 500 images divided into 400 images for training and 100 images for testing and

achieved a false acceptance rate (FAR) of 4%, a false recognition rate (FRR) of 3% and a

genuine acceptance rate (GAR) of 96%.

Farahani et al. [155] proposed an ensemble-based system to classify each pul-

monary nodule by integrating multiple classifiers like SVM, K-nearest-neighbors (k-NN),
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and neural networks. The classifiers learned results on five morphological features: Round-

ness, Circularity, Compactness, Ellipticity, and Eccentricity and their outputs are combined

using majority voting. They tested their algorithm on 60 CT scans from the Lung Image

Database Consortium (LIDC) dataset [156] and achieved an accuracy of 94.65%, sensitivity

of 84.16%, specificity of 97.30%, G-mean of 90.49%, precision of 88.76% and F-measure

of 86.40%.

The CAD system proposed by Firmino et al. [157] distinguished between malignant

and benign lung nodules from the LIDC dataset. They used the scores provided by the ra-

diologists for each nodule in the used dataset as features ( Calcification, Internal structure,

Lobulation, Margin, Sphericity, Spiculation and Texture) along with three different classi-

fication algorithms: Fisher’s Linear Discriminant (FDA), Gaussian Naive Bayes (NB) and

SVM using both 10-fold cross-validation and leave-one-out validations measures. They

validated their algorithm on 304 malignant and 116 benign nodules. Since each nodule

from the LIDC dataset have been ranked by radiologists with scores going from 1 to 5

with 1 is the score of a benign nodule given their opinion and 5 is the score of a malignant

nodule given their opinion, authors divided their categories as follow: nodules highly un-

likely of being malignant, nodules moderately unlikely of being malignant, nodules with

indeterminate malignancy, nodules moderately suspicious of being malignant and nodules

highly suspicious of being malignant. They reported that the SVM classier achieved the

best AUC with 10-fold cross-validation with an AUC of 0.91 for nodules highly unlikely of

being malignant, 0.80 for nodules moderately unlikely of being malignant, 0.72 for nodules

with indeterminate malignancy, 0.67 for nodules moderately suspicious of being malignant

and 0.83 for nodules highly suspicious of being malignant. Same as for the leave-one-

out validation measure, the SVM classifier achieved the best classification results with: an

AUC of 0.93 for nodules highly unlikely of being malignant, 0.78 for nodules moderately

unlikely of being malignant, 0.69 for nodules with indeterminate malignancy, 0.67 for nod-

ules moderately suspicious of being malignant and 0.85 for nodules highly suspicious of
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being malignant.

Shewaye et al. [158] proposed an automated system to diagnosis benign or malig-

nant nodules in CT images. Experimental results were validated using this combination

of histogram and geometric features: nodule diameter, nodule aspect ratio, nodule area,

approximate nodule perimeter and gray scale histogram and classified using different lin-

ear and non-linear discriminant classifiers. The linear ones consist of Logistic Regression

and Linear SVM classifiers and the non-linear ones are: K-Nearest Neighbor, Discrete

AdaBoost, and Random Forest classifiers. They experimentally validated their proposed

approach on a selection of the LIDC dataset composed of 458 malignant and 107 benign

samples. The selected features along with Adaboost algorithm achieved the highest clas-

sification results with an accuracy of 82% in predicting malignant nodules, an accuracy of

93% in predicting benign nodules, an AUC of 0.94, an accuracy of 84% and a F-score of

0.87.

Narayanan et a1. [159] proposed a method based on features extracted from nodules

from CT scans and given as input to artificial neural networks for classification. Features

that have been extracted are the area, perimeter, mean, centroid, irregularity index and

eccentricity. The used features are input to a feed forward network. It consists of three

layers i.e. an input, one hidden and an output layer. The size of the hidden layer is set to

10. It uses tansigmoid transfer function for both hidden and output layers. Authors tested

their algorithm on 279 nodules from the LIDC dataset where 70% of the data is used for

training, 15% of the data is used for validation and 15% is used for testing. The overall

accuracy of the system was 92.2%.

In later years researchers turned toward texture features for the lung nodules di-

agnosis task. Their main focus was oriented toward counting the difference in texture

between benign and malignant nodules taking advantage of them in the classification pro-

cess. Knowing that malignant nodules’ grow rapidly compared to benign nodules, they

concluded that their texture and density are not uniform and that this non-uniformity will
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result in variations in the HU values. Some of the works that used texture features only for

the lung diagnosis task include those of Huang et al. [160]. They proposed a system to dif-

ferentiate malignant from benign pulmonary nodules based on fractal texture features from

Fractional Brownian Motion (FBM) model. They used for that, 107 CT images obtained

from 107 different patients. They achieved an accuracy rate of classification of 83.11%

and an AUC of 0.8437 when using the SVM classifier along with the 5-cross-validation

validation measure.

Han et al. [161] compared between 3 texture features (Haralick, Gabor and Local

Binary Patterns (LBP)) for the lung nodules diagnosis task with the SVM classifier. They

used 2D slices from the LIDC dataset to extract 2D features. Since each nodule from the

LIDC dataset has been ranked by radiologists with scores going from 1 to 5, with 1 is the

score of a most likely benign nodule and 5 for a most likely malignant nodule, they tested

their algorithms on 2 different collections where the first collection consider a nodule of

score 3 as a malignant nodule and the second collection consider a nodule of score 3 as

a benign nodule. In their experiment the Haralick feature achieved the best classification

results with both collections, that’s why they extended their study to a 3D plane using 3D

extracted Haralick features instead of 2D ones. Using a 3D volume instead of 2D slices

improved their results when an appropriate number of direction of computation of Haralick

features is found. Over all, the best AUC results they obtained when comparing the three

different features and when comparing 2D and 3D Haralick features was 92.70% using the

second collection.

Other CAD systems include those of Wang et al. [162] who used extracted nodules’

Haralick texture features from CT scans and utilized SVM, Extreme Learning Machine

(ELM), Multilayer Perceptron (MLP), and Probabilistic Neural Network (PNN) methods

for classification. Since ELM gave the best classification results over MLP, PNN and SVM,

authors generalized their method by developing a pulmonary nodules computer aided di-

agnosis algorithm based on semi-supervised ELM (SS-ELM). Their method allowed both
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labeled and unlabeled classes to be for training. Their idea was to evaluate a system that

provides a solution that allows the use of uncertain class data and ameliorate the testing

accuracy of both benign and malignant classes. They tested their algorithm on 1439 sets of

thoracic CT images from the LIDC dataset and proved that SS-ELM achieve better classi-

fication results comparing to previously introduced algorithms with an accuracy of 97%, a

sensitivity of 97.3% and a specificity of 95%.

Nishio et al. [163] used a variant of the Local Binary Pattern features to classify lung

nodules. They tested their algorithm using the SVM and XGBoost classifiers. Parameters

for both used classification algorithms was optimized using Tree Parzen Estimator (TPE).

Authors tested their algorithm on 99 lung nodules (62 lung cancers and 37 benign lung

nodules) selected from publicly available datasets using the Leave-one-out cross-validation

evaluation technique. AUC values was computed 10 times and the average was reported.

The best averaged AUC of SVM and XGBoost was 0.850 and 0.896 respectively. Authors

reported AUC values of two board-certified radiologists on the same data that are: 0.898

and 0.822 and proved that their algorithm achieved comparable results.

The CAD system implemented by Arulmurugan et al. [164] was based on Wavelet

features and Artificial Neural Networks. They computed Entropy, Autocorrelation, En-

ergy and Contrast after applying wavelet transform and input them to the Neural Network

classifier. Authors designed their network based on training functions (Traingdm, Traingd,

Traingda, and Traingdx). They used feed forward back propagation network and feed for-

ward neural network in their framework and proved that feed forward back propagation

neural network achieved better results than feed forward. Their system achieved a mean

square error of 0.978, a sensitivity of 91.2%, a specificity of 100% and an accuracy of

92.6%.

Safta et al. [165] proposed a Multiple Instance Learning approach without prede-

fined regions of interest for lung nodules classification on samples from the LIDC dataset.

In their work LBP and GLCM features have been extracted from volumes of different sizes
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(instances) surrounding the center of mass of each nodule then assembled into the same

bag. These bags of features are then input to the SVM for Multiple-Instance Learning clas-

sifier. Authors tested their algorithm on a total of 371 nodules (275 benign and 96 malignant

nodules) using the 5-cross-validation technique and proved that their technique improved

the results over SVM classifier applied on the delineated groundtruth of samples as a Sin-

gle Instance Learning technique. This method achieved an accuracy of 91.11%, an AUC of

0.9696, a specificity of 98.55% and a sensitivity of 69.79%. In their future work [166] they

extended the number of used samples to 435 (225 malignant and 210 benign nodules) from

the same dataset to overcome the unbalanced data issue they encountered in their previous

work. They applied the GLCM feature as input to the SVM for Multiple-Instance Learning

classifier using the same technique they used in [165]. Similarly to their previous work

they proved that their method is efficient for the lung nodules classification task where they

beat the results of Single Instance Learning methods. They achieved an AUC, Specificity,

Sensitivity and Accuracy of: 0.9767, 95.24%, 91.11% and 93.10% respectively.

Rodrigues et al. [167] developed a novel structural co-occurrence matrix (SCM)-

based approach to classify nodules into both malignant or benign nodules and their malig-

nancy levels. They created eight different configurations after applying SCM on grayscale

and Hounsfield unit images with four different filters: sobel, Laplace, Gaussian and mean.

They tested their algorithm on 1000 nodules (500 malignant and 500 benign) of the LIDC

dataset and classified samples using three different classification algorithms: SVM, k-

nearest neighbors and multi-layer perception following two strategies: Classify samples

into benign and malignant and classify samples into malignancy levels (1 to 5). They com-

pared their method to four other feature extraction methods: GLCM, LBP, central moments,

and statistical moments. Their method gave better classification results over all tested meth-

ods, for both studied tasks where it achieved 96.7% for both accuracy and F-Score metrics

in the first task, and 74.5% accuracy and 53.2% F-Score in the second.

To take advantage of both characteristics learned from appearance and shape fea-
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tures and the difference in texture for both benign and malignant nodules, some researchers

turned toward combining both type of features trying to get the most out of this fusion.

Some of these CAD systems include those developed by Dhara et al. [168]. In this work,

authors segmented nodules using a semi-automated technique which requires only a seed

point from the end user. From these segmented samples, they extracted a combination

of 2D and 3D shape based features as (sphericity, spiculation, lobulation, area, perimeter,

etc), and 2D and 3D texture based features as (GLCM and Histogram of oriented gradients

(HoG)) and classified them using SVM. They used to validate their algorithm 891 nodules

from the LIDC dataset. Since each nodule from the LIDC dataset have been ranked by ra-

diologists with scores going from 1 to 5 as described in [157], authors decided to compose

three different configuration by varying the score of samples that belong to each collec-

tion. Configuration 1 consider to be benign nodules that have a score of “1” and “2” and

malignant nodules that have a score of “4” and “5”, configuration 2 consider to be benign

nodules that have a score of “1”, “2” and ”3” and malignant nodules that have a score of

“4” and “5” and configuration 3 consider to be benign nodules that have a score of “1” and

“2” and malignant nodules that have a score of ”3”.”4” and ”5”. Their system achieved an

AUC of 0.9505, a specificity of 86.36% and a sensitivity of 89.73% for configuration 1 that

is composed of 279 benign and 263 malignant nodules, an AUC of 0.8822, a specificity of

80.73% and a sensitivity of 82.89% for configuration 2 that is composed of 628 benign and

263 malignant nodules and an AUC of 0.8488, a specificity of 74.91% and a sensitivity of

76.14% for configuration 3 that is composed of 279 benign and 612 malignant nodules.

Other CAD systems include those of Huang et al. [169] who used statistical tests

(t-test and p-value) on 374 feature parameters extracted from IBEX (Imaging Biomarker

Explorer) to evaluate which features can differentiate between benign and malignant sam-

ples. From these features 238 features were found efficient in the classification task with

a p-values less than 0.05. They used after that a forward search algorithm to select the

best set of features for the classification task which end up choosing a total of 9 features.
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They classified their samples based on the selected features using the logistic regression

algorithm over 10-fold cross-validation. Their algorithm achieved an accuracy of 79% and

an AUC of 0.81.

Gong et al. [170] classified benign and malignant nodules from CT images. They

used in their work 243 nodules that were divided into 76 benign, 81 stage I and 86 stage III

malignant cases. They did three sets of experiments including for the first one all nodules,

the second one benign and stage I malignant nodules and the third one stage III malignant

and benign cases. They computed for each experiment 66 3D features including GLCM

(gray level co-occurrence matrix), GLRLM (gray level run length matrix), GLSZM (gray

level size zone matrix), NGTDM (neighborhood gray tone difference matrix), histogram

features as minimum, maximum, mean, median, standard deviation, etc. and shape features

as surface area, volume, surface to volume ratio, compactness, etc. Authors compared the

classification results for three different classifiers named: SVM, Linear discriminant anal-

ysis (LDA) and naive Bayes classifier (NBC) with the leave-one-case-out cross-validation

method integrated with the Relief-F feature selection algorithm. They reported results for

the 3 classification algorithms for all three experiments. As example, the best classifica-

tion results were attributed for SVM and LDA classifiers for the second experiment that

include stage I malignant samples and all benign nodules with an AUC of 0.91. Similarly,

for the second experiment too, they compared the overall classification accuracy and sensi-

tivity scores generated by all classifiers under two specificity values of 80% and 90%. The

LDA algorithm achieved the best sensitivity results with 86.42% and accuracy of 83.44%

for a specificity of 80% and both SVM and NBC achieved the best sensitivity results with

80.25% and accuracy of 84.71% for a specificity of 90%.

Tu et al. [171] applied radiomics features and machine learning classification me-

chanics for lung nodule diagnosis. In their study, they used a total of 122 nodules (48

benign and 74 malignant) from which 374 radiomics features including shape, intensity-

direct, intensity-histogram, intensity-histogram Gauss fit, graylevel co-occurrence matrix

28



and neighbor intensity difference have been extracted. They tested their method with multi-

ple classifiers as logistic regression, Sequential Minimal Optimization (SMO), J48 decision

tree, random forest, and IBK from the Waikato Environment for Knowledge Analysis free

software using the 10-fold cross-validation metric. Based on the the two-tailed t-test and

the p-value feature selection approach, they found out that 238 of the total features are use-

ful. These useful features include among them CT density, uniformity, sigma and entropy.

Among all tested classification algorithms the best results were achieved by the logistic

classifier with an accuracy of 79%, a false positive rate of 0.36, an AUC of 0.80 and a

positive predictive value of 0.80.

Some recent works include, besides standard feature extraction and classification

techniques, new components to optimize their developed CAD systems. Some of these

works include those of Wu et al. [172] who classified lung nodules into benign versus

malignant using Random Forest combined with clustering analysis by applying class de-

composition and tuning weights based on shape features as lobulation, compactness, gray

features as Fourier descriptor and texture features as GLCM. Authors used for their anal-

ysis 952 nodules from the LIDC dataset. They tested their algorithm on the same three

collections that have been used in [168]. The best classification results have been reached

by collection 1 with an AUC of 0.9702, accuracy of 92.37%, specificity of 90.27% and

sensitivity of 94.28%.

A fusion framework between PET and CT features has been proposed by Guo et

al. [173]. They studied the clinical value of tumor heterogeneity measured with 18 F-FLT

as a biomarker for lung cancer diagnosis and staging and compared it with other tradi-

tional features. They used in their study the SVM classifier on both features extracted from

PET and CT images including heterogeneity. They proved that The heterogeneity mea-

sure derived from the 18 F-FLT images succeed to distinguish between benign and early

stage malignant nodules and between early stage and advanced stage malignant nodules

compared to SUVmean and CT texture that didn’t show similar capability. Overall SVM
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classifier achieved the best classification results when all features were combined and au-

thors succeed to prove that intra-tumor heterogeneity has promising results when it comes

to the diagnosis of different stages of lung cancer.

Dilger et al. [174] developed expanded quantitative CT feature extraction tech-

niques that includes volumetric Laws texture energy measures for the parenchyma and

nodule, rubber-band straightening, border descriptors using ray-casting, histogram features

characterizing densities, and global lung measurements. They used leave-one-case-out and

stepwise forward selection cross-validation and a neural network for classification. When

authors applied their algorithm on 50 nodules with the 52 extracted features (8 nodule, 39

parenchymal, and 5 global) results improved. Nodule-only features achieved an AUC of

0.918 including nodules size and an AUC of 0.872 excluding nodule size. Inclusion of the

parenchyma features with nodule features improved the results and the algorithm got an

AUC of 0.938 comparing to an AUC of 0.932 when including all studied features. Their

method confirmed that results could improve when features from parenchyma are included

along with nodule features.

Wei et al. [175] proposed a content-based image retrieval (CBIR) scheme to classify

nodules using the Mahalanobis distance metric. They looked based on the used distance to

the most similar reference nodules for each queried one considering 26 extracted GLCM

features. They utilized majority votes after that to predict the likelihood of the queried

nodule as benign or malignant. Authors tested their algorithm on 746 balanced cases (375

malignant nodules and 371 benign nodules) from the LIDC dataset. They evaluated the

performance of their proposed CBIR scheme using a leave-one-nodule-out method with a

classification threshold of 0.5 and achieved a precision, recall and F-score of 0.86, 0.889

and 0.874 respectively for benign nodules and 0.893, 0.866, and 0.879 respectively for ma-

lignant nodules. Their further work [176] on the same dataset highlighted a method based

on a spectral clustering algorithm to classify nodules using the same GLCM features used

in their previous work. They constructed a new Laplacien Matrix by incorporating a regu-
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larization term in local kernel regression models (LKRM) to utilize the locally and globally

discriminative information between benign and malignant nodules. They proved that their

results achieved better results than some unsupervised and supervised algorithms with a

precision, recall and F-score of 0.882, 0.825 and 0.853 respectively for benign nodules and

0.837, 0.891, and 0.863 respectively for malignant nodules.

2. Diagnosis of lung nodules based on deep learning algorithms

CAD systems based on deep learning algorithms raised lately because of the no-

ticeable achievements of unsupervised deep learning feature extraction and classification

algorithms in diverse domains counting medical imaging. All along the training phase,

deep learning framework learns both image features and classifier parameters in order to

find the most representative features for the classification task. Most used techniques that

have been used for the lung nodules classification task includes multi-view 2D CNN (Con-

volutional Neural Network) [177], 2D CNN [178] and 3D CNN [179,180] as being proved

efficient in computer vision tasks. Other proposed methods used transferable multi-model

ensemble, Residual blocks, transfer learning and Optimal Deep Neural Network.

Some works that include the use of 2D CNN in their methods was introduced by

Hua et al. [181] who developed models of a deep belief network and a convolutional neural

network (CNN) for the lung nodules classification task. They compared in their work both

introduced models with 2 traditional handcrafted features then classification algorithms to

highlight the usefulness of deep learning methods in the lung nodules diagnosis task. The

first handcrafted method relies on Scale-invariant feature transform (SIFT) and LBP to

quantitatively profile a two-dimensional ROI in a nodule. Dimension reduction techniques

were applied to reduce the feature and K-nearest neighbor method was then utilized for

the classification task. The second handcrafted technique was based on the fractal analysis

technique. In this method the fractional Brownian motion model was utilized to estimate

the Hurst coefficient, which was proven to be linearly correlated with the fractal dimension,
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at a defined neighborhood. At this stage, Five coefficients were computed with respect to

the neighborhood radius of 3, 5, 7, 9, and 11, respectively and formed the feature vector.

Authors used SVM classifier to separate between benign and malignant samples based on

computed features. They tested their deep learning algorithms on 2545 nodules from the

LIDC dataset and used the leave one out cross-validation to validate their technique. The

training samples were resized to a 32 by 32 box surrounding each nodule and input to

both previously cited deep learning algorithms. Their experimental results suggested that

deep learning methods could achieve better discriminative results over handcrafted features

models in general and that deep belief network is better than CNN for such task where it

achieved a sensitivity of 73.4% and a specificity of 82.2%.

Other methods include those of Sun et al [182] who used deep learning algorithms

for benign/malignant classification on the LIDC dataset. After rotating and downsampling,

they collected 174, 412 samples with 52 × 52 pixel each and the corresponding ground

truth. They designed and implemented 3 deep learning algorithms named by Deep Belief

Networks (DBNs), CNN, and Stacked Denoising Autoencoder (SDAE). The performance

of deep learning algorithms was compared with a traditional CAD system which was de-

signed with 28 image features and a SVM classifier. Accuracies of CNN, SDAE and DBNs,

were 79.76%, 79.29% and 81.19% respectively and accuracy of the traditional CAD was

79.40%, which was lower than CNN and DBN. This proved that their deep learning models

achieved better performance than traditional models.

Song et al [183] developed 3 types of deep neural networks (eg, CNN, Deep Neural

Network(DNN), and Stacked Autoencoder (SAE)) for lung cancer classification. All three

proposed models are trained on 28 × 28 image patches where the nodule is located in the

center. CNN network is formed by two convolution layers with 32 filters and kernel size 5

followed by 2 pooling layers of CNN network with kernel size of 2. The DNN is formed

by fully connected layers. The 28× 28 input image is mapped into 7841. The second layer

is a fully connected layer of 512× 1. The third layer is a fully connected layer of 256× 1,
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followed by a dropout layer, with a parameter of 0.6, in which the unit will be hidden in

40%. The fourth and last layer is a fully connected layer of 64× 1 with a RELU activation

function. Similarly to DNN, SAE is formed by 3 fully connected layers followed by a

softmax layer. Authors evaluated those networks on 4581 nodules from the LIDC dataset

divided into 2265 benign and 2311 malignant over 10-cross-validation. The experimental

results showed that the CNN network reached the best performance with an accuracy of

84.15%, sensitivity of 83.96%, and specificity of 84.32%.

De et al. [184] used image processing and pattern recognition techniques to sepa-

rate between benign and malignant nodules by studying their patterns. They employed in

their work standardized and index basic taxic weights followed by a convolutional neural

network for the classification process. The CNN architecture is composed of two convo-

lutional and two pooling layers intercalated, and finally a fully connected layer. Authors

tested their methodology on an unbalanced data from the LIDC dataset composed of 50, 580

nodule (36, 396 benign and 14, 184 malignant). They showed that their method is efficient

for the lung nodule diagnosis task and achieved a sensitivity of 90.7%, an AUC of 0.934,

an accuracy of 92.63% and a specificity of 93.47%.

An other CAD system that uses 2D CNN was proposed by Lin et al. [185] along

with Taguchi parametric optimization for lung cancer classification. They improved their

results by using the Taguchi parametric eight control factors and 36 experiments of mixed

levels to find out the best parameters that fits the classification task. Their results improved

when using the Taguchi parameter optimization comparing to the original 2D CNN only

without optimization parameters on the LIDC dataset and on other dataset from the Inter-

national Society for Optics and Photonics with the support of the American Association

of Physicists in Medicine (SPIE-AAPM). Authors proved the efficiency of their method

when comparing between the accuracy of 2D CNN with Taguchi parameter optimization

and the original 2D CNN. Their algorithm achieved an accuracy of 98.83% and 2D CNN

achieved an accuracy of 91.97% when tested on the LIDC dataset compared to an accuracy
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of 99.97% and 94.68% respectively for the SPIE-AAPM dataset.

Suresh et al. [186] proposed a CNN architecture for the classification task. The ar-

chitecture is composed of eight layers and three sub-sampling layers intercepted with ReLu,

batch normalization, and max-pooling for efficient feature extraction, and one fully con-

nected layer with softmax function connected to 3 neurons as output layer. They used 5188

images from the LIDC dataset to test their algorithm where images were pre-processed

and patches surrounding nodules of 52 × 52 pixels were extracted and augmented using

transformations such as rotation and translation. Along with the CNN architecture, they

generated additional images with similar characteristics as pulmonary nodules to augment

their data by generative adversarial networks (GANs). When authors validated their al-

gorithm over 10-fold cross-validation, they achieved an accuracy of 93.9%, an average

sensitivity of 93.4%, an average specificity of 93% and an AUC of 0.934.

Some researchers tried to overcome the inefficiency of 2D CNN for their lake of ex-

ploiting the information attached to the 3D plane while keeping an architecture based on 2D

CNN. For that, some of them combined features from in between layers to enhance the di-

agnosis results, while others turned toward extracting features from intersecting 2D planes

for the same nodule. Some of these works were proposed by Shen et al [178], who focused

on modeling raw nodule patches without any prior definition of nodule morphology. They

proposed a hierarchical learning framework based on Multi-scale Convolutional Neural

Networks (MCNN) to capture nodule heterogeneity by extracting discriminative features

from alternating stacked layers. Their framework uses multi-scale nodule patches to learn a

set of known features simultaneously by concatenating response neuron activations gotten

at the last layer from each input scale. Authors tested their algorithm on 880 benign and 495

malignant nodules, and achieved an accuracy of 86.84% over 5 cross-validation. In their

future work [187], they oriented their research into implementing a Multi-crop Convolu-

tional Neural Network (MC-CNN) to extract nodule discriminatory features automatically

from the raw nodule patches. Their method used a new multi-crop pooling strategy, which
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crops different regions from convolutional feature maps, and after that applied max-pooling

many times. They tested their algorithm on the same data used in [187] and showed that

their method succeed in classifying lung nodules into benign or malignant with an accuracy

of 87.14%.

A multiview convolutional neural networks for lung nodule classification (MVCNN)

was proposed by Liu et al. [188]. MVCNN handle many views of each nodule unlike the

traditional CNN. They used the LIDC dataset (764 benign nodules and 3530 malignant nod-

ules) to tackle the binary classification (benign versus malignant) problem and the ternary

classification (benign, primary malignant, and metastatic malignant) and validated their

method over 10-fold cross-validation. The results show that, for binary or ternary classi-

fications, the multiview strategy produces higher accuracy than the single view method.

Their model achieved an error rate of 5.41% and 13.91% for binary and ternary classifica-

tions, respectively. The author used the ROC curve and t-distributed stochastic neighbor

embedding algorithm to analyse the model, and concluded that deep features learned by

the model have a higher separability than features from the image space and the multi-view

strategy that is why results got improved using their strategies.

After studying models based on 2D CNNs, some researchers saw the necessity for

architectures that used 3D CNN to emerge. They tried to extend samples and extracted

information from them to the 3rd dimension, as it was suggested that single- or multi-view

2D images as used in some methods do not contain a complete 3D information for a lung

nodule [179]. Some of these works are introduced by Dey et al. [179], who proposed four

two-pathway CNN: basic 3D CNN, a 3D DenseNet, a novel multi-output network, and an

augmented 3D DenseNet with multi-outputs. The basic 3D CNN outputs 512 feature maps

generated by 3D convolutional filters of size 3 × 3 × 3, and four max pooling layers with

filters of size 2 × 2 × 1, each after every two convolutional layers. They used Padding for

this structure to maintain the size of feature maps after convolution operators and they ap-

plied batch normalization after every convolution layer. The 3D Multi-Output CNN consist
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on modifying the basic 3D CNN by introducing early outputs, which provides immediate

feedback from an early evaluation of error functions and avoids the algorithm to get stuck

in a local optimum. DenseNet structure is formed by dense blocks with direct connections

among all the layers in a block. In this architecture, basic 3D CNN is modified by introduc-

ing 3D dense blocks. It consists of five dense blocks for each pathway. The first three dense

blocks consists of 4, 10, and 20 convolutional layers, respectively. Each convolutional layer

has 12 feature maps with 3D filters of size 3× 3× 3. The last two dense blocks are formed

of 20 layers each and have 24 and 48 feature maps, respectively, which are also generated

by 3D convolutional filters of size 3 × 3 × 3. 3D Multi-Output DenseNet (MoDenseNet)

adopts the design of the multi-output network to augment the 3D DenseNet. Similarly to

the strategy that have been used in the 3D multi-output CNN, in this architecture, outputs

are provided after every pooling layer that follows the dense blocks in both pathways and

the feature maps before each intermediate outputs are joined along with the features from

the last convolutional layers of the two pathways and then sent to the classifier for the fi-

nal output. The authors evaluated their method on the LIDC dataset by collecting 147 CT

scans (37% benign and 63% malignant). The multi-output DenseNet obtained the highest

accuracy of 90.40% and an AUC of 0.9548.

A 3D RCNN and U-Net encoder decoder to capture the features of each nodule was

designed by Nasrullah et al. [189]. Authors classified nodules using the Gradient Boosting

Matching (GBM) with 3D Mixnet. For the classification task, as a first step, volumes of size

32× 32× 32 were cropped around the center of mass of each nodule, then a convolutional

neural network were used for feature extraction. This group of researchers used 30 3D

CMixNet blocks to learn higher-level features and they performed average pooling and used

logistic regression to differentiate benign and malignant nodules after two convolutional

layers. In a final step, they used GBM on detailed features for classification. They tested

their algorithm on 3250 nodules from the LIDC dataset over 10-fold cross-validation and

achieved a sensitivity of 94%, a specificity of 90% and an AUC of 0.99.
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Polat et al. [190] proposed two CNN-based models: the hybrid 3D CNN with Ra-

dial Basis Function (RBF)-based SVM, and Straight 3D CNN with conventional softmax

for lung nodules diagnosis. To compare their proposed methods, authors compared their al-

gorithms to well known CNN architectures (3D-AlexNet and 3D-GoogleNet). They proved

that both proposed methods achieved better accuracy results over the two well known CNN

frameworks and that 3D CNN with Radial Basis Function (RBF)-based SVM achieved the

best classification results with an accuracy of 91.81%, precision of 91.91% and sensitivity

of 88.53%.

Zhang et al. [191] developed a three-dimensional CNN for both detection and clas-

sification of lung nodules into malignant or benign using Open-source datasets (LUNA16,

kaggle) and multicenter datasets (data collected from different hospitals) based on patho-

logically and laboratory proven results. The target of authors in this work is to build a

system that can detect and classify both small and large nodules. The nodule cancer di-

agnostic network simultaneously finds suspicious pulmonary nodules and calculates the

probability of detected nodules as being benign or malignant. It combined both nodules

detection and classification modalities into one process and proved that it is more effective

compared with applying each process alone. They confirmed that their algorithm is effi-

cient for distinguishing nodules with large nodules (10–30 mm) with a sensitivity of 84.4%

and a specificity of 83% and that it is efficient in classifying small nodules (≤ 10 mm) with

competitive specificity and sensitivity results.

Since deep learning models evolved during the last decade, a lot of new architec-

tures were raised and have been used in many applications. Turning toward these new

models has been the objective of some researchers that tried to prove their efficiency in the

lung nodules diagnosis task. Some of these works include those of AL-Shabi et al. [192]

who proposed a method that fuses between local and global features to predict the malig-

nancy score for the lung nodules diagnosis task. They used Residual Blocks with a 3x3

kernel size to extract local features by applying matrix multiplications between features on
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the same feature maps and non-local Blocks to extract global features. They tested their

algorithm on the LIDC dataset and excluded from their criteria of selection samples that

have been ranked by less than 3 radiologiosts. As a validation technique they used the 10-

fold cross-validation, and they achieved an accuracy of 88.46%, a precision of 087.38%,

an AUC of 0.9562 and a sensitivity of 88.66%. Nagashima et al. [193] analyzed 73 lung

nodules from 60 sets of CT images from the LUNGx Challenge. Their method was based

on patch feature extraction using principal component analysis, pooling operations, and

image convolution. They compared their method to 3 other systems for the extraction of

nodule features: histogram of CT density, 3-dimensional (3D) random local binary pattern,

and local binary pattern on 3 orthogonal planes. Their proposed method achieved an AUC

of 0.81, the histogram of CT density achieved an AUC of 0.640, the local binary pattern

on three orthogonal planes achieved an accuracy of 68.8 and the three-dimensional ran-

dom local binary pattern achieved an AUC of 0.725. Their results proved that their model

captured discriminative characteristics of lung nodules and was effective in distinguishing

between both benign and malignant nodules over traditional feature extraction methods

then classification.

Kumar et al. [194] used deep features extracted from multilayer autoencoders for

the classification of lung nodules. Although they have proved the effectiveness of extracting

high-level features from the input data in their experiments, they disregarded the morpho-

logical information, for example, perimeter, skewness, and circularity of the nodule, which

could not be extracted by the conventional deep models. They used 4303 instances contain-

ing 4323 nodules from the LIDC dataset and obtained an accuracy of 75.01%, a sensitivity

of 83.35% and a false positive of 0.39/patient over a 10-fold cross-validation.

Other CAD systems include those of Lakshmanaprabu et al. [195] who presented

an Optimal Deep Neural Network (ODNN) to classify lung nodules as benign or malig-

nant from CT images. They used the Modified Gravitational Search Algorithm (MGSA)

as an optimization framework for the ODNN classifier and Linear Discriminant analy-
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sis (LDA) to reduce the dimensionality of extracted features. Extracted features consist

of: Histogram features (Variance, Mean, Standard Deviation, Skewness, Kurtosis), texture

features (GLCM features) and Wavelet features. They proved that their method is efficient

for the studied task after elaborated comparison with other classification algorithms such

as: KNN, ANN, RBF, etc and achieved a sensitivity of 96.2%, accuracy of 94.56% and

specificity of 94.2% when trained on 70 CT images and tested on 30 CT images.

Transfer learning have been used by Zhang et al. [196] to solve the problem of in-

sufficient samples in the medical domain for the lung nodules classification. They used the

LeNet-5 model to classify nodules between benign or malignant and to classify different

malignancies of the malignant nodules using the LIDC dataset for validation. They applied

the 10- fold cross-validation to test their algorithm on 4927 malignant and 2946 benign

nodules and demonstrated the usefulness of transfer learning for such task. Their top ac-

curacies were 97.041% and 96.685% for both malignant versus benign classification and

different malignancy stages classification respectively.

Xie et al. [197] utilized the transferable multi-model ensemble (TMME) algorithm

to diagnose malignant and benign lung nodules in limited chest CT data. The algorithm

transfers the image representation abilities of three ResNet-50 models that they pre-trained

on the ImageNet database, to characterize the overall appearance, heterogeneity of shape

and heterogeneity of voxel values of lung nodules, respectively. They utilized them to

classify pulmonary nodules with an adaptive weighting scheme learned during the error

back propagation and validated their work on the LIDC dataset. Experimental results on

the proposed TMME algorithm achieved a lung nodule classification accuracy of 93.40%.

De Pinheiro et al. [198] developed different nodule detection and classification mod-

els for lung nodules classification based on deep learning and swarm intelligence. They

tested seven different swarm intelligence algorithms and convolutional neural networks to

see if this approach brings more efficiency than the usual training algorithms, such as back-

propagation and gradient descent methods. They proved in their work the efficiency of
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swarm trained models over the back-propagation-based models for the lung nodules diag-

nosis task as three of the seven tested models beat the results of CNN with back propaga-

tion. They stated that the best swarm-trained model is 25% faster than the back-propagation

model and achieved an accuracy of 93.71%, a precision of 93.53%, a sensitivity of 92.96%

and a specificity of 98.52%.

Da Silva et al. [199] developed a combined CNN and genetic algorithm technique

to classify lung nodules as benign or malignant on CT scans from the LIDC dataset (1413

malignant and 1830 benign nodules) without computing texture and shape features. Used

CNN architectures follow a usual architecture with convolutional layers, fully connected

layers, max pooling layers and drop out layers. Since CNN networks with back propaga-

tion are used for multiple applications and might not always be effective in some of them,

authors in this paper thought that a good way to overcome this dilemmas and develop an

effective framework for the lung nodules diagnosis task is to optimize their CNN parame-

ters such as number of filters in the convolutional layers and number of neurons in the MLP

using the Genetic algorithm (GA). They achieved a sensitivity of 95.14%, an AUC of 0.949

and an accuracy of 94.78%.

Kalaivani et al. [200] developed a classification framework for lung nodules based

on DenseNet and adaptive boosting algorithms. The training and testing of images are done

when images are pre-processed and feature extraction and feature selection of images are

elaborated. Once training and testing part is over, the CNN algorithm classifies the input

lung image either as normal or abnormal and the output will be displayed. They tested

their algorithm on 201 lung images where 85% of them were used for training and 15% for

testing. Their algorithm achieved an accuracy of 90.85%.

Ren et al. [201] developed a manifold regularized classification deep neural network

(MRC-DNN) for the lung nodules classification task encouraged by the fact that real struc-

ture among data is often embedded on a low-dimensional manifold. They emphasized that

it is expected from the concise manifold representation to reveal important data structure
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that could enhance the classification and use regularization that impose natural constraints

while the network is training to prevent overfitting. The proposed method achieved an

efficient manifold learning with a reconstruction error of 30 HU on 1226 nodules (431

malignant and 795 benign nodules) collected from the LIDC dataset and got an accuracy

on testing data of 90% a sensitivity of 81% and a specificity of 95%.

Another CAD system based on an ensemble of 3D Dual Path Networks was devel-

opped by Jiang et al. [202]. In a first step they improved the representativeness of deep

features by modeling the contextual correlations among adjacent locations when dividing

the contextual attention. In a second step, they used a spatial attention mechanism to find

the important regions for the nodules classifications. Finally, they improved the prediction

efficiency by using several models. They tested their algorithm on 1004 nodules (450 ma-

lignant and 554 benign) from the LIDC dataset over 5-fold cross-validation and achieved

an accuracy of 90.24%, a sensitivity of 92.04%, a False Positive Rate of 11.06 and an F-

score of 90.45.

Shrey et al. [203] introduced a cascaded architecture that segments and classifies

lung nodules into benign or malignant. They introduced a segmentation network where

they trained their model on a public dataset to identify images that include nodules using

transfer learning then classify them. When they validated their system, the authors trained

their algorithm on 1186 nodule from the LIDC datset and they tested their algorithm on

204 nodule (102 benign and 102 malignant) from Keimyung University Dongsan Medical

Center, South Korea. They achieved an AUC of 0.9567, and an accuracy of 97.96%.

3. Diagnosis of lung nodules based on the fusion of handcrafted and learned features then

classification

Deep learning algorithms have been proved to be very efficient in the lung nodule

diagnosis task. As nodules doesn’t need to be annotated by radiologist, models rely only

on 2D patches or 3D volumes surrounding each nodules and classification results are pretty

41



impressive, researches turned toward them more frequently during the past few years to

avoid the consuming time and intensive labor of getting delineated regions by radiologists.

Despite this fact few works but still existent that fuses between learned features and tradi-

tional handcrafted features emerged as a way to prove that both features combined, having

independently their proper advantages could actually be more efficient and increase the

diagnosis results. One of these works was proposed by Kim et al. [204] who developed

Stacked Denoising AutoEncoder (SDAE) to extract abstract information inherent in raw

handcrafted imaging features. At this point, the learned representation is used with the raw

imaging features to train the classifier. Their method is based on features augmentation by

concatenating output values of the top hidden units of their network along with the original

dimensional morphological features. From each nodule, authors extracted 96 morphologi-

cal features: area, mean Hounsfield Units, standard deviation, mode, min, max, perimeter,

circularity diameter, integrated density, median, skewness, kurtosis, raw integrated density,

ferret angle, min ferret, aspect, ratio, roundness, solidity, entropy, run length matrix and

gray-level co-occurrence matrix. Proposed SDAE is composed from 5 layers with 3 hidden

layers. The number units in the three hidden layers were 300, 200, and 100. When train-

ing their model they used back propagation algorithm with a mini batch size of 50. Data

that have been used to validate their method was collected from 20 patients and Pulmonary

nodules were manually segmented by a radiologist. In total, they obtained 178 malignant

and 3, 420 benign nodules but used only random 200 benign nodules to balance their data.

Beacuse of SDAE, their feature vector have been augmented from 96 to 196 and samples

have been classified over 5 cross-validation with an SVM classifier. Using SDAE to obtain

global deep features and fusing them with morphological features proved the efficiency

of such features in the lung nodule diagnosis task. Authors got an accuracy of 95.5%, a

specificity of 96.5%, a sensitivity of 94.4% and an AUC of 0.987 comparing to an accuracy

of 93.4%, a specificity of 95.5%, a sensitivity of 91% and an AUC of 0.982 when using

morphological features only.
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Another group [205] developed a new interpretable deep hierarchical semantic con-

volutional neural network (HS-CNN) to classify nodules into benign versus malignant, that

overcome the lack of interpretability related to traditional deep learning algorithms. Their

algorithm provides two levels of output: low-level semantic features, and high-level pre-

diction for each nodule. The low-level output features define the features that are provided

by radiologists. The information from low level outputs with the features learned by CNN

are then combined and used to outcome the high level output. This architecture learned all

the parameters within a joint framework when it is trained to optimize a global loss func-

tion including both low- and high-level tasks. Authors used 4352 nodules from the LIDC

dataset to validate their framework and compared their results to the 3D CNN algorithm.

They showed that the proposed method not only produces interpretable lung cancer predic-

tions, but also achieved better results compared to using a 3D CNN alone with a sensitivity

of 070.5%, a specificity of 88.9%, an accuracy of 84.2% and an AUC of 0.856.

Zhang et al. [206] proposed a classification framework based on hybrid features.

They fused between LBP-based texture features, HoG-based shape features and 3D deep

dual path network (DPN) features for the lung nodules diagnosis task. Authors based their

framework on DPN because it is a convolutional neural network that combines the assets of

aggregated densely convolutional network (DenseNet) for investigating new features and

residual transformations (ResNeXt) for feature re-utilization. They combined it with LBP

and HOG in an attempt to improve the classification results. To test their algorithm authors

used 1004 nodules from the Lung Nodule Analysis 2016 (LUNA16) dataset and achieved

an accuracy of 93.78% and an AUC of 0.9687.

Another CAD system was elaborated by Xie et al. [207] who proposed an algo-

rithm that fuses between shape, deep model-learned information and texture features for

lung nodules diagnosis from the LIDC dataset. They used GLCM features as a texture de-

scriptor to extract features for each nodule, a deep convolutional neural network (DCNN)

to learn the feature representation of nodules and Fourier shape descriptor as shape features
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characterizing each nodule. An AdaBoosted back propagation neural network (BPNN) is

then trained with each feature independently and the results are fused at the decision level.

They used to test their algorithm the same collections that have been applied in [168]. When

authors validated their Fuse-TSD algorithm over 10-fold cross-validation, it achieved an

AUC of .09665, 0.9445 and 0.8124, respectively for the three tasks.

4. Diagnosis of lung nodules using clinical bio-markers

Detection of lung cancer bio-markers from saliva, urine, blood, and exhaled breath

of patients is a developing modality for non-invasive diagnosis. Li et al. [208] demon-

strated that genetic deletions of HYAL2, FHIT, and SFTP in saliva can be used as diag-

nostic markers for non-small cell lung cancer (NSCLC). LRG1 has been proposed as a

candidate bio-marker for diagnosis of NSCLC in urine [208]. Oxidative stress produced

by the variable redox environment within cancer is thought to increase the production of

various volatile organic compounds (VOCs). Hanai et al. [209] used the urinary VOCs

to potentially identify lung cancer. Begum et al. [210] identified six genes (APC, CDH1,

MGMT, DCC, RASSF1A, and AIM1) in blood which could be used as a bio-marker for

lung cancer diagnosis. Antibodies in patient blood has also been proposed as a bio-marker

for lung cancer in an early stage [211]. Early diagnosis of lung cancer using quantitative

analysis of carbonyl VOCs in exhaled breath has been recently reported [212–216]. Analy-

sis of bio-markers is usually quantitative and inexpensive. However, despite three decades

of research and thousands of reports of bio-markers, very few bio-markers have established

clinical utility.

5. Summary and discussion

Developing efficient methods for lung cancer classification is very important since

it assists radiologists in the diagnosis process and allows them to reduce the intensive labor
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and time consuming that this task requires. This chapter summarized an overview of more

than 50 articles that addressed the challenges faced by such application. It resumes the

current approaches associated with the lung nodules diagnosis task and their sturdiness and

limitations. This final section summarize the outlining of the research challenges faced for

the lung nodules classification application.

Several challenges and aspects faced the CAD systems for lung cancer diagnosis.

These challenges are summarized as follows:

• Some methods depend on the Hounsfield unit (HU) values as the appearance descrip-

tor without taking any spatial interaction into consideration

• Some methods depend on traditional shape features are very sensitive to prior steps,

e.g., segmentation which may not always be accurate

• Some methods just depend on raw data and disregard the morphological information

• Deep learning based methods take as input fixed patches or volumes when nodules

size may vary significantly from one sample to another. This may not be the optimal

method and results may improve if inputs to the models are of different sizes.
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CHAPTER III

PROPOSED METHODOLOGY

A. Introduction

This chapter introduces the details of the developed models that are used to gen-

erate descriptive and discriminative features from computed tomography (CT) images.

These features will be used later for the diagnosis of lung nodules as malignant or be-

nign. The proposed diagnosis methodology is based on a novel framework for the lung

nodules classification from chest CT images, that integrates two or more of the CT mark-

ers: (i) novel appearance models of the lung nodules using 3D histogram of oriented gra-

dient (3D-HOG), 3D spherical sector isosurfaces histogram of gradient (3D-SSIHOG), 3D

adjustable local binary pattern (3D-ALBP), 3D Resolved Ambiguity Local Binary Pattern

(3D-RALBP), Multi-View Analytical Local Binary Pattern (LBP), and Markov-Gibbs ran-

dom field (MGRF). (ii) novel shape models of the lung nodules using Multi-views Periph-

eral Sum Curvature Scale Space (PSCSS), spherical harmonic expansion and some basic

geometric features. In the following sections, each of these models will be explained in

more details.

B. Appearance-based Features

Because of the malignant nodules’ rapid growth rate compared to benign nodules,

their texture and density are not uniform. This non-uniformity will result in variations in

the HU values and will be modeled using different appearance models to capture these

irregularities. In this dissertation, different robust and accurate appearance models have
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been developed. Details of these appearance models are described below.

1. 3D Histogram of oriented gradients (HOG)

To have a good description for the lung nodules’ appearance and to involve the

spatial information for the voxel’s neighbors in this model, the HOG feature vector is cal-

culated for each nodule to distinguish between benign and malignant nodules. The steps to

calculate the 3D HOG are depicted in Figure 9 and described in details below.

FIGURE 9: 3D Histogram of oriented gradient illustration

a. Mean gradient computation: Gradient computation is the first step of the 3D

HOG calculations. It needs to be done in an efficient and rapid way, not only because it is

calculated for 3D volumes, but also it is calculated throughout the algorithm many times

for different regions and with different dimensions. To overcome these massive repeated

calculations a transitional representation is developed for the volume gradient vector that is
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called integral gradient volume, which is an evolution for the integral image [217].

The integral gradient volume for a voxel at x, y, z equals the sum of the partial

derivative of the up, above, and the left voxels of x, y, z. The values of this gradient vector

is calculated using the following equations:

intV ol = (intV olx, intV oly, intV olz) (1)

intV olx =
∑

x́≤x,ý≤y,ź≤z

Vdx (x́, ý, ź) (2)

intV oly =
∑

x́≤x,ý≤y,ź≤z

Vdy (x́, ý, ź) (3)

intV olz =
∑

x́≤x,ý≤y,ź≤z

Vdz (x́, ý, ź) (4)

Where Vdx,Vdy,Vdz denote the partial derivatives with respect to x, y, z, respectively.

It is more efficient to be calculated in one pass over the volume gradient vector for Vdx using

the following recurrences:

line(x, y, z) = line(x, y − 1, z) + Vdx(x, y, z) (5)

plan(x, y, z) = plan(x− 1, y, z) + line(x, y, z) (6)

intV olx(x, y, z) = intV olx(x, y, z − 1) + plan(x, y, z) (7)

where line(x, y, z) is the accumulative row sum, plan(x, y, z) is the accumulative plan

sum, for initialization: line(x,−1, z) = 0, plan(−1, y, z) = 0, and intV olx(x, y,−1) = 0.

After getting the integral gradient volume, to calculate the mean gradient G for any 3D

sub-volume Q that is determined by its base point V1 and its width(W), height(H), and

length(L), as shown in Figure 10 (a), it could be used the following equations:

G = D −H (8)

D = V8 − V6 − V7 + V5 (9)

H = V4 − V2 − V3 + V1 (10)
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FIGURE 10: Mean gradient computation for a sample sub-volume Q using integral gradi-

ent volume.

b. Orientation binning: The next step after calculating the mean gradient is to

create the cell orientation histogram. This is done by making each voxel in the cell poll to

the direction bins. This poll is weighted based on the gradient magnitude. In 2D, it could

be figured out that the histogram channels are divided eventually from 0 to 360 degrees,

which could be considered as the directions of the sides of regular polygon or the directions

from polygon center to each vertices of it. The number of bins determines the number of

the sides in the used polygon. To make the binning process in 3D, a polyhedron is extended

from the polygon considering that the direction of each bin is corresponding to the direction

of the vector that goes through the polyhedron origin and each of its vertices. A regular

and convex polyhedron that is constructed from congruent polygonal faces is used to make

the bins eventually divided. Only five polyhedrons meet these criteria, namely: tetrahedron

(4 vertices), octahedron (6 vertices), cube (8 vertices), icosahedron (12 vertices), and do-

decahedron (20 vertices). The process starts by making resolution for the mean gradient

vector G on the axes directed from the origin of the polyhedron and all of its vertices. This

resolution is done by the dot product and simplified by matrix multiplication. Let C be the
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matrix of vertices coordinates c1,c2,...,cn.

C =



c1

c2

.

.

cn


, ci = (xi, yi, zi) (11)

The dodecahedron could be presented by its following 20 vertices coordinates:

(0, φ−1, φ), (−1, 1,−1), (0, φ−1,−φ), (1, 1,−1), (0, 1−φ, φ), (1,−1,−1), (0, 1−φ,−φ),

(1,−1, 1), (φ, 0, φ−1), (φ, 0, 1−φ), (−1,−1,−1), (−φ, 0, φ−1), (1, 1, 1), (−φ, 0, 1−φ),

(φ− 1, φ, 0), (−1,−1, 1), (φ− 1,−φ, 0), (−1, 1, 1), (1− φ, φ, 0), (1− φ,−φ, 0)

where φ is the golden ratio.

The normalized component P of G is calculated as follows:

P =



p1

p2

.

.

pn


=
C.G∥∥G∥∥ (12)

Thus, each pi hold the normalized component of G on axes through the vertex ci. In order

to have the required binning, a thresholding has to be made for the components that are

available now in P to meet two criteria: (i) each vector has a maximum of three components

in the nearest bins, (ii) ensure that the aligned vector to an axis has only one bin which is

the one that is aligned with. This threshold is determined by getting the component of any

axis on the adjoining axes. For all the platonic solids, it will be the same for every one.

For the dodecahedron, the threshold was 1.291, and for the icosahedron it was 1.618. After

removing the threshold value from each bin with magnitude greater than this threshold and
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setting the bins with values less than that threshold to zero, the magnitude of each bin after

the normalization could be calculated using the following equation:

P̃ =

∥∥G∥∥ .P
‖P‖

(13)

In the analysis, the dodecahedron was discovered as the most suitable polyhedron for nod-

ule diagnosis application binning. After getting the histogram, all of these ones could be

added for the cells in the same block and normalized to have the histogram of oriented

gradient features for each block.

2. 3D Spherical Sector-Isosurface Histgram of Oriented Gradient, (3D-SIHOG)

To describe the nodule’s appearance and respect the correlations and patterns of the

adjoining voxels, SIHOG was developed to extract descriptive markers that will be utilized

in the diagnosis process.

a. Mean gradient computation and spatial configuration: The 3D-SIHOG is

implemented to deal with the problems of CT scans, like motion artifacts and quantum

mottle, as well as achieving a precise texture appearance modeling. The steps to determine

the 3D-SIHOG are depicted in Figure 11 and described in details below. The direction

of the gradient in the original HOG is determined by the angle between the gradient and

the x axis. This means that if the gradient at certain point P has the direction θ, it will be

changed to a new direction θ̂ when the volume is rotated by any angle. This makes the HOG

descriptor a rotation variant feature. To overcome this problem, the cartesian coordinate is

changed to spherical coordinates. Moreover, using a rectangle window for the detection in

the original HOG affects the rotation invariant property of the descriptor, as the final feature

vector is obtained by chaining all these features from top to bottom and from left to right.

In the proposed SIHOG, the nodule is divided into central isosurfaces and spherical sectors,

considering their intersections as a cell to calculate the mean gradient. For isosurfaces, a

3D distance map is used to divide the nodule into a certain number of isosurfaces, and the
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FIGURE 11: Spherical Sector-Isosurface Histogram of Oriented Gradient illustration

sectors’ centers is defined on the polyhedron vertices vector directions. The projection of

each voxel over the polyhedron vertices decides which sector the voxel belongs to, and

based on that, the mean gradient is calculated for the voxels in the same spherical sector

and isosurface. In other words, the voxels assigning to cells could be defined as follows:

Cell(S, I) = (V oxels ∈ SectorS) ∩ (V oxels ∈ IsosurfaceI). (14)

For rotation invariant, the rotation matrix, R, that aligns the radial direction to the x

axis for every voxel is determined to rotate the gradient and get its new direction to allocate

it in the binning process. To get R, the unit vector that represents the radial direction of the
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vector is calculated, then the reflection function is defined as follows:

Ref(A, n) = A− 2n
(nTA)

(nTn)
(15)

where A is the matrix being reflected in the hyperplane through the origin, orthog-

onal to n. Ref could be used to calculate the matrix R that will align the unit vector u to

the x axis using this equation:

R = Ref(Ref(I, u+ v), v) (16)

where I is the identity matrix and v is the x axis unit vector. After the inner reflec-

tion Su = −v and Sv = −u, the outer reflection negates −v, giving v = Ru.

b. Accumulated histogram of edge directions: This technique is defined by gen-

erating a histogram of cell orientation, where every voxel that belongs to a cell votes for an

orientation bins. This vote is weighted using the magnitude of the corresponding gradient.

The bins of the histogram are partitioned in the range of 360 degrees in 2D. These bins are

aligned with the polygon sides’ directions and the number of polygon sides is determined

by the number of the required bins. The 3D binning is made using a polyhedron that is

composed of congruent polygonal faces, in order to generate equally distributed bins. The

components of the mean gradient vector G is extracted along the axes of the polyhedron

vertices starting from its centroid. These components are obtained by multiplying matrices,

where the matrix of vertices coordinates is denoted by

C =



c1

c2

.

.

cn


, ci = (xi, yi, zi) (17)

For example, the vertices of a dodecahedron coordinates are:

(0, φ−1, φ), (−1, 1,−1), (0, φ−1,−φ), (1, 1,−1), (0, 1−φ, φ), (1,−1,−1), (0, 1−φ,−φ),

53



(1,−1, 1), (φ, 0, φ−1), (φ, 0, 1−φ), (−1,−1,−1), (−φ, 0, φ−1), (1, 1, 1), (−φ, 0, 1−φ),

(φ− 1, φ, 0), (−1,−1, 1), (φ− 1,−φ, 0), (−1, 1, 1), (1− φ, φ, 0), (1− φ,−φ, 0)

where φ is the golden ratio. After using the previous formula to get the components of the

gradient, these components need to be thresholded using the unit vector components in the

direction of any vertices along any one of the adjoining axes. This thresholding ensures

that there is no vector that has more than three components and that the vector that totally

aligned to any axis will have only one component along that axis. Finally the feature vector

will be built through the following formula :

P̃ =

∥∥G∥∥ .P
‖P‖

(18)

where P is the normalized components after getting thresholded and could be cal-

culated through the following formula:

P =



p1

p2

.

.

pn


=
C.G∥∥G∥∥ (19)

The experimental study showed that dodecahedron was the most appropriate poly-

hedron for the suggested binning. The next step is to regroup and normalize all the resulted

histograms for the cells in order to obtain the suggested SIHOG features that belong to each

block.

3. 3D Adjustable Local Binary Pattern (3D-ALBP)

In order to describe the pulmonary nodule texture, and taking into account the spa-

tial interaction of the surrounding voxels, a novel descriptor 3D-ALBP is developed to

identify both malignant and benign nodules through their texture appearance. Each nodule
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is represented as a set of 3D-ALBP feature vectors that should be distinguishable between

benign and malignant nodules to give a successful classification at the end.

The details of how to get the 3D-ALBP feature vector for each nodule are shown

below (Figure 12).

FIGURE 12: 3D-ALBP calculation procedure

a. Original 3D local binary pattern descriptor: Original LBP feature vector

is calculated by dividing the image into small cells, then comparing the mid-pixel M of

the cell to each of its eight neighbors pixels P1, P2, ....P8. where the mid-pixel’s value

is greater than the neighbors’ value, coded ”0”. Otherwise, coded ”1”. This procedure

results in eight-digit binary code, which will be transformed to decimal to make it easy to

represent. Finally, concatenating the code of all cells will result in the feature vector for the

55



whole image. The following equation shows how to calculate the 2D-LBP code:

LBP =
8∑
i=1

2i−1 ∗ s(Pi −M) (20)

where

s(x) =


1 if x ≥ 0

0 otherwise

(21)

The LBP features vectors could deal with 3D images by taking in to consideration

the neighbors’ pixels in the upper and lower layers of the candidate cell.

b. 3D-Adjustable LBP: In CT scans, inherited challenges such as noise, partial

volume effect, and blurring in addition to low quality of some CT scanner machines are the

most important factors that affect the anatomical and pathological structure visualization

and processing. All these factors make the usage of the 3D-LBP descriptor in its original

version not acceptable because of its rigid inspection for the surrounding voxels which will

result in defects in the following situations:

(i) If a minute blur or noise affects the surrounding voxels in a regular texture ap-

pearance of benign nodules, the 3D-LBP will set different codes for each voxel (some of

them are assigned to ”0” and some of them to ”1”). This will lead to an unstable attitude

for the LBP descriptor and make it inappropriate for this medical application.

(ii) In the situation of having a mid-Voxel with HU value such as 200 that have two

neighbors voxels with HU values of 202 and 400, the 3D-LBP will assign the code ”1”

for both of them. This will lose the information that one of them is just greater than the

mid-voxel and the other one is much greater than the mid-voxel.

In order to beat these defects, a modified 3D-LBP is developed based on a threshold

ψ as following:

LBP =
26∑
i=1

2i−1 ∗ s(Pi −M) (22)

where
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s(x) =


1 if x ≥ ψ

0 otherwise

(23)

Modifying the original 3D-LBP, using the threshold ψ, makes the 3D-LBP more

robust to blurring and noise, and helps to solve the instability that could be caused by the

small changes in the HU values in the case of benign nodules. The problem that was raised

after modifying the 3D-LBP equation is the suitable value that should be assigned to the

threshold ψ. Assigning a fixed value for the threshold ψ, disregarding how much that value

is, will result in an inapplicable solution. For example, if the mid-voxel value is 300, while

the surrounding voxel value is 310, assigning the threshold ψ a value of 10 will lead to set

the code of that voxel to ”1”. Also, if the mid-voxel value is 10, while a surrounding voxel

value is 20, in case the same threshold ψ is used with value 10, that also will lead to set the

code for that voxel to ”1”. Maybe the difference between the voxels’ values are exactly the

same value, but the two examples are not identical. The differences in the first example are

not notable compared with the mid-voxel value but it is not the case in the second example.

This problem will lead us to an important question which is: what is the ”just noticeable

difference”? The just noticeable difference in psychology could be referred to the minimal

simulation level that a person can distinguish 50 percent of the time. As an example, if

a person is asked to carry two different objects with two different weights, the minimal

difference in weight between both objects that the person could discern half of the time is

what is called the just noticeable difference. Weber-Fechner’s Law [218], advocates that the

just noticeable difference is used in an expanded diversity of senses such as : hear, touch,

smell, sight and taste and could be applied to many things such as: sweetness , noisiness,

weight, brightness and pressure among other things. The previously described law states

that the just noticeable difference is a constant proportion of the original stimulus. In lung

nodule diagnosis application, this law could be used by dealing with the original stimulus

is the gray level of the HU value for the mid-voxel and the change in the stimulus is the
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adjustable threshold ψ. So the threshold that is used could be defined as follows: ψ = M ∗k

where k is the Weber fraction. Utilizing Weber-Fechner’s Law for setting the threshold ψ

for each mid-voxel value will make the descriptor very perceptive to the notable differences.

The effect of changing the Weber fraction will be discussed in details in the experimental

result section.

c. Achieving Rotation Invariance: Although the 3D-LBP efficiently captures

the texture appearance of the pulmonary nodules, it is not rotation invariant. In other words,

if two nodules have the same texture appearance but one of them is rotated, each one

of them will have a various signature code which will direct to inexact diagnosis in the

classification process. In order to map the signatures that have the same appearance texture

to the same bin in the histogram, all the possible shifting for the binary code are checked,

from all these possible codes, that get produced from the shifting. The minimum one of

them is selected to be the representative bin of that code in the histogram. Because the

system input is 3D volumes for the pulmonary nodules, each layer in the z direction is

shifted separately then combined together with respect to their weight to get the minimum

code. The following formula show how the histogram bin, that the code will be mapped to

finally, could be decided.

RI −Bin = min{B0 +
3∑
l=1

CLS(Dl, i) ∗ 21+(l−1)∗4 +B13 ∗ 213},∀i = 0, 1, 2, 3 (24)

where Dl is the decimal code for the bits in the layer l, and CLS(D, i) is a circular left

shift function for the number D i times when represented in binary on 4-bit. For ex-

ample, suppose that the following bin codes that come out after applying the 3D-ALBP:

(10001100101011)2, (10010001110101)2, (10100011001011)2, and (11000110010101)2,

all these codes should go originally for the bins: 9003, 9333, 10443, and 12693 respec-

tively, although when the developed rotation invariant scheme is applied, for the original

bin codes, it could be figured out that all of that binary codes will be assigned to bin 9003

which is the minimum one.
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4. 3D Resolved Ambiguity Local Binary Pattern (3D-RALBP)

The RALBP feature vector is introduced as another way for the enhancement of the

original LBP, and calculated it for each nodule to classify. The 3D-RALBP is developed

to handle the inherited challenges in the CT scans, e.g., noise, and artifacts, in addition to

achieving an accurate modeling of the nodule appearance. The steps to calculate the 3D

RALBP could be divided into the following steps which are depicted in Figure 13 and will

be described below.

FIGURE 13: 3D Resolved Ambiguity LBP code Calculation

a. 3D Resolved Ambiguity LBP: To avoid the aforementioned problems, two

thresholds were added, t1 and t2, to be the lower bound of the differences of the voxels that

will assign 0 and 1 respectively, in addition to an ambiguous state, a, which is assigned

to the voxels that are not either 0 or 1, which changes the condition for The original LBP

equation to be as follows:
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RALBPN,R =
N∑
i=1

2i−1 ∗ f(gp − c) (25)

where

f(x) =



1 if x ≥ t2

a if − t1 < x < t2

0 if x ≤ −t1

(26)

These two thresholds, t1 and t2, will remove the influence of the noise. The Codes

0 and 1 will serve as two solid codes where the voxel differences are really noticeable

whether negative or positive where it is not applicable to be changed from 1 to 0 or from 0

to 1 because of the noises. Code a serves as an ambiguous code where the voxel difference

is not noticeable, which makes it very sensitive to the noise that could change the difference

sign and as a result of that will change the code from either 0 to 1 or vice versa. This new

developed coding strategy will make the descriptor less sensitive to the noise. However,

the main issue is how to resolve the code ambiguity and transfer it to a solid code. The

idea is to assign the ambiguous code into the two solid codes, 0 and 1, taking into account

the probability that this code tends to be 0 or 1 using the following equation: P (0) =

c−g+t2
t1+t2

, P (1) = g−c+t1
t1+t2

where c is the central voxel value, g is the voxel value, and t1, t2 are

the lower bound of the differences of the voxels that will assign 0 and 1, respectively. Now,

for all ambiguous codes, the different combinations for the solid code will be generated. If

there are m bits with an ambiguous code, this will result in 2m codes and the probability of

each code could be calculated by multiplying the used solid code probability. For example,

if the code is (A11000111001A0), these two ambiguous codes in bits number 2 and 14 will

result in 4 codes, which are (01100011100100),(01100011100110),(11100011100100), and

(11100011100110) and the probability of each code could be calculated as follows P (b14 =

0)∗P (b2 = 0),P (b14 = 0)∗P (b2 = 1),P (b14 = 1)∗P (b2 = 0), and P (b14 = 1)∗P (b2 = 1)

respectively. See Figure 12 for detailed illustration.
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b. Rotation invariant 3D LBP: The 3D-RALBP is designed to be a rotation

invariant descriptor, to handle the different codes that get generated for the same appearance

if rotated, and to avoid the miss-classification in the diagnosis phase that results from this

issue. Te idea is to match all the rotated appearances to the same bin in the histogram by

trying all the suitable codes by shifting the original one and getting the minimum code and

assigning all different shifting combinations to that bin. As the inputs to the system are 3D

volumes, the shifting process is done separately to each plane and then get the weighted

sum of bits to get the minimum code. This minimum code could be obtained using the

following formula.

RI −CODE = min{b0 +
3∑
l=1

CRS(Xl, i) ∗ 21+(l−1)m + bN−1 ∗ 2N−1},∀i = 0, 1, ..m− 1

(27)

where Xl is the decimal representation for the bits in the layer l, m is the number

of the neighbors in the same layer, and CRS(X, i) is a circular right shift function for the

number X with i times when represented in binary on m-bit.

5. Multi-View Analytical Local Binary Pattern (LBP)

A Multi-view ALBP descriptor is developed to accurately model the nodule texture

and to add the spatial datum of the voxel’s neighbors. This descriptor is an improvement

for the traditional LBP to reduces the noise effect on the CT scans and to give a precise

model for the nodule texture.

a. Analytical Local Binary Pattern In order to overcome the mentioned prob-

lems, instead of comparing the central pixel to the surrounding neighbors, some informa-

tion about the distribution of the surrounding pixels’ gray levels are computed and com-

pared to the average of theses information, such as: mean, standard deviation, median,

maximum, and minimum. The calculations for the feature vector are illustrated in Fig-
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ure 14 and could be divided into three phases as follows:

FIGURE 14: Different examples for the resampling techniques

(i) Surrounding pixel resampling

To get more information about the surrounding pixels, different levels of neighbor-
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hood are involved using different values for the radiusR. For each levelR, there is a vector

GR that contains all the central pixel neighbors that are evenly distributed on the circle with

the specified radius. When the level R increased, more pixels are expected to get involved

in the calculation. There are three sampling methodologies that are used to resample the

surrounding pixels, namely; full N , single N , and average N (see Figure 15). The full N

FIGURE 15: Different examples for the resampling techniques

resampling is trying to involve all the points on the circle around the center. Of course, it

is impossible to add all the points on the circle, as it is an infinite number. The number of

points that will be used in each level will increase with respect to the level number. In the

full N resampling, the number of points at any level R will be 8 ∗R. In other words, every

time the level is increased by one, more 8 points are added. The drawback of this technique
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is the huge amount of computations, specially when the R is large and for the points that

needs bilinear interpolation. To overcome this issue, the single N resampling technique

could be utilized, as it will only involve a fixed number of pixels (8 pixels on each level

regardless of the R). This technique will solve the problem of the computation cost but

will lose a lot of data, especially for the large values of R. To overcome this issue and to

compromise between the previous two techniques, an averageN resampling could be used.

Average N resampling uses all the pixels and calculate the average to 8 sets of the pixels.

This technique allow us to use the complete available data and reduce them to the same

number of the single N resampling. All these resampling techniques are experimented and

compared together to obtain the highest classification accuracy.

(ii) Gray level distribution analysis

Adding more than one level of pixels will increase the dimensionality. So, there

is a real need to reduce it without losing any texture information. The statistical analysis

of the gray level distribution will reduce the dimensionality after taking into account the

whole information and present it in a way that make it easy to analyze. The median value

that separates the largest half from the smallest half is one of the used measures. The main

disadvantage of that measure is not taking into account the whole data (the median value

will remain the same regardless the increase of the highest value or the decrease of the

lowest value). So, more measures need to be added like the mean, which indicates the data

average and the standard deviation that shows how much the data differs from the average.

The maximum and minimum has been also added to the list of the statistical measure that

is calculated for the gray level of the neighborhood pixels. All these measures will give

a summarized information about the gray level distribution that will enable to distinguish

between the homogeneous texture and nonhomogeneous one that characterize the benign

and malignant nodules respectively. For every level R, a set of the mentioned statistical

measures are calculated for the vector GR. This representation reduces the dimensionality

from any domain size to R5. The expected output from this phase is the vectors DR for
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each level radius R.

(iii) Construction of the feature vector

As mentioned before, the traditional LBP and most of its variations are using the

central pixel to threshold the surrounded neighbor pixels. Here, the surrounded pixels gray

level are replaced by the distribution analysis measures vector which is calculated from the

previous phase. This vector is thresholded using the average of every statistical measure all

over the levels. This thresholding vector is denoted by µ and could be calculated using the

following equation:

µ =
1

R



∑R
i=1Mediani∑R
i=1Meani∑R
i=1 SDi∑R
i=1 Mini∑R
i=1 Maxi


(28)

The binary code signature will be calculated for every statistical measure separately and its

histogram will be updated separately. For example, the binary code for the mean could be

calculated using the following equation:

ALBPR =
R∑
i=1

2i−1 ∗ f(mean(Gi)− µ(mean)) (29)

where:

f(x) =


1 if x ≥ 0

0 otherwise

(30)

6. Markov Gibbs Random Field (MGRF)

Malignant nodules, due to their high growth rate, have a non-uniform density (signal

non-homogeneity) compared to benign nodules, which is reflected as varying Hounsfield

units (HU) in the CT scan. HU is a unit of measure that represents the different density

levels of tissues as visualized in the CT images. The appearance analysis is modeled for
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the 3D nodule volumes in a way that the differences between the HU of a voxel and its

neighbors are represented as Gibbs energy using a 7th order Markov Gibbs Random Field

(MGRF). This model tackles the inherited challenges within the CT images that stem from

partial volume effect, different acquisition parameters, and scanner types while preserving

ordinal signal relations to keep the visual appearance. Besides, the 7th− order MGRF

model uses the partial ordinal interaction instead of the complete ordinal ones to reduce the

cardinality and makes the model more computationally feasible. Grayscale patterns of the

nodules are considered as samples of a trainable translation- and contrast-offset-invariant

7th-order MGRF. In this model, the relation between the Gibbs energy, E7(g), voxel-wise

HU, g(r), and an image texture, g = (g(r) : r ∈ R) in a general-case exponential family

distribution as follow:

Pz (g) =
1

Z
exp(−

A∑
a=1

∑
ca:r∈Ca

Va(g(r′) : r′ ∈ ca:r))) (31)

Where the Gibbs energy E7(g) =
∑

ca:r∈Ca
Va(g(r′) : r′ ∈ ca:r), and the function Z

normalizes the distribution over the parent population Z =
∑

g∈G exp (−E(g)), and the

interaction structure is a system, C, of A,A ≥ 1, clique families, Ca. The origin voxel,

r ∈ R and a K-variant Gibbs potential function Va(g(r′) : r′ ∈ ca:r) depends on the

ordinal relationships between the origin voxel and the 7 neighbours, r′ ∈ ca:r; r
′ 6= r.

The signal interactions is modeled between each voxel and the 7 neighbors at a dis-

tance, ρ, from that voxel. The Gibbs potentials of the 7-voxel subsets, are learned from the

training nodules, g◦, to be used in com putting the energy E7(g). The learning process uses

the maximum likelihood estimates (MLE) that generalize the analytical approximations of

the 2nd-order MGRF potentials in [219]:

υ7:ρ (β) =
F7:ρ:core (β)− F7:ρ (β : go)

F7:ρ:core (β) (1− F7:ρ:core (β))
; β ∈ B7 (32)

Here, β is a coded contrast-offset-invariant relation between the seven signals; B7

denotes the set of codes for the possible ordinal 7-signal relations; F7:ρ (go) is an empirical

marginal probability of the code β ; β ∈ B7, over all the 7-voxel congurations with the
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center-to-voxel distance ρ in go, and F7:ρ:core (β) is the like probability for the core distri-

bution. The computed energy is used as a descriptive feature to discriminate between the

malignant and benign nodules (Figure 16).

FIGURE 16: A sample of benign (rst) and malignant (second-row) nodules (a), their 3D vi-

sualization of HU values (b), and their Gibbs energy which shows high energy for (brighter)

for benign and less energy for malignant (darker) (c).

The training nodules, go, are used to learn both the potentials and the distance ρ be-

tween the central voxel and its neighbors. The output features from the MGRF appearance

model is a vector of size 1000 describing the histogram bins of the Gibbs energy for each

nodule.

C. Shape-based Features

The pulmonary nodules in general have a spherical shape, but in the case of the

malignant nodules (due to its fast growing), it could not keep the original shape of the

nodule. This situation leads to a complex shape for the malignant nodule, and will be a
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key point for distinguishing between the malignant and benign nodules. Different features

are implemented to model the nodule shape and to describe its complexity. Details of these

models will be discussed in the following sections.

1. Multi-views Peripheral Sum Curvature Scale Space (PSCSS)

Malignant nodules have a complex shape due to their rapid growth rate and of course

the existence of the lobulation compared to benign nodules. This is why the nodules’

contour sharpness has a very significant role in the lung nodule diagnosis. The contour

sharpness of the nodule is modeled using the developed feature that is called Multi-view

PSCSS.

a. Curvature:

The curvature, K, of any curve, C, is defined as

K (C) = lim
l→0

φ

l
, (33)

where φ is the angle between the tangent vector at the curve point where you want to calcu-

late the curvature and the tangent vector just after this point by distance l (see Figure 17).

This is why the curvature shows how fast is the unit tangent vector to the curve rotates.

Assume that the Cartesian equation of a plane curve given by the equation y = f(x), the

curvature at any point P (x, y) can be calculated using the first and second derivatives of

the function f(x) using the following equation:

k (x) =
∂2y
∂x2[

1 +
(
∂y
∂x

)2
] 3

2

(34)

It is very difficult to have a well defined Cartesian equation for the contour of the nodule.

However, it is much easier to have a parametric equation for the contour of the nodules.

Let’s assume that the parametric equation of a curve is:

Γ (t) = (x (t) , y (t)), (35)
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FIGURE 17: Curvature and radius of curvature.

where t is an arbitrary parameter that represent the edge point location, then the curvature

of curve Γ (t) is derived from the contours points as follows:

k (t) =
∂x
∂t

∂2y
∂t2
− ∂2x

∂t2
∂y
∂t[(

∂x
∂t

)2
+
(
∂y
∂t

)2
] 3

2

(36)

b. The Curvature Scale Space Image:

Extracting the edges of the lung nodule is the first step to get the curvature scale space

image. In the used data-set there is a well defined binary mask for each nodule which make

the edge detection of the nodule an easy process. There are many algorithms for edge de-

tection that mainly varies in the kind of the used filter for smoothing and the methodology

for the edge strength calculation [220]. Different edge detection algorithms were tested,

but Canny edge detection algorithm [221] was proved to be the most suitable algorithm to

this application. However, this algorithm was implemented with its variations in early days

of image processing, it is still a state-of-the-art edge detector. Of course there is some algo-

rithms that works better than Canny algorithms but these ones need very long computation
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time comparing with Canny algorithms without a remarkable enhancement. In canny edge

detection algorithm, the curve is smoothed by Gaussian kernel with variable width σ. The

edge is extracted to each nodule using different Gaussian scale space to guarantee that each

edge is much smoother than the one of the previous scale (see Figure 18). It is very obvious

that when σ is sufficiently high the nodule edges will turn to be a convex curve. The next

FIGURE 18: Nodules edges at different Gaussian kernel width σ.

step is to go through the edge points in a way that keeps the order of the points along the

nodule edge. Then, for each Gaussian scale space (at different degrees), the curvature is

computed for each edge using Eq. 36. The curvature calculation at a specific point depends

on the points that are just after or before it. This will lead to a very limited and inaccurate

curvature as the surrounding pixels can only be one out of eight directions. So, the points
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at a certain distance along the contour are used to calculate the curvature (Fig. 19). After

calculating the curvature, the interest is not the curvature value, but the points where the

curvature changes, which is called the curvature-zero crossings of the edges that describe

the shape complexity of the extracted nodule. The curvature-zero crossing happens when

the curvature sign changes or crossing the zero line as shown in Figure 19. The curvature

function is a rotation invariant as the rotation of the nodule will not affect the surface cur-

vature, but the order of the edge points will vary, which would make the signature of the

same nodule vary if it is rotated. To overcome this problem, the suggested peripheral sum

(CSS) will correct this by considering the peripheral sums of the nodule CSS signature

which makes the algorithm rotation invariant.

FIGURE 19: Plot of edge curvature of a nodule at zero scale space.

2. Spherical Harmonics

The lung nodules volumes will be reconstructed using Spherical Harmonics analy-

sis to obtain good descriptors related to the shape complexity in order to be used for the

classification process between malignant and benign nodules. The spherical harmonics are
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periodic functions that described on the sphere surface. It construct a complete set of or-

thonormal basis, that is why any function defined on the sphere surface can be written as an

aggregation of these spherical harmonics. The Spherical Harmonic expansion is considered

as a complicated version of Fourier series that express the functions defined on a circle as

a sum of sines and cosines. The following subsection shows how the mesh are generated

which is the input for the spherical harmonics analysis.

a. Mesh Generation The main requirement to use the Spherical Harmonics

analysis is to have a manifold mesh as it can only be applied on a manifold mesh. A

mesh in general consists of three types of elements: vertices (the points or the nodes),

edges (a contact line between two vertex), and faces (an individual flat surfaces). A mesh

is a manifold when it doesn’t contain any holes. In other words it satisfies the following

two conditions: (i) Each edge is incident to only one or two faces. (ii) The faces incident

to a vertex from a closed or an open fan. Figure 20 shows different examples of manifold

and non-manifold meshes. The input binary mask for the nodules is already manifold vol-

ume and is ready for the process of mesh generation. TETGEN [222], which is a reliable

and rapid software for creating the tetrahedral meshes, is used to generate the lung nodule

mesh. This software is implemented for a MATLAB/Octave-based mesh generation tool-

box called iso2mesh [223, 224]. This mesh generation system is built on an open source

software library called Computer Geometry Algorithms Library (CGAL). The triangulation

of this library works by constructing a circumscribing sphere of each cell and successively

put triangulation inside this sphere. There is a specific empty sphere property in Delaunay

triangulation, which means that every circumscribing sphere shouldn’t contain any ver-

tices of any triangulation inside it. These triangulations have a unique definition in general

barring the cases where five points are co-spherical. However, the CGAL implementation

computes a unique triangulation even in these cases by recomputing the triangulations in

the circumscribing sphere. The generated mesh from these procedure is non-rigid with no

constrains on the number of the nodes’ neighbors. However, the correctly implemented
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(a) Closed fan manifold mesh (b) Open fan manifold mesh

(c) Non-manifold mesh (d) Non-manifold mesh

FIGURE 20: Sample of the different types of meshes: Closed fan manifold mesh (a), open

fan manifold mesh (b), and non-manifold mesh (c) and (d).

triangulations nodes must have at least three neighbors and logically three faces with no

upper bound for the number of neighbors.When the first mesh is generated, it has to be

re-positioned in 3D space and resized (there is no need for resizing in the current case as

the used data are preprocessed to be uniformly and isotropic from the beginning). The

centroid of the nodule is calculated and used to reposition it so that the center of the mesh

coordinates are (0,0,0). The final outputs of mesh generation, which are the nodes coor-
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dinates and the faces, are saved on Wavefront object format (see Figure 21). This format

FIGURE 21: Rough outline of part of Wavefront OBJ file format.

is a geometry definition format first developed by Wavefront Technologies. it had a very

easy import and export support from most of the computer aided design software, which

make it the most dominant format for sharing the 3D models. Also using this format in

the developed framework will make the developed algorithm reusable regardless the used

method for mesh object generation. The last step before start the spherical deformation for

the mesh is the smoothing process. Laplacian smoothing is used for this process to make

the mesh more appropriate for the spherical harmonics construction and to keep the spher-

ical shape of the nodule [225]. Laplacian smoothing chooses a new location for each node
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in the mesh based on the locations of its adjacent nodes, then move the node to that new

location. Specifically, the smoothing equation for a node could be described as:

xi =
1

N

N∑
j=1

xj (37)

where N is the number of neighbors nodes for node i, xj is the position of the jth neighbor

for node i, and xi is the new location for node i. Usually the mesh is smoothed for multiple

times before starting the spherical deformation. The number of smoothing times is 1% of

the number of the constructing nodes of the mesh.

b. Spherical Deformation Spherical Harmonics plays an important role in de-

scribing the nodule shape and its mesh reconstruction. The first step of calculating the

Spherical Harmonics is to build the 0th harmonic which is called the base. The nodule

mesh deformation into a unit sphere is the main step of constructing the 0th harmonic. The

”Attraction-Repulsion” approach is utilized to deform the mesh into the unit sphere mesh

and figure 22 Shows a 2D illustration of the re-positioning done by that algorithm. The unit

sphere mesh has to satisfy the following conditions: (i) the distances between each vertex

and its neighbors have to be equal. (ii) the distances between each vertex and the nodule

mesh centroid have to be the unit distance. The Attraction-Repulsion algorithm consists of

two main steps. The first one is the attraction step, which is responsible for centering each

vertex location between its neighbors by regulating its position in an iterative manner using

the following equation:

V′α,i = Vα,i + CA,1

J∑
j=1;j 6=i

∆α,jid
2
α,ji + CA,2

∆α,ji

dα,ji
(38)

where α denote the index of the iteration, Vα,i denote the Cartesian coordinates of the

ith node at the αth iteration, J denote the number of node’s neighbors, dα,ji denote the Eu-

clidean distance between node i and node j at the iteration α, ∆α,ji denote the displacement

between node j and node i at the iteration α, CA,1, CA,2 are the attraction constants that

regulate the nodes displacement. The second step is the repulsion step, which is responsible
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FIGURE 22: Illustration of the Attraction-Repulsion vertices re-positioning in 2D (initial

location to the left and the final arrangement to the right).

for enlarging the whole mesh by pushing the nodes outward using the following equation:

V′′α+1,i = V′α,i +
CR
2I

I∑
j=1;j 6=i

(
∆α,ji

|∆α,ji|2

)
(39)

where CR is the repulsion constant that regulate the nodes displacement.

c. Spherical harmonics shape analysis In order to add more shape classifi-

cation feature, a spherical harmonics shape analysis is utilized to reconstruct the pul-

monary nodules. The mesh reconstruction is done by breaking the object into a group

of different linear harmonics. The linear harmonics are generated by solving an isotropic

heat equation for the nodule surface on the unit sphere. The lower harmonics describe

the basic shape of the nodule, while the higher harmonics shows the complex details of

the shape. The deformation of the nodule mesh into the unit sphere maps each voxel

V = (x, y, z) to a spherical position that could be represented by the spherical coordi-

nates S = (sinθcosφ, sinθsinφ, cosθ) where φ is the azimuth angle from 0 to 2π and θ is

the inclination angle from 0 to π. Ylm is the spherical harmonic of degree l and order m
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and is defined as:

Ylm =



clmP
|m|
l (cos θ) sin (|m|ϕ) , −l ≤ m ≤ −1,

clm√
2
P 0
l (cos θ), m = 0,

clmP
|m|
l (cos θ) cos (|m|ϕ) , 1 ≤ m ≤ l,

(40)

where clm =
√

(2l+1)(l−|m|)!
2π(l+|m|)! and P |m|l is the associated Legendre polynomials of

degree l and order m. The lung nodule is reconstructed using the spherical harmonics ob-

tained from equation 40 by applying the iterative residual fitting procedure developed by

Chung et al [226]. The main purpose of using the spherical harmonic expansion is to drive

a shape classification feature. The shape classification feature that is extracted from this

model is the reconstruction error curve. The reconstruction error curve is a curve that is

built for every nodule. It consists of the reconstructions errors for the nodule while recon-

structing it using different spherical harmonics orders. This error for a certain mesh node

is determined by calculating the Euclidean distance between the surface node location in

a certain spherical harmonics order and its original location in the mesh. The final recon-

struction error is the summation of the error for all nodes in certain spherical harmonics

order.

3. Fundamental Geometric Features

As the lung nodules has different geometric characteristics based on whether it is

malignant or benign, accounting for these differences as a discriminating features helps

in the differentiation between different nodule types in the classification process. A set of

seven geometric features will be extracted from the nodule’s binary mask which is provided

by the radiologist. The following geometric features are calculated: volume, surface area,

convex volume, solidity, equivalent diameter, extent, and the principal axis length. In order

to calculate the solidity, a convex hull C is defined around the segmented nodule and the

ratio between the volume of the voxels in C and the total volume of the segmented nodule
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is calculated. Then, in order to calculate extent, the bounding box around the segmented

nodule is used and the dimensions are named dimx, dimy, and dimz and the proportion of

the volume of the voxels in the bounding cube to the volume of the voxels of the segmented

nodule is calculated. principal axis length is defined as the largest dimension of the bound-

ing cube (max(dimx, dimy, dimz)). These features complement each other to come up with

a final score for malignancy classification. To extract these features accurately without be-

ing dependent on scan accusation parameters such as pixel spacing and slice thickness, a

volume of interest (VOI) of size 40 × 40 × 40 mm3 that is centered around the center of

each nodule is extracted and resampled to be an isotropic in the x, y, and z directions.

D. Fusion of multiple features

The proposed CAD system utilizes a feed-forward deep neural network to classify

the pulmonary nodules whether malignant or benign, the implemented deep neural network

consists of two-stage structure of stacked autoenocder (AE). The first stage consists of an

autoencoder-based classifiers for each fused feature or, in other words, each feature that

will be involved in the classification needs to have its own autoencoder-based classifier.

This classifier will give an initial estimation for the malignancy probability of the input

nodule. After that, all the output probabilities for each feature are augmented together to

be considered as the input for the second stage autoencoder to give the final estimation of

the classification probabilities (see Figure 23 for more details).

Autoencoder is an unsupervised artificial neural network that reduce the input di-

mensionality and then return it to the original input size back through two process which

are the encoding and decoding respectively. It reduces the input size by getting rid of

the unimportant features like noise and the redundant information. Autoencoder is a good

choice for reducing the dimensionality comparing to the Principle Component Analysis

(PCA) because Autoencoder could be a nonlinear transformation for the input vector if a

nonlinear activation function is used, while a PCA is always a linear transformation. In the
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FIGURE 23: The proposed fusion architecture.

presented fusion model Autoencoder is employed in order to diminish the dimensionality

of the input data with multi-layered neural networks to get the most discriminating features

by greedy unsupervised pre-training. After the AE layers, a softmax output layer is stacked

in order to refine the classification by reducing the total loss for the training labeled input.

For each AE, let W = {W e
j ,W

d
i : j = 1, . . . , s; i = 1, . . . , n} refer to a set of

column vectors of weights for encoding, E, and decoding, D, layers, and let T denote

vector transposition. The AE change the n-dimensional column vector u = [u1, . . . , un]T

into an s-dimensional column vector h = [h1, . . . , hs]
T of hidden features such that s < n

by nonlinear uniform transformation of s weighted linear combinations of input where σ(.)

is a sigmoid function with values from [0, 1] , σ(t) = 1
1+e−t ,

The used classifier is constructed by stacking AE (as shown in Figure 24 ) which consist

of 3 hidden layers with softmax layer for each feature, the first hidden layer reduces the

input vector to N1 level activators, while the second hidden layer continues the reduction
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FIGURE 24: The proposed stacked Autoencoder structure when N1 = 1000, N2 = 500,

and N3 = 300

to N2 level activators which are reduced to N3 after the third layer. Only The fundamental

geometric features network consists of the softmax layer only without the Autoencoder

network, as the input scale is not large to be in need to use AE with multiple hidden layers

to reduce the dimensionality like the other feature vectors (only 9 geometric features).

The softmax compute the probability of being malignant or benign through the following

equation:-

p(c;Wo:c) =
e(WT

o:ch
3)

e(
∑c

1W
T
o:ch

3)
(41)

Where C = 1, 2; denote the class number Wo:c; is the weighting vector for the soft-

max for class c h3: are the output features from the last hidden layer, (the third layer) of

the AE. In the second stage, the output probability obtained from the softmax of all the

integrated networks are fused together and fed to another softmax layer to give the final
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classification probability. The developed design of the fusion network makes the system

very easy to be expanded by adding different components or features. This encouraged

me to try to augment the imaging markers with clinical bio-markers. Generally, there are

different kinds of bio-markers which are used for lung caner diagnosis, like: breath, urine,

saliva, and blood analysis. The breath analysis was a good option to be augmented with

the developed clinical imaging markers. The exhaled breath is collected in 1-L Tedlar bags

were drawn through a proprietary microreactor chip by applying a vacuum (Figure 25).

The surfaces of micropillars of the microreactor chip are coated by 2-(aminooxy)-N, N,

N-trimethylethanammonium (ATM) iodide [212]. ATM chemoselectively traps carbonyl

compounds in exhaled breath by means of oximation reactions. After the breath sample

was completely evacuated from the Tedlar bag, ATM adducts in the microreactor chip were

eluted with 100 mL of methanol from a slightly pressurized small vial. The eluted solu-

tion was analyzed directly by Fourier transform-ion cyclotron resonance mass spectrometry

(FT-ICR-MS) [212]. FT-ICR-MS is a hybrid linear ion trap MS (Finnigan LTQ FT, Thermo

Electron, Bremen, Germany) equipped with a TriVersaNanoMate ion source (AdvionBio-

Sciences, Ithaca, NY) with an electrospray chip (nozzle inner diameter 5.5 mm) that was

used to analyze all breath samples using the eluted solution. A known amount of deuter-

ated acetone completely reacted with ATM (ATM-acetone-d6) in methanol was added to

the eluted solution as internal reference for quantification of ATM adducts. The concentra-

tions of all 27 carbonyl VOCs detected in exhaled breath were determined by comparison

of the relative abundance with that of added ATMacetone-d6.
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FIGURE 25: (a) Schematic setup for the capture of carbonyl VOCs in exhaled breath; (B)

photo of the breath collection system; (c) A microfabricated microchip with fused silica

tubes attached to inlet and outlet ports; (d) optical picture of the microchip created by

DRIE; (e) SEM micrograph of the micropillar array within the preconcentrator.

The concentration of the 27 carbonyl VOCs is the input vector features that will

be augmented with the developed imaging features. It fed to the designed autoencoder

network that decreases its dimensionality to 10 followed by a softmax classifier to boost

the diagnosis accuracy by limiting the overall loss of the labeled data during the training.
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CHAPTER IV

EXPERIMENTAL RESULTS AND DISCUSSION

This chapter reports and discusses the performance of the developed methodologies

for the pulmonary nodules diagnosis that were presented in chapter III. It also shows the

effect of their integration in a single framework. This chapter starts with a section that

presents the experiments setup, by showing the utilized datasets for training and testing

followed by the used evaluation metrics to evaluate the proposed methodologies. Finally,

the next section reports the evaluation metrics of each proposed methodology and their

different combination frameworks.

A. Experiments Setup

1. Datasets

a. LIDC dataset description

The Lung Image Database Consortium (LIDC) and Image Database Resource Ini-

tiative (IDRI) [156] is a publicly available reference for the medical imaging research com-

munity. It consists of 1018 thoracic CT scans that have been collected from 1010 different

patients from eight medical imaging companies (Carestream Health Inc., Fuji Photo Film

Co., GE Healthcare, iCAD Inc., Riverain Medical, Philips Healthcare, Siemens Medical

Solutions and AGFA Healthcare) and 7 different academic centers ( University of Cali-

fornia, Weill Cornell Medical College Los Angeles, University of Chicago, University of

Michigan, University of Iowa, Memorial Sloan-Kettering Cancer Center and MD Ander-

son Cancer Center). After removing the scans with slice thickness ≥ 3 mm and the scans
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with inconsistent slice spacing, a total of 888 CT scans became available for testing and

evaluating the developed CAD system. The LIDC CT scans are associated with an XML

file to provide a well descriptive annotation and radiological diagnosis for the lung lesions.

This information are provided by 4 thoracic radiologists in a 2-phase image annotation pro-

cess. In the first phase, each radiologist from the 4 radiologists independently reviewed all

cases and this phase is called blind read phase as each one gives their opinion regardless

of the other radiologists. The second phase is the final phase as each radiologist gives his

final decision after checking the other 3 radiologists’ decision, and this phase is called the

unblinded phase as all the annotations were made available to all the radiologists before

giving their final annotation decision. The radiologists divided the lesions into 2 groups,

nodules and non-nodules.

FIGURE 26: 2D axial projection for nodules with low-score, benign, high-score, malig-

nant, and of moderate-score, uncertain.

The database is composed of 7371 nodules ranked by at least one radiologist. Among

these nodules 2669 ones were characterized by nodules with a diameter≥ 3 mm by at least

one radiologist and 928 were characterized by nodules with a diameter ≥ 3 mm by four ra-
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diologists. The focus will be on the nodules with a diameter≥ 3 mm that have been ranked

by all radiologists. Each nodule of these samples have an annotation that is attributed by

all four radiologists where each of them give his unique description of the nodule along

with its characteristics. Every nodule description provided by each one of the four radiol-

(a) (b) (c) (d) (e)

FIGURE 27: 2D axial projection for three nodules and their masks: (a) the mask as an-

notated by first radiologist, (b) the mask as annotated by second radiologist,(c) the mask

as annotated by third radiologist, (d) the mask as annotated by fourth radiologist, (e) the

combined mask for the four radiologists mask.

ogists is composed of the groundtruth contour of the nodule along the x,y and z direction

and a rank of the nodule going from 1 to 5, with a score of 1 for a nodule that is in their

opinion most likely to be benign and 5 for a nodule that is most likely to be malignant. It

may be concluded that radiologists may disagree on the label of the nodule and its score

given the fact that this annotation is only based on looking into the CT scans not on biopsy.

This made us turn toward generating our collection based on a majority vote for the four
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radiologists. In other words, if the average score of the 4 radiologists for each nodule case

is ≥ 3.5 the nodule is labeled as malignant and if the average score is ≤ 1.5 the nodule is

considered to be benign. Figure 26 illustrates examples of benign, malignant and uncertain

nodules. This way of extracting the used dataset resulted in a total number of 727 nodules (

314 malignant and 413 benign ) used for training and testing. For each nodule, the union of

the 4 radiologists’ mask is combined to obtain the final nodule mask that will be used in the

experiments as shown in Figure 27 . Samples have been extracted with a 40×40×40mm3

volume around the nodule mass center’s combined mask.

b. Local acquired CT imaging dataset

CT and breath analysis data were both collected on the same day for every patient

from 47 patients in the period from 2016 to 2018 (Table 1,2). The collaborators at the

university of Louisville hospital recruited patients with age ranges from 40 to 90 years

and collected both a CT scan and a breath test (the diagnosis for most of these patients is

biopsy confirmed). Retrospective analyses have an inherent risk of selection bias, despite

the inclusion criteria not having any demographic filters that might introduce bias. The

research protocol was approved by the Institutional Review Board (IRB) at the University

of Louisville and all methods were performed in accordance with the relevant guidelines

and regulations.

TABLE 1: Demographics and nodule size of the patients (n=47 patients). D= nodule di-

ameter

Subject Male Female Nodule Size

Malignant
20 3 17 4mm ≤ D ≤ 20mm

17 9 8 20mm ≤ D ≤ 60mm

Benign
5 1 4 4mm ≤ D ≤ 20mm

5 5 0 20mm ≤ D ≤ 34mm

After the patient informed consent was obtained, one liter of mixed tidal and alve-

86



TABLE 2: Clinical characteristics of the patients

All patients (N=47) Male (N=18) Female (N=29)

Age (years) 48-93 59-93 48-88

Malignant 37 12 25

White race 30 11 19

Height (cm) 152-188 170-188 152-180

Weight (Kg) 39-168 61-156 39-168

Active smoker 21 10 11

Previous smoker 20 7 13

Lifelong non-smoker 6 1 5

Personal history of lung cancer 7 3 4

Personal history of any cancer 19 8 11

olar breath sample was collected into a non-reactive Tedlar bag (Sigma Aldrich, St Louis,

Mo) from a single exhalation from each participant [213]. The CT data was collected from

the same 47 patients after obtaining the patient informed consent also with a slice thickness

of 2.5mm reconstructed every 1.5mm, KV 140, MA 100, and F.O.V 36cm. The ground

truth for nodule detection and segmentation was obtained by the union of the masks of

nodules that were manually segmented by three radiologists that have the same level of

knowledge (greater than 10 years’ experience) and there was no questionable difference

between their final decisions. Patient selection was blinded but included patients with both

benign and malignant small lung nodules (4 to 20 mm) and large nodules (> 20mm). The

patient diagnostic conclusions from the radiologists were blinded from the data analysis

team for lung cancer diagnosis using both breath test and CT markers. The patients were

either biopsied for diagnostic conclusion (these patients does not need follow-up) or fol-

lowed for up to two years until a final lung cancer diagnosis could be determined based on
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current clinical approaches (serial CT scans every 6 months and/or biopsy/bronchoscopy).

If there was no change in the CT scan over two years, the nodule was considered benign.

2. Evaluation metrics

There are multiple metrics to measure the performance of the classification meth-

ods. These metrics are widely and commonly utilized in CAD systems. These metrics

are: True Negative (TN), False Negative (FN), True Positive (TP), and False Positive (FP).

TP is the number of correct predictions when the sample is positive. FP is the number of

incorrect predictions when the sample is positive. TN is the number of correct predictions

when the sample is negative. FN is the number of incorrect predictions when the sample

is negative. Based on these metrics, multiple measures can be computed to evaluate the

performance of the CAD systems.

a. Accuracy

The Accuracy (Acc) measure is the ratio of the number of correctly classified sam-

ples over all samples as shown in the following equation:

TN + TP

TN + FN + TP + FP
(42)

Accuracy alone is not an accurate description for the classification model when the dataset

is unbalanced [227], so it needs to be augmented with different measures, like sensitivity,

specificity, and precision. Some systems use the term of balanced accuracy, which is the

average of the sensitivity and specificity to overcome the confusion of the accuracy in case

the dataset is unbalanced.

b. Sensitivity

The sensitivity (Sn) measure refers to the classifier’s ability to correctly predict the

positive samples. Numerically, sensitivity is the number of true positive samples that are

correctly classified over the sum of true positive and false negative samples as shown in the
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following equation:

TP

TP + FN
(43)

c. Specificity

The specificity (Sp) measure refers to the classifier’s ability to correctly predict the

negative samples. Numerically, specificity is the number of true negative samples that are

correctly classified over the sum of true negative and false positive samples as shown in the

following equation:

TN

TN + FP
(44)

d. Precision

The precision (Prc) measure defines the amount of predicted nodules that are actu-

ally associated with the malignant samples. Numerically, Precision is the number of true

positive samples that are correctly classified over the sum of true positive and false positive

samples as shown in the following equation:

TP

TP + FP
(45)

e. Area Under Curve (AUC) of the Receiver operating characteristic (ROC)

curve

AUC measures the performance of classification tasks at multiple threshold settings.

ROC define a probability curve and AUC characterizes the degree or measure of separabil-

ity between classes. It identifies how much it is possible for the model to separate between

classes. The ROC curve itself is a plot of sensitivity versus 1-specificity for different thresh-

old values in the model. The AUC is a good indicator for the system performance as the

higher the AUC, the better the model is at differentiating between malignant and benign

nodules.
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B. Experimental Evaluation

1. Appearance-based features result

a. 3D Histogram of oriented gradients (HOG)

The HOG features have multiple parameters that need to be optimized in order to

get the highest accuracy measures from this module. These parameters are:

• The number of cells in each block that the mean gradient will be calculated over it.

• The number of blocks that the volume is divided into.

• The number of histogram bins.

• The binning style whether full binning or just half of them.

Table 3 presents different evaluation metrics for the HOG features using 20 full bins. It

shows that using 5 × 5 × 5 blocks and 3 × 3 × 3 cells is the optimal for this experiment.

Table 4 presents the same evaluation metrics using 5×5×5 blocks and 3×3×3 cells for the

different binning options. It shows that using the dodecahedron (20 bins) using full binning

is the optimum parameters for this experiment. Figure 28 and 29 summarize the reported

evaluation metrics for the HOG features for 5 × 5 × 5 and 4 × 4 × 4 blocks, respectively.

Figure 30 shows the results of different binning parameters, while using 5 × 5 × 5 blocks

and 3× 3× 3 cells.
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TABLE 3: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of 3D-HOG parameters (number of blocks and cell size).

Number of Blocks Cell Size Accuracy Sensitivity Specificity

4

3 83.03 80.65 84.80

4 79.36 72.04 84.80

5 81.65 74.19 87.20

8 71.56 60.22 80.00

10 78.90 68.82 86.40

5

3 88.17 87.26 88.86

4 86.24 82.80 88.80

5 83.03 78.49 86.40

8 84.86 81.72 87.20

10 80.28 82.80 78.40

TABLE 4: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of 3D-HOG parameters (the polyhedron type and binning style).

Polyhedron Binning style Accuracy Sensitivity Specificity

Dodecahedron

(20 bin)

Full binning 88.17 87.26 88.86

Half binning 70.80 74.49 68.00

Icosahedron

(12 bin)

Full binning 72.61 85.25 63.20

Half binning 66.56 55.22 75.00
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FIGURE 28: Comparison between accuracy, sensitivity, and specificity for 5×5×5 blocks

for the 3D-HOG using different cell size.

FIGURE 29: Comparison between accuracy, sensitivity, and specificity for 4×4×4 blocks

for the 3D-HOG using different cell size.
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FIGURE 30: Comparison between accuracy, sensitivity, and specificity for 5×5×5 blocks

and 3× 3× 3 cells for the 3D-HOG using different binning parameters.

b. 3D Spherical Sector-Isosurface Histgram of Oriented Gradient, (3D-SSIHOG)

For the SIHOG features, there were multiple parameters that need to be optimized in order

to get the highest accuracy measures from this feature. These parameters are:

• The number of the utilized isosurfaces.

• The number of spherical sectors that the volume is divided into.

• The number of histogram bins.

• The binning style whether full binning or just half of them.

Table 5 presents different evaluation metrics for the SIHOG features using 20 spher-

ical sector. It shows that using 20 sectors and 4 isosurfaces is the optimal for this exper-

iment. Table 6 presents the same evaluation metrics using 20 spherical sectors and 4 iso-

surfaces for the different binning options. It shows that using the dodecahedron (20 bins)

using full binning is the optimum parameters for this experiment. Figure 31 and 32 summa-

rize the reported evaluation metrics for the SIHOG features for 20 and 12 spherical sectors,
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respectively. Figure 33 shows the results of different binning parameters, while using 20

spherical sectors and 4 isosurfaces.

TABLE 5: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of 3D-SSIHOG parameters (number of sectors and number of isosurfaces).

Sectors Number Isosurfaces Number Accuracy Sensitivity Specificity

20

3 88.07 87.10 88.80

4 92.66 94.62 91.20

5 90.83 93.55 88.80

12

3 91.28 93.55 89.60

4 91.74 94.62 89.60

5 88.07 87.10 88.80

TABLE 6: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of 3D-SSIHOG parameters (the polyhedron type and binning style).

Polyhedron Binning style Accuracy Sensitivity Specificity

Dodecahedron

(20 bin)

Full binning 92.66 94.62 91.2

Half binning 89.45 91.40 88.00

Icosahedron

(12 bin)

Full binning 90.37 92.47 88.80

Half binning 72.61 85.25 63.20
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FIGURE 31: Comparison between accuracy, sensitivity, and specificity for 20 spherical

sector with Full dodecahedron binning for the 3D-SSIHOG using different isosurfaces

number.
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FIGURE 32: Comparison between accuracy, sensitivity, and specificity for 12 spherical

sector with Full dodecahedron binning for the 3D-SSIHOG using different isosurfaces

number.

FIGURE 33: Comparison between accuracy, sensitivity, and specificity for 20 spherical

sector with 4 isosurfaces for the 3D-SSIHOG using different binning parameters.
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c. 3D Adjustable Local Binary Pattern (3D-ALBP)

For the Adjustable LBP features the value of the Weber fraction k is needed to

be optimized in order to get the highest accuracy measures from this descriptor. Table 7

presents different evaluation metrics for the Adjustable LBP features using different values

of the Weber fraction k. It shows that the optimal Weber fraction value for this application

is k = 0.08. Figure 34 shows the reported accuracy measure for different Weber fraction k

values.

TABLE 7: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of 3D-Adjusted LBP parameter (Weber fraction values).

Weber Fraction Accuracy Sensitivity Specificity

0 86.70 75.27 95.20

0.01 88.07 78.49 95.20

0.05 90.83 94.62 88.00

0.08 91.74 94.62 89.60

0.13 91.28 94.62 88.80

0.16 91.28 94.62 88.80

0.19 90.37 90.32 90.40

0.21 87.16 76.34 95.20
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FIGURE 34: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of 3D-Adjusted LBP parameter (Weber fraction values).

d. 3D Resolved Ambiguity Local Binary Pattern (3D-RALBP)

The thresholds selection for the RALBP descriptor is a very important optimization

process in order to have the best accuracy from this descriptor. The first experiment is to

divide the neighborhood voxel differences after sorting them into three different groups:

low, medium, and high differences. Consequently, the average value for each group is

calculated; the t1 threshold is selected as the mean between the averages of low differences

and medium differences, and the t2 threshold is selected as the mean between the averages

of medium differences and high differences. The second experiment is to use k−mean

clustering to divide the voxel differences into the 3 groups and select the threshold based

on the same idea as before, but instead of using the average, the center of each cluster will

be used.
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FIGURE 35: Neighborhood voxels differences distribution

Figure 35 shows the voxel differences distribution for malignant and benign nod-

ules, as well as the distribution for all nodules with the different thresholding criteria. In

these experiments, the threshold values that achieved the highest accuracy are: t1 = 80,

and t2 = 133. The accuracy, sensitivity, and specificity for these thresholds are 91.74%,

94.62%, and 89.60%.

e. Multi-View Analytical Local Binary Pattern (ALBP)

Multi-view ALBP has many parameters that require tuning in order to achieve the

best accuracy. These parameters are:

• The number of levels used around the center point.
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• The used scheme for resampling.

• The number of extracted 2D-views.

Table 8, 9, and 10 present different evaluation metrics for the Multi-view analyt-

ical LBP features using full N resampling, single resampling, and average N resampling

scheme, respectively. It shows that using 5 views and 3 levels is the optimal for these exper-

iments. Figure 36, 38, and 37 summarize the reported evaluation metrics for the Multi-view

analytical LBP features for full N resampling, single resampling, and average N resampling

scheme, respectively. From these figures it could be concluded easily that the single N re-

sampling has the lowest accuracy among all the resampling schemes regardless the other

parameters. Moreover, the average N and full N has no noticeable difference in the accu-

racy which make the average N resampling scheme the best when it is taken into account

the calculations cost. Also, The experiments show that the best accuracy is achieved when

five views are used for the 3D volume while involving three levels of neighbors around the

central pixel.
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TABLE 8: Comparison between accuracy, sensitivity, and specificity for full N sampling

using different configuration of Multi-View Analytical LBP parameters (number of views

and number of levels).

Full N resampling

Views Number Levels Number Accuracy Sensitivity Specificity

3

2 85.13 82.45 88.32

3 88.53 87.62 88.68

4 86.32 76.12 91.23

5 84.86 80.65 85.10

5

2 88.91 87.31 89.37

3 90.69 91.50 89.60

4 90.56 91.32 89.40

5 89.78 87.10 90.65

7

2 87.75 78.33 90.30

3 87.90 80.17 90.21

4 86.24 79.11 89.70

5 85.32 77.30 86.67
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TABLE 9: Comparison between accuracy, sensitivity, and specificity for single N sampling

using different configuration of Multi-View Analytical LBP parameters (number of views

and number of levels).

Single N resampling

Views Number Levels Number Accuracy Sensitivity Specificity

3

2 83.13 80.56 84.70

3 88.17 87.30 88.56

4 84.33 81.72 87.30

5 83.80 81.72 86.40

5

2 86.50 82.80 88.71

3 88.71 87.60 88.93

4 87.10 79.85 89.31

5 84.78 81.33 85.11

7

2 86.50 76.20 90.00

3 87.10 79.85 88.93

4 85.95 78.91 87.56

5 83.80 81.72 86.40
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TABLE 10: Comparison between accuracy, sensitivity, and specificity for average N sam-

pling using different configuration of Multi-View Analytical LBP parameters (number of

views and number of levels).

Average N resampling

Views Number Levels Number Accuracy Sensitivity Specificity

3

2 84.31 82.86 86.40

3 88.80 87.51 89.13

4 85.60 80.36 87.66

5 86.00 76.73 90.65

5

2 88.81 87.33 89.70

3 90.73 92.56 90.31

4 90.18 90.80 89.63

5 89.90 91.32 88.13

7

2 88.00 87.13 89.70

3 89.60 88.12 90.57

4 88.20 87.10 89.73

5 87.80 80.45 88.44
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FIGURE 36: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of Multi-View Analytical LBP parameters (number of views and number of lev-

els) for full N resampling scheme.
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FIGURE 37: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of Multi-View Analytical LBP parameters (number of views and number of lev-

els) for average N resampling scheme.
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FIGURE 38: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of Multi-View Analytical LBP parameters (number of views and number of lev-

els) for single N resampling scheme.

f. Markov Gibbs Random Field (MGRF)

The output of the MGRF is the Gibbs energy image for the nodule. This image

has a high Gibbs energy for benign nodules and a low energy for the malignant ones.

The histogram for this image is selected as a representation for this Gibbs energy image.

The high energy bins for the malignant nodules have less density comparing with the low

energy bins that have high density. The number of histogram bins is the parameter that

needs to be optimized. Table 11 shows the reported evaluation metrics for different bin

numbers. It could be concluded form this table that there is no noticeable difference in

the evaluation metrics when the number of bins changed. This stability in the evaluation

metrics regardless the change of bin numbers, makes the MGRF and Gibbs energy a reliable

features for distinguishing between the appearance of the malignant and benign nodules.
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TABLE 11: Comparison between accuracy, sensitivity, and specificity using different his-

togram bin numbers for the Gibbs energy image.

Bins Number Accuracy Sensitivity Specificity

400 89.32 92.37 87.94

600 89.83 87.50 92.75

800 89.12 92.11 88.59

1000 89.91 93.55 87.20

2. Shape-based features result

a. Multi-views Peripheral Sum Curvature Scale Space (PSCSS)

The Multi-View PSCSS descriptor parameters that need to be tuned are:

• The pixel jump while calculating the curvature.

• The number of extracted 2D-views.

Table 12 presents different evaluation metrics for the Multi-view PSCSS features

while using different values for the number of the extracted views and the pixels jump

while calculating the curvature. Figure 39, 40, and 41 summarize the reported evaluation

metrics for the Multi-view PCSS features while extracting 3 views, 5 views, and 7 views,

respectively. The perfect combination is using 15 pixel jump and 5 2D-views.
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TABLE 12: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of Multi-View PSCSS parameters (number of views and gap between points).

Views Number Points Gap Accuracy Sensitivity Specificity

3

10 87.61 87.10 88.00

15 88.53 88.17 88.80

20 85.32 84.95 85.60

25 84.86 82.80 86.40

5

10 89.91 89.25 90.40

15 90.37 89.25 91.20

20 85.78 87.10 84.80

25 84.40 83.87 84.80

7

10 88.53 87.10 89.60

15 87.61 87.10 88.00

20 86.24 84.95 87.20

25 85.32 82.80 87.20
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FIGURE 39: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of Multi-View PSCSS parameter (gap between pixels) for 3 views.

FIGURE 40: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of Multi-View PSCSS parameter (gap between pixels) for 5 views.
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FIGURE 41: Comparison between accuracy, sensitivity, and specificity using different con-

figuration of Multi-View PSCSS parameter (gap between pixels) for 7 views.

b. Spherical Harmonics

The spherical harmonic expansion can use different orders of spherical harmonics to

reconstruct the lung nodule. Using higher orders will reduce the reconstruction error com-

paring with the low orders. The order number of the spherical harmonics is the parameter

that needs to be optimized to reduce the redundant calculations during building the feature

vector. Figure 42 shows the average error curve for the reconstruction of all the nodule in

the LIDC dataset. It could be concluded from the figure that the average reconstruction

error is less than 0.1 after 65 spherical harmonics order. However, the 65 order is enough

to describe the used data, the feature vector that will be used in the classification will be

70 in order to avoid over fitting for the utilized dataset. Using 70 spherical harmonics or-

ders is able to achieve 89.82, 93.55, 87.20, 84.75, and 0.9642 for the accuracy, sensitivity,

specificity, and AUC, respectively.
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FIGURE 42: Average error curves of the nodule reconstruction using different spherical

harmonics orders.

3. The integrated system results after fusion

After validating the developed models separately, this section will report the vali-

dation of the fusion of different combinations of the developed models. The fusion has a

noticeable increase of performance in terms of the evaluation metrics. The implemented

fusion network in section III.D is utilized to combine the developed features. The utilized

parameters for each fused model were the parameters that achieved the best evaluation

metrics in the previous sections in this chapter.

a. The fusion framework for the appearance features.

The reported accuracy, sensitivity, and specificity for the integration of all the mod-
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eled appearance features were 92.87%, 94.66%, and 91.30%, respectively. This framework

is depicted in Figure 43 and shows the integration between MGRF, Resolved ALBP, 3D-

SSIHOG, 3D-HOG, Adjustable LBP, and Multi-view Analytical LBP features. When these

results were compared with those of every appearance model individually, it could be con-

cluded that this integration did not increase the evaluation metrics significantly. Logically,

these results make sense, as all of the appearance models are describing the texture appear-

ance of the nodule in order to show the homogeneity of the HU signal in the nodule. This

homogeneity of the signal is the key point in differentiating between malignant and benign

nodules. However, all these descriptors describe the texture appearance of the nodules, ev-

eryone of them has its own way to describe this texture, and this is the reason for this little

enhancement for the accuracy measures.
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FIGURE 43: The integration framework between the different developed six appearance

models.

b. The fusion framework for the shape features.
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The reported accuracy, sensitivity, and specificity for the integration of all the mod-

eled shape features were 90.89%, 90.43%, and 91.15%, respectively. This framework is

depicted in Figure 44 and shows the integration between Mutli-view PSCSS, spherical har-

monics, and fundamental geometric features. When these results were compared with the

results of every shape model individually, it could be concluded that this integration did not

increase the evaluation metrics significantly. Logically, these results make sense, as all of

the shape models are describing the shape complexity of the nodule in order to show the

irregularity of the contour of the nodule. This irregularity of the contour is the key point

in differentiating between malignant and benign nodules. However, all these descriptors

describe the shape of the nodules, everyone of them has its own way to describe this shape

complexity, and this is the reason for this little enhancement for the accuracy measures.
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FIGURE 44: The integration framework between the different developed three shape mod-

els.

c. The hybrid frameworks integrating the appearance and shape features.

From the previous two sections, it could be concluded that combining different

models for the appearance or different models for the shape did not made a big enhance-

ment to the fused frameworks. In this section, a fusion between different combinations

of models that describe different characteristics of the lung nodules. There are very huge

number of combinations of these models, that will lead to a very huge number of frame-

works. This is the reason to be selective in these frameworks. The selection criteria is to

use the models that are different in the way of describing the nodule either by appearance
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or shape. For example, the 3D-HOG will not be combined with the 3D-SSIHOG, as both

of them are depending on the idea of calculating the histogram of oriented gradient, as

the 3D-SSIHOG is an improvement to the 3D-HOG on the level of changing the way of

dividing the volume into blocks. The same idea for the different enhancements of the LBP

algorithm.

The framework I integrates the MGRF model from the appearance models with

the geometric features from the shape models. This framework has been published in the

International Conference on Image Processing (ICIP) [63]. This framework is illustrated in

Figure 45. Table 13 shows the evaluation metrics to this framework and all its components

with comparison to some of other published frameworks that uses the same dataset.

TABLE 13: Evaluation of the hybrid framework I that integrates appearance (MGRF) and

shape (geometric features) models and its comparison with 4 different recent frameworks

that use the same dataset.

Evaluation Metrics

Accuracy Sensitivity Specificity Precision AUC

Geometric Features 80.73 76.64 84.68 82.83 87.20

MGRF 89.91 93.55 87.20 84.47 96.66

Hybrid Framework I 92.20 92.22 92.19 89.25 96.70

Orozco et al [228] 82.00 90.90 73.91 - 0.81

Wei et al [176] 87.65 89.30 86.00 86.45 0.942

Costa et al [229] 91.81 93.42 91.21 80.61 0.940

Xie et al [207] 89.53 84.19 92.02 83.78 0.9665
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FIGURE 45: The hybrid framework I that integrates the appearance (MGRF) and shape

(geometric features) models.

The framework II integrates the Adjustable LBP and MGRF from the appearance

models with the spherical harmonics and the fundamental geometric features from the

shape models. This framework has been published in the International Symposium on

Signal Processing and Information Technology (ISSPIT) conference [64]. This framework

is illustrated in Figure 46. Table 14 shows the evaluation metrics to this framework and all

its components with comparison to some of other published frameworks that uses the same

dataset.
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TABLE 14: Evaluation of the hybrid framework II that integrates appearance (MGRF and

Adjusted LBP) and shape (spherical harmonics and geometric features) models and its

comparison with 4 different recent frameworks that use the same dataset.

Evaluation Metrics

Accuracy Sensitivity Specificity Precision AUC

Adjusted LBP 91.74 94.62 89.60 87.13 0.9531

MGRF 89.91 93.55 87.20 84.47 0.9666

Spherical Harmonics 89.82 93.55 87.20 84.75 0.9642

Geometric Features 80.73 76.64 84.68 82.83 0.8720

Hybrid Framework II 92.66 95.70 90.40 88.12 0.9636

Orozco et al [228] 82.00 90.90 73.91 - 0.81

Wei et al [176] 87.65 89.30 86.00 86.45 0.942

Costa et al [229] 91.81 93.42 91.21 80.61 0.940

Xie et al [207] 89.53 84.19 92.02 83.78 0.9665
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FIGURE 46: The hybrid framework II that integrates the appearance (MGRF and Adjusted

LBP) and shape (spherical harmonics and geometric features) models.

The framework III integrates the 3D-HOG and MGRF from the appearance mod-

els with the spherical harmonics and the fundamental geometric features from the shape

models. This framework has been published in the International Symposium on Biomed-

ical Imaging (ISBI) conference [60]. This framework is illustrated in Figure 47. Table 15

shows the evaluation metrics to this framework and all its components with comparison to

some of other published frameworks that uses the same dataset.
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TABLE 15: Evaluation of the hybrid framework III that integrates appearance (MGRF and

3D-HOG) and shape (spherical harmonics and geometric features) models and its compar-

ison with 4 different recent frameworks that use the same dataset.

Evaluation Metrics

Accuracy Sensitivity Specificity Precision AUC

3D-HOG 88.17 87.26 88.86 85.62 0.9462

MGRF 89.91 93.55 87.20 84.47 0.9666

Spherical Harmonics 89.82 93.55 87.20 84.75 0.9642

Geometric Features 80.73 76.64 84.68 82.83 0.8720

Hybrid Framework III 93.12 92.47 93.60 91.49 0.9753

Orozco et al [228] 82.00 90.90 73.91 - 0.81

Wei et al [176] 87.65 89.30 86.00 86.45 0.942

Costa et al [229] 91.81 93.42 91.21 80.61 0.940

Xie et al [207] 89.53 84.19 92.02 83.78 0.9665
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FIGURE 47: The hybrid framework III that integrates the appearance (MGRF and 3D-

HOG) and shape (spherical harmonics and geometric features) models.

The framework IV integrates the Multi-view Analytical LBP feature from the ap-

pearance models with the spherical harmonics features from the shape models. This frame-

work is illustrated in Figure 48. Table 16 shows the evaluation metrics to this framework

and all its components with comparison to some of other published frameworks that uses

the same dataset.
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TABLE 16: Evaluation of the hybrid framework IV that integrates appearance (Multi-

view Analytical LBP) and shape (spherical harmonics) models and its comparison with 4

different recent frameworks that use the same dataset.

Evaluation Metrics

Accuracy Sensitivity Specificity

Multi-view ALBP 90.73 90.57 92.19

Spherical Harmonics 89.82 93.55 87.20

Hybrid Framework IV 93.79 94.36 92.80

Gupta et al [230] 81.50 78.11 85.64

Safta et al [166] 93.10 91.11 95.24

Ren et al [201] 90.00 81.00 95.00

Sang et al [189] 92.00 94.00 90.00

FIGURE 48: The hybrid framework IV that integrates the appearance (Multi-view Analyt-

ical LBP) and shape (spherical harmonics) models.
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The framework V integrates the 3D-SSIHOG and MGRF from the appearance mod-

els with the spherical harmonics and the fundamental geometric features from the shape

models. This framework is illustrated in Figure 49. Table 17 shows the evaluation met-

rics to this framework and all its components with comparison to some of other published

frameworks that uses the same dataset.

TABLE 17: Evaluation of the hybrid framework V that integrates appearance (MGRF and

3D-SSIHOG) and shape (spherical harmonics and geometric features) models and its com-

parison with 5 different recent frameworks that use the same dataset.

Evaluation Metrics

Accuracy Sensitivity Specificity Precision AUC

3D-SSIHOG 92.66 94.62 91.20 88.89 0.9713

MGRF 89.91 93.55 87.20 84.47 0.9666

Spherical Harmonics 89.82 93.55 87.20 84.75 0.9642

Geometric Features 80.73 76.64 84.68 82.83 0.8720

Hybrid Framework V 94.50 93.55 95.20 93.55 0.9846

Orozco et al [228] 82.00 90.90 73.91 - 0.81

Wei et al [176] 87.65 89.30 86.00 86.45 0.942

Costa et al [229] 91.81 93.42 91.21 80.61 0.940

Xie et al [207] 89.53 84.19 92.02 83.78 0.9665

Shen et al [205] 84.20 70.50 88.90 - 0.856
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FIGURE 49: The hybrid framework V that integrates the appearance (MGRF and 3D-

SSIHOG) and shape (spherical harmonics and geometric features) models.

The framework VI integrates the 3D-SSIHOG from the appearance models with

the Multi-view PSCSS from the shape models. This framework has been published in the

International Conference on Image Processing (ICIP) [59]. This framework is illustrated in

Figure 50. Table 18 shows the evaluation metrics to this framework and all its components

with comparison to some of other published frameworks that uses the same dataset.
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TABLE 18: Evaluation of the hybrid framework VI that integrates appearance (3D-

SSIHOG) and shape (Multi-view PSCSS) models and its comparison with 5 different recent

frameworks that use the same dataset.

Evaluation Metrics

Accuracy Sensitivity Specificity AUC

3D-SSIHOG 92.66 94.62 91.20 97.13

Multi-view PSCSS 90.37 89.25 91.20 96.66

Hybrid Framework VI 94.50 95.70 93.60 98.46

dey et al [179] 90.40 90.47 90.33 95.48

Wei et al [176] 87.65 89.30 86.00 94.20

Safta et al [165] 91.11 69.79 98.55 96.96

Xie et al [207] 89.53 84.19 92.02 96.65

Shen et al [205] 84.20 70.50 88.90 85.60
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FIGURE 50: The hybrid framework VI that integrates the appearance (3D-SSIHOG) and

shape (Multi-view PSCSS) models.

The framework VII integrates the Resolved Ambiguity LBP and MGRF from the

appearance models with the spherical harmonics and the fundamental geometric features

from the shape models. This framework has been published in the International Conference

on Image Processing (ICIP) [61]. This framework is illustrated in Figure 51. Table 19

shows the evaluation metrics to this framework and all its components with comparison to

some of other published frameworks that uses the same dataset.
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TABLE 19: Evaluation of the hybrid framework VII that integrates appearance (MGRF

and Resolved ALBP) and shape (spherical harmonics and geometric features) models and

its comparison with 4 different recent frameworks that use the same dataset.

Evaluation Metrics

Accuracy Sensitivity Specificity Precision AUC

Resolved Ambiguity LBP 92.20 90.32 93.60 91.30 0.9657

MGRF 89.91 93.55 87.20 84.47 0.9666

Spherical Harmonics 89.82 93.55 87.20 84.75 0.9642

Geometric Features 80.73 76.64 84.68 82.83 0.8720

Hybrid Framework VII 94.95 94.62 95.20 93.62 0.9874

Orozco et al [228] 82.00 90.90 73.91 - 0.81

Wei et al [176] 87.65 89.30 86.00 86.45 0.942

Costa et al [229] 91.81 93.42 91.21 80.61 0.940

Xie et al [207] 89.53 84.19 92.02 83.78 0.9665
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FIGURE 51: The hybrid framework VII that integrates the appearance (MGRF and Re-

solved ALBP) and shape (spherical harmonics and geometric features) models.

d. The hybrid frameworks integrating the imaging features and clinical bio-

markers.

The framework VIII that will be detailed in this section has been published in the

Scientific Reports journal [107]. This framework integrates imaging features and breath

bio-markers that are obtained from a single exhaled breath to classify the nodules. The

locally acquired dataset that is explained in Section IV.A.1.b is utilized for this framework

validation. This framework is illustrated in Figure 52. The classification accuracy, sensi-

tivity, and specificity were 97.87%, 97.30%, and 100.00%, respectively. Table 20 shows

the classification accuracy, sensitivity, and specificity for each of the different used features
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combinations in this framework. Nodule size had the least accuracy and sensitivity while

shape and appearance features had the highest accuracy and sensitivity.

TABLE 20: Evaluation of the hybrid framework that integrates imaging markers and clini-

cal bio-marker( breath analysis) models and its different combinations.

Evaluation Metrics

Accuracy Sensitivity Specificity

Size 61.19 29.73 100.00

Shape 89.55 89.19 90.00

Appearance 86.57 91.86 80.00

Breath Analysis 75.99 71.43 80.56

Shape + Size 91.04 89.19 93.33

Appearance + Size 89.55 91.89 86.67

Shape + Appearance 91.04 94.59 86.67

Shape + Breath 89.55 89.19 90.00

Appearance + Breath 88.06 91.89 83.33

Size + Breath 79.10 72.97 86.67

Shape + Size + Breath 92.54 91.89 93.33

Shape + Appearance + Breath 92.65 94.74 90.00

Size + Appearance + Breath 92.54 94.59 90.00

Imaging features only 94.03 91.89 96.67

Hybrid Framework VIII 97.87 97.30 100.00

The results of this work demonstrates that combining both breath bio-marker and

imaging data will significantly improve the accuracy, sensitivity, and specificity for clinical

diagnosis of lung cancer. Importantly, the used breath analysis technology is cost effective

(20$ per test) compared to X-Rays. Moreover, breath analysis alone offers 80% nodule

129



FIGURE 52: The hybrid framework that integrates the imaging markers (MGRF, spherical

harmonics, and size) and clinical bio-markers (breath test) models

classification accuracy. Among the other clinical bio-markers the breath test is chose to

be integrated with the imaging markers as the organic compounds are volatile in nature,

which make the concentration of these compounds higher in the breath compared to other

markers (e.g., saliva, urine, and/or blood). In addition, the breath test gives an immediate

result as the exhaled breath is collected directly to the bag where the mass spectrometry is

used to analyze it. Most importantly, the breath analysis gives a local diagnosis for the lung

compared to other bio-markers (e.g., the urine bio-markers will work better for detecting

the tumors within the kidney). The sample size of patients with both breath and CT imaging

data was limited (n = 47) and thus a leave-one-subject-out validation method is used.
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4. Results summary

All the developed models give an accurate description for the lung nodules in terms

of appearance and shape features. The integration between all the appearance features

or shape features separately did not achieve a significant enhancement, while the integra-

tion between them boost the framework performance in terms of accuracy, sensitivity, and

specificity.

TABLE 21: Evaluation of all the developed hybrid frameworks

Evaluation Metrics

Accuracy Sensitivity Specificity

Hybrid Framework I 92.20 92.22 92.19

Hybrid Framework II 92.66 95.70 90.40

Hybrid Framework III 93.12 92.47 93.60

Hybrid Framework IV 93.79 94.36 92.80

Hybrid Framework V 94.50 93.55 95.20

Hybrid Framework VI 94.50 95.70 93.60

Hybrid Framework VII 94.95 94.62 95.20

Hybrid Framework VIII 97.87 97.30 100.00

Table 21 shows all the developed hybrid frameworks evaluation metrics. The hybrid

framework VIII has the highest accuracy, sensitivity, and specificity among all the devel-

oped frameworks. However, this comparison is unfair, as the hybrid framework VIII is

validated using a small size dataset (47 patients), but it shows the ability of integrating the

clinical bio-markers to enhance the overall system performance. For imaging features, the

hybrid framework VII shows the highest accuracy measure that reach 94.95%.
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CHAPTER V

CONCLUSION AND FUTURE WORK

This dissertation presented a non-invasive CAD framework for the diagnosis of the

pulmonary nodules malignancy from a single computed tomography scan. It utilize two

groups of features, which are appearance (texture) features and shape (contour) features.

The experimental results highlighted the ability of theses features to accurately differentiate

between the malignant and benign nodules. The main advantages of the proposed system

is its ability to diagnose the pulmonary nodules from single computed tomography scan

instead of repetitive scans. The extracted features were able to give a good description

for the nodule prior growth rate by examining the nodules texture and shape, which is

the main point for pulmonary nodule diagnosis. These abilities are very important for

this clinical application as it help the radiologists to detect the lung cancer in an early

stage. This early detection of lung cancer will significantly improve the effectiveness of

treatment and increases the survival rate of the lung cancer patients. The comparison results

of the presented framework with the other approaches show that the developed system has

promise to reach the accepted clinical accuracy threshold. Moreover, the outline of the

major contributions of the theses are as follows:

• A novel and memory-efficient way for speeding up the calculations of the 3D his-

togram of oriented gradient is proposed. This algorithm is based on the idea of the

integral nodule volume to calculate the gradient repeatedly along different dimen-

sions and for different regions. The orientation binning process are done in a general

way using a uniform polyhedrons. The number of bins determines the number of the

sides in the used polyhedrons.
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• An innovative enhancement to the 3D histogram of oriented gradient is implemented

and called 3D spherical sector isosurfaces histogram of oriented gradient. The main

idea in the proposed enhancement was to divide the nodule volume into central iso-

surfaces and spherical sectors, considering their intersections as a cell to calculate the

mean gradient instead or the original rectangle grid. Moreover, the spherical coordi-

nates is used instead of the ordinary Cartesian coordinates to make the new descriptor

a rotation invariant.

• In order to avoid the noise sensitivity in the original local binary pattern, two thresh-

olds were added , t1 and t2 to be the lower and the upper bound of the differences of

the voxels that will be assigned to 0 and 1 respectively, in addition to an ambiguous

state, a, which is assigned to the voxels that are not either 0 or 1. This new pro-

posed coding strategy makes the descriptor less sensitive to the noise and increase its

precision in describing the nodule texture.

• An innovative analytical local binary pattern is implemented to compute some infor-

mation about the distribution of the surrounding pixels’ gray levels and compare it to

the average of theses information, such as: mean, standard deviation, median, maxi-

mum, and minimum to capture the texture appearance of the nodule while reducing

the sensitivity of the descriptor to the noise. Moreover, using this statistical infor-

mation from the surrounding neighbor makes the final descriptor a rotation invariant

one without any additional procedure.

• A new Multi-view peripheral sum curvature scale space descriptor is developed to

describe the shape complexity of the nodule by calculating the curvature along the

nodule contour and count the curvature-zero crossings.

• A fusion network for different classification features based on two stages. The first

one generates a primary estimation for every descriptors. Followed by the second

stage that consists of an autoencoder with a single layer augmented with a soft-

133



max classifier that provide us with the final classification of the nodule. This fu-

sion network combined different features, like 7th- order Markov Gibbs random field

(MGRF), spherical harmonics expansions, fundamental geometric features, etc.

• A new developed hybrid frameworks that integrate different imaging features and

clinical bio-markers for early and accurate diagnosis of lung cancer. This frameworks

implies that adding more clinical bio-markers to the diagnosis framework, having a

great potential to improve the accuracy of the system.

Several ideas for the future work of this dissertation include, but are not restricted

to, the following:

• Integrate the module that classifies between benign and malignant nodules to a full

Computer Aided Diagnosis system that contains the lung segmentation, the lung nod-

ules detection and the lung nodules segmentation modules. Integrating all modules

will allow to develop a full CAD system for the lung nodules classification.

• Integrate the full CAD system into the CT scanners. This will assist the radiologists

in their diagnosis and help them reduce the labor intensive and time consuming that

this task require.

• Recruit more patients with both breath and CT data to validate the diagnosis frame-

work on larger datasets.

• Integrate more clinical bio-markers (eg, urine, blood, and saliva) to the CAD system

to quantity the effect of their components on lung cancer classification and improve

the diagnosis by making it earlier and more accurate.

• As deep learning algorithms emerged and proved their efficiency in multiple appli-

cations including medical ones. An orientation for the future work could be to fuse

between the developed features in this dissertation and the new deep learning fea-
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tures. This fusion between both handcrafted and learned features may improve the

results even more.

• The developed CAD system in this dissertation fused between features at the deci-

sion level, a new orientation could be to fuse between features at the features level

and classify the hole combined feature vector after dimensionality reduction using a

single classifier to get the final malignancy score.
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