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Molecular dynamics computer simulations were performed to study the dynamics of the ionic 
solvation in a Stockmayer fluid. The simulations show that the solvent relaxation proceeds in 
two time regimes. Most of the relaxation occurs in a short time period during which the 
relaxation process can be described by a Gaussian function. The long time regime can be 
described by an exponential relaxation. The decay exponent of the relaxation function in this 
regime is the same as the exponent describing the decay of the single dipole correlation 
function. In addition, the contribution of the rotational and translational modes of the solvent 
to the energy relaxation was investigated. It was found that when the rotational mode is the 
dominant mode of the solvent motion the relaxation occurs from the outside-in, in accordance 
with the Onsager "snowball" picture. When the influence of the translational mode is 
increased the Onsager picture breaks down. 

INTRODUCTION 

The dynamic response of the solvent to the sudden 
change of the charge distribution in a solute molecule has 
been the subject of many investigations, theoretical and ex­
perimental. I While the experimental data are obtained from 
the applications of fast laser pulse techniques to rather com­
plicated systems/,3 the majority of analytical theories use 
rather simplified models to describe the solutions.4-IO At the 
same time, the computer simulations are performed on mod­
els that use a simple description of the solute and a rather 
realistic description of the solvent. I I-IS Thus, recent simula­
tions were performed to study the response in solvents such 
as water,II,12 methanol,13 and acetonitrile. 14 To compare 
the results of the simulations with the analytical type theo­
ries, it is desirable to perform a simulation, where both solute 
and solvent are described by simple potentials. Therefore, in 
this paper we present results from such a simulation and 
compare them with the results from the existing analytical 
theories, such as the dynamical mean-spherical approxima­
tion (MSA)6-S and theories based on the Smoluchowski­
Vlasovequation (SVE).8-10 We also address the issue of the 
validity of Onsager's hypothesis,16 and the role of the trans­
lational and rotational motions in the relaxation. Finally, we 
express the hope, that simulations performed on simple sys­
tems can serve as a reference point for the development of 
more sophisticated molecular theories, such as the one given 
in Ref. 17. 

MODEL AND METHODOLOGY 

Our system consists of one solute particle dissolved in a 
Stockmayer solvent. IS The choice of this particular model is 
primarily due to the fact that analytical theories based on the 
dynamical extension of the MSA model6-8 and on the 
SVES- IO are available for a model very similar to ours (the 
theories are done for hard spheres with embedded dipoles). 
In addition, the detailed knowledge of the dielectric proper­
ties of this solvent is available from molecular dynamics sim­
ulations. 19-21 

The interaction energy for a pair of Stockmayer parti-

cles is given by the following expression: 

Uij (r) = 4E[ (a/r) 12 - (a/r)6] + (.ti·Tij.(.tj' (1) 

where r is the distance between particles i and j, .... i is the 
dipole moment of particle i, (.tj is the dipole moment ofparti­
clej, E and a are the Lennard-Jones parameters. The dipole 
tensor T ij has its usual form, 

Tij = 1Ir ~ [I - 3rijrij/ru] , (2) 

where 1 is the unit tensor. 
The solute-solvent interaction is represented by the 

term 

l!j(r,(.tj) =4E[(a/r)12- (a/r)6] -(.tj·E, (3) 

where E is the electric field due to the solute charge, and is 
given by an equation E = qr J ~. For the neutral solute, this 
quantity becomes zero and the last term in Eq. (3) vanishes. 
The equations of motion for our system are obtained from 
the Lagrangian 

L = ~ ~ mv2 + ~ ~ ~ /t/2 - ~ ~ ~ ".T ... '" £.. 2 I 2 £.. 2 rl 2 £.. £.. r-, IJ r-J 
i fl i i".,j j 

- ~ 4 ~:u~ + 4 Ai (fl7 - fl2) + 4 .... i·E ' (4) 
I } I I 

where the first two terms represent translational and rota­
tional kinetic energies of the solvent molecules, the third 
term represents the dipole-dipole interaction energy of the 
solvent, the fourth term is representing the Lennard-Jones 
interaction energy of the system. To preserve the magnitude 
of the dipole moment of the solvent we use the method of 
constraints.22 Therefore, the fifth term of the Lagrangian 
contains a constraint variable with the corresponding La­
grange multiplier. The last term in the Lagrangian is due to 
the solute-solvent electrostatic interaction. The solvent is 
characterized (in reduced units) by a dipole moment 
(fl*)2 = 3.0, a moment of inertia 1* = 0.025, a density 
p* = 0.822, and a temperature T* = 1.15. The Lennard­
Jones parameters for solute-solvent interaction were taken 
to be the same as for solvent-solvent interaction. The simu­
lations were carried out in a cubic box, which contained 511 
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solvent molecules and 1 solute molecule. For simplification 
of the treatment, the solute particle was considered to be 
immobile. Equations of motion for solvent molecules were 
integrated using the leapfrog algorithm and the rotational 
part of the motion was handled by the methods of con­
straints. A good description on the implementation of this 
method is found in Ref. 23. The step size in reduced units of 
time was chosen to be equal to 0.0025. To facilitate the com­
parison of our results with the results from other simulations 
note that this time step is equal to 5.4 fs if the argon param­
eters (€ = 119.8 K and a = 3.405 A) are chosen for solvent 
particles. Periodic boundary conditions along with the 
spherical cut-off convention were implemented in the calcu­
lations and the reaction field technique was used to account 
for the long range dipole-dipole interactions. In the reaction 
field calculations we used the value of the bulk dielectric 
constant of the Stockmayer fluid, which is 66.1 for the values 
of the reduced parameters given above. 20 

In the present work, we carried out three equilibrium 
simulations and three sets of nonequilibrium simulations. 
The first eqUilibrium simulation (ESI) was performed for 
the system with the uncharged solute, while the solute was 
charged (q = Ie) in the second simulation (ESII). In the 
first two simulations the reduced moment of inertia I * of the 
solvent molecule was assigned the value of 0.025, while in the 
third equilibrium simulation the value of I * was increased. 
By increasing the moment of inertia one achieves slow rota­
tional motion of the solvent and thus amplifies the effects of 
translational motion on the overall dynamics. Since we do 
not intend to mimic the behavior of any real solvent system, 
we can make arbitrary changes in some parameters to gain 
more physical insight into the processes we discuss here. The 
third equilibrium simulation (ESIII) was performed using 
mostly the same set of parameters as used in ESI, only I * was 
increased 100 times. In all the equilibrium simulations the 
trajectories consisted of 20 ps equilibration period followed 
by 100 ps production run. The average reduced temperature 
of each trajectory was maintained at T * = 1.15 by occa­
sional rescaling of the velocities. 

To mimic the solvation phenomena we use the nonequi­
librium simulations technique. In these simulations the sol­
ute charge distribution is instantaneously changed and the 
response of the solute is measured. To quantify the solvation 
dynamics one calculates in the simulation the normalized 
response function or relaxation function 

S(t) = SECt) - SE( (0) . 
SE(O) - SE( (0) 

(5) 

In Eq. (5) SE( t) is the fluctuation in the solvent-solute 
interaction energy at a given time t, averaged over all the 
trajectories in a particular set of simulations. The equilibri­
um trajectories of the system with the neutral solute are used 
to generate initial configurations for the nonequilibrium tra­
jectories. Therefore, we have selected 50 configurations 
(separated by 2 ps each) from the equilibrium simulation 
SEI and at t = 0 we placed a charge of + Ie on the solute. To 
compare the results of our simulations with some analytical 
theories, such as MSA, in which the relaxational mechanism 
is due to the rotational motion only, we froze the transla-

tional motion of the molecules in the first set of 50 trajector­
ies. This set of 50 nonequilibrium trajectories we call NESI 
(nonequilibrium set I). To freeze the translations we im­
posed very heavy masses on the solvent molecules (1010 

times the actual mass). Also, the initial linear velocities were 
set equal to zero to ensure that particles do not move initial­
ly. After the instantaneous charge jump, the trajectories 
from the molecular dynamics were monitored for 5.4 ps. 
(The equilibration has been achieved within 2.0 ps.) 

It has been emphasized that translational motion of the 
solvent molecules plays a substantial role in the overalI 
mechanism of the relaxation. This was confirmed recently 
by Bagchi and Chandra,IO who extended the SVE treatment 
to include the effects of the translational motion. They dem­
onstrated that if translational diffusion is considerably large, 
the Onsager picture of the solvent relaxation occurring in a 
"snowbalI" fashion is no longer acceptable. 24 We tried to 
address this issue in two other sets of non equilibrium simula­
tions. In one set of simulations (NESII), consisting again of 
50 trajectories, we started the trajectories from the same ini­
tial positions as in set NES!. The initial velocities of the sol­
vent molecules, which were set equal to zero in the NESI, 
were now assigned from the equilibrium trajectories. The 
lengths of the trajectories were restricted to 2.7 ps since the 
equilibration was attained within 2 ps. 

The third set of nonequilibrium trajectories (NESIII) 
was started from 50 points of ESIII trajectory, where the 
moment of inertia of the solvent was 100 times larger than 
that used in ESI. Trajectories were continued for 22 ps after 
the initial charge jump. No attempt has been made to control 
the temperature of the system in any of the above mentioned 
nonequilibrium trajectories. 

RESULTS AND DISCUSSION 

Using the data from equilibrium simulations, we first 
consider the structural properties of solvent around the sol­
ute molecule. The solute-solvent radial distribution func­
tions (rdrs) obtained from ESI and ESII are shown in Fig. 
1. The curves on this figure demonstrate the existence of the 
well defined solvation shell structures around the solute, re­
gardless ofthe charge on the solute. In Table I we summarize 
the information extracted from the rdrs along with the other 
relevant data. As the rdrs in Fig. 1 indicate we distinguish 
three solvation shells around the solute. The rest of the sol­
vent is "bulklike." The boundaries of the shells are given by 
the locations of the minima of the rdfs. The properties shown 
in Table I are the averages over the shells defined by such 
boundaries. The orientational distribution of the angle be­
tween the solvent dipole and a vector connecting the center 
of the solute and the center of a solvent is shown in Fig. 2. 

From Figs. 1 and 2 and Table I we can see that the 
incorporation of the charge on the solute site results in the 
increase of the sharpness of the first peak of the rdf, while the 
peak position shifts inward. The size of the first shell de­
creases and as a result the number of nearest neighbors de­
creases. The same is true for the second shell. At the same 
time, note, that the density of solvent in the first shell around 
the ion is larger than the density of the solvent in the first 
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FIG. 1. The solute-solvent radial distribution functions obtained from ESI 
and ESII. The solid line corresponds to the ion-solvent rdf, the dotted line 
to the neutral solute-solvent rdf. 

shell around the neutral solute. The orientational distribu­
tion is homogeneous in the case of solvated neutral solute but 
displays a strong orientational preference in the case when 
the solute is charged. As we can see in this case the orienta­
tional preference holds for all three shells around the solute. 
The rdfs and orientational distribution functions given by 
Figs. 1 and 2 represent the initial and final states of our non­
equilibrium simulations. 

As we have already mentioned, the response of the sol­
vent to the instantaneous change of the solute charge distri­
bution is measured in a molecular dynamics computer ex­
periment by the normalized response function [see Eq. (5) ]. 

In Fig. 3 we display the results for the correlation func­
tion S(t) obtained from the NESI simulation along with the 
results obtained from dynamical MSA theory 7 and SVE-

TABLE 1. A summary of information on solvation shells. The values in the 
table are obtained from ESI and ESII simulations. (a) From an equilibrium 
simulation with a neutral solute. (b) From an equilibrium simulation with a 
charged solute. 

Shell Radius in Number of (Density) in 
reduced units molecules (cos(9) ) reduced units 

1 1.52 11.8 - 0.0061 0.798 
2 2.52 41.7 - 0.0036 0.800 
3 3.40 80.6 -0.0004 0.825 
bu1klike 376.9 0.0003 0.822 

Radius in Number of (Density) in 
Solvation shell reduced units molecules (cos(9) ) reduced units 

1 1.27 9.5 0.889 1.226 
2 2.27 33.3 0.336 0.824 
3 3.24 76.4 0.170 0.817 
bulklike 391.8 0.054 0.816 
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FIG. 2. Orientational distributions for different solvation shells from ESI 
(upper panel) and ESII (lower panel); first shell (-' - ), second shell ( ... ), 
third shell (---), and bulklike (-). 

type theory. \0 The functional forms of the relaxation func­
tion S(t) obtained in the framework ofMSA and SVE and 
used here are presented in the Appendix. Since MSA theory 
does not take into account the translational mode of the re­
laxation, the comparison of this theory with the data from 
NESI simulation is most appropriate. The SVER curve was 
obtained by solving SVE where only the rotational mode of 
the relaxation was included. Finally, to complete the picture, 
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TIME (ps) 

FIG. 3. Response functions S(t) obtained from nonequilibrium simulation 
I (NESI, see the text) (-), dynamical MSA (-' - ), SVER, ( ... ) and the 
continuum model (---). 
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we have shown in the figure the exponential relaxation of the 
solvent predicted by the continuum theory. 

As we observe in Fig. 3 the relaxation curve correspond­
ing to NESI displays a fast initial decay ( ~ 0.1 ps) followed 
by a relatively slow decay ( ~ 2.0 ps) modulated by periodic 
oscillations. We also observe that after the initial response of 
the solvent the energy of the system is even lower than its 
equilibrium value [i.e., S( t) becomes negative]. This may be 
attributed to a quick initial reorientation of dipoles towards 
the ion, which results in the lowering of the ion-dipole ener­
gy. But the system does not remain in this configuration with 
the lowest ion-dipole energy due to the presence of dipole­
dipole interactions. Therefore, the observed oscillations in 
the correlation function are the results of the timely adjust­
ment of the dipoles to the field of the freshly created ion and 
the field emanating from the neighboring dipoles. 

Let us now compare the relaxation behavior predicted 
by the continuum, MSA and SVE theories with the molecu­
lar dynamics results. Perhaps we shall mention here, that 
our solvent is quite accurately described by the continuum 
Debye model. 19 The simplest model for the relaxation, the 
model in which the solvent is assumed to be represented by a 
continuum, predicts an exponentially decaying relaxation 
with a time constant corresponding to the longitudinal relax­
ation time rl = r :E 00 / Eo. Substitution into this formula of 
the values 2.15 ps, 66.1 and 1.0 ofthe Debye relaxation time, 
static (Eo) and optical (E 00 ) dielectric cons tan ts, respective­
ly,20 predicts in our case a relatively short relaxation time 
(0.033 ps). As Rips et al. pointed out, this time provides the 
lower limit to the observed relaxation. 7 However, it is neces­
sary to mention here that, for most of the experimental sys­
tems, this time provides a reasonably good estimate to the 
relaxation time. 3 

A more sophisticated theory that takes the solvent 
structure into account is the dynamical MSA theory.7 It 
predicts a multiexponential relaxation behavior with relaxa­
tion times ranging between rl and rd' Although the dynami­
cal MSA theory considers the molecular character of the 
solvent, it does it in a very average way and as a result no 
oscillatory behavior of the relaxation is predicted by it. Also, 
as Fig. 3 shows, the initial behavior of set) predicted by 
MSA is incorrect. From the MD simulations we conclude 
that the initial decay may be better characterized by a Gaus­
sian function than by an exponential one. Such a Gaussian 
decay of the initial response has been observed in other simu­
lation works. IS In addition we also observe from Fig. 3, that 
the time to approach the asymptotic limit [S(t) = 0] is 
much longer in the framework of MSA than what MD 
shows. 

The relaxation curve obtained from the theory based on 
the use ofSVE 10 is close, in our case, to the predictions of the 
simple continuum model. As we can see, the curve from the 
molecular dynamics displays a different behavior at the ini­
tial time but its asymptotic behavior is the same as predicted 
by models based on SVE and continuum description. In gen­
eral we can say that the molecular dynamics displays a be­
havior somewhere between that predicted by the continuum 
theory, MSA and SVE. If one describes the relaxation by a 
single relaxation time r' defined by 

r' = Loo S(t)dt, (6) 

one obtains from the molecular dynamics simulation that r' 
is around 0.2 ps. The MSA treatment predicts a value of 0.17 
ps, which is in reasonable agreement with the relaxation time 
obtained from the molecular dynamics. But this agreement 
should be considered as fortuitous, no special physical mean­
ing should be ascribed to it. 

Let us now study how the inclusion of solvent transla­
tional motion affects its relaxation dynamics. In Fig. 4(a) 
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FIG. 4. (a) ResponsefunctionsS(t) obtained from NESI (---), NESII (-), 
and SVERT ("'). (b) Response function obtained from NESIII. 
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we compare the results obtained from a simulation in which 
the translational motion is included in the dynamics 
(NESII) with that of the previous simulation (NESI). Ex­
cept for certain details discussed below, the two curves dis­
play similar behavior. This leads us to a conclusion that for 
this particular system, the rotational motion of the solvent 
essentially governs the overall relaxation mechanism. At 
least for this system, it is not surprising to observe such be­
havior, since it has a relatively large rotational diffusion con­
stant (Dr = 1.167/ps) compared to its translational diffu­
sion constant (D, = 0.42 A2 /ps). 

What is the origin of the different behavior of curves 
NESI and NESII in Fig. 4(a), especially in the region 
around the first minimum? We have observed from the dy­
namics that the reconstruction of the solvent shells around 
the ion (the electrostriction effect) takes place within the 
first 0.2 ps at which the initial fast relaxation occurs. The 
reconstruction of the shell structure brings the molecules in 
the first two shells much closer and thus, causes the solvent 
molecules to feel the repulsions from their neighbors some­
what stronger than in the case when the translation is frozen. 
The reconstruction results in an earlier activation and 
stronger dipolar interactions between solvent molecules. 
This is especially visible from the curves in the region around 
0.18 ps. However, the reconstruction does not seem to affect 
the long time relaxation behavior. 

Figure 4(a) also includes a curve labeled SVERT. This 
curve was obtained from the solution of Svwo where the 
effect of rotational and translational diffusion were included. 
Again only the long time behavior of the SVERT curve is 
correct, as expected. To study the relative contributions of 
translational or rotational diffusional modes into the total 
relaxation process a parameter p' defined by the equation 

(7) 

was introduced. IO Our Stockmayer solvent in which 
1* = 0.025 yields a value of p' = 0.012. As was pointed out 
by Bagchi and Chandra, this value of p' should not change 
the relative importance of translational and rotational 
modes. IO To study how the translational motion of the sol­
vent influences the relaxation dynamics at larger values of p', 
we suppressed the fast rotations of solvent molecules by in­
creasing their moment of inertia by a factor of 100 and per­
formed an equilibrium (ESIII) and a series ofnonequilibri­
urn simulations (NESIII) for this new system. The 
equilibrium simulations show that the translational diffu­
sion coefficient remains near that of the original system 
(0.38 A 2/ps) , but the rotational diffusion coefficient de­
creases by a factor of 38 (to the value 0.031/ps). For this 
new Stockmayer solvent p' = 0.42, and therefore we expect 
to see a more pronounced effect of translation on the relaxa­
tion. If we would freeze out completely the translational mo­
tion of the solvent, the dynamics in NESIII would be scaled 
up by a factor of 10. Consequently, one would expect to see a 
complete relaxation of the solvation around the ion to take 
place after around 17-18 ps. However, as Fig. 4(b) indi­
cates, a complete relaxation is achieved after around 7 ps. 
This points to an appreciable contribution of translational 
motion to the total relaxation process. Another effect that 

translational motion has on the relaxation is related to the 
Onsager snowball conjecture and is discussed below. 

As we have seen from our simulation and other simula­
tions,l1,IS the relaxation of the system can be described by a 
fast initial decay and a subsequent slow relaxation. The exis­
tence of these two time scales are also confirmed by experi­
ments.25 Therefore, the main questions we should ask are, 
what are these two (or more) time scales observed in solva­
tion dynamics and how do they correlate with the dynamics 
of solvent molecules? In the previous simulations, the short 
time decay is assigned to the inertial motion of the solvent 
molecules, II,13,I4 meaning that the motion of the solvent can 
not be described by the diffusion equation. Indeed we ob­
serve that the initial fast decay is essentially due to the imme­
diate reaction of the solvent molecules, especially of the first 
solvation layer. The nature of the long time decay is clarified 
by Fig. 5, where the correlation function S(t) is compared to 
the single dipole autocorrelation function <I>(t), defined as 

(8) 

The autocorrelation function <I>(t) was calculated from a 
separate simulation performed on 512 Stockmayer particles. 
As we can see from Fig. 5 the long time decay of S(t) is 
characterized by the same relaxation time as the decay of 
<I>(t). That does not mean that the long-time dynamics ofa 
dipole is determined by solving the dynamical equations for 
a single particle, since to find a single particle correlation 
function in the many-body problem one has to solve the 
many-body problem. The agreement in long-time behavior 
of S(t) and <I>(t) provides a reasonable conformation to the 
idea that the long time decay of the relaxation is due to the 
adjustment of the dipole orientation to the resulting field 
from the rest of the system. 

At this stage we want to return to the discussion of the 
Onsager snowball effect. Onsager once commented that the 
relaxation of solvent around a newly created charge distribu­
tion will proceed from outside towards the solute like a 
snowball. I6 We can check Onsager's conjecture, since mo­
lecular dynamics simulations allow us to examine the contri­
butions to the relaxation emanating from the different sol­
vent shells around the ion. Thus in Fig. 6(a) we show the 
plots of S(t) vs time for each solvent shell for NESI. Initial­
ly, all the shells seem to respond similarly to the instanta­
neous change in the charge on the solute and this response 
follows a Gaussian behavior. However, the first shell mole­
cules begin to react to the field exerted by the neighboring 
dipoles earlier than the molecules in other shells. Since this 
shell contributes more than 50% to the overall response 
function, one expects to observe the characteristics of the 1 st 
shell relaxation in the overall response function. The initial 
relaxation behavior of the solvent molecules in the subse­
quent shells does not show any appreciable difference from 
each other, except for a small time lag in the propagation of 
the response. These shells are seen to be completely relaxed 
within 1 ps time period, but the first shell remains unrelaxed 
for another picosecond. The emerging picture is quite com­
patible with the Onsager snowball conjecture. 

We represent a similar set of curves obtained from the 
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trajectories from NESII in Fig. 6(b). Except for the small 
differences observed in the relaxation of the first shell, the 
curves are very similar to the ones in Fig. 6 (a). Consequent­
ly, the relaxation picture presented above is also valid for the 
case when the translational motion of the solvent partici­
pates in the dynamics, but the rotational motion is dominant 
(smallp'). 

In Fig. 6(c), we plotS(t) of the solvent shells vs time for 
the case in which solvent is modified to have 1* = 2.5. One 
can notice the difference between shells even in the behavior 
of the initial fast component of the relaxation. Though the 
decay is Gaussian, the curves have a wider spread compared 
to the previous cases. All the curves reach their equilibrium 
values at the same time (around 7 ps), thus displaying a 
breakdown of the Onsager conjecture. This agrees with the 
predictions of Bagchi and Chandra that pointed out that 
Onsager's conjecture becomes incorrect when the rotational 
mode is not a dominant mode in the relaxation mecha­
nism.24 

For a confirmation of our conclusions let us now turn to 
Figs. 7. In these we display the time dependence of the aver­
age cosine of the angle (e) between the solvent dipole and 
the line joining the centers of solute and solvent. We can 
easily obtain the average value of cos(e) for a particular 
shell at any time t. Note that for a neutral solute at equilibri­
um with the solvent, (cos(e) > is zero, since the solvent mol­
ecules are randomly oriented around the solute. However, 
w hen a charge is placed on the solute, (cos (e) > may change 
from shell to shell and the value of (cos(e) > for a particular 
shell depends on the distance from the ion. 

Figure 7(a) represents how the value of (cos(e) > var­
ies with time for different solvent shells when the transla­
tional motion is absent. At t = 0, almost all the shells have 
their (cos(e) > values close to zero showing that the initial 
configurations of the nonequilibrium trajectories are select­
ed from a rather good random distribution. With the time 
proceeding, (cos ( e ) > evolves towards values obtained from 
the eqUilibrium simulations. 

As we see from Fig. 7(a) the molecules in the first shell 
reorient fast towards the ion and even "overshoot" the equi­
librium angle. Subsequently, due to interactions with the 
neighbors and the ion the average angle oscillates on its way 
towards equilibrium. For the molecules in other shells the 
picture is similar, but due to the smaller perturbation from 
the ion the initial deviation in the angle is smaller; as a result 
the relaxation proceeds faster to the equilibrium. Not sur­
prisingly, the values of the time taken to complete relaxation 
obtained from Fig. 7(a) agree quite well with those evaluat­
ed from S(t) plots. 

In Fig. 7 (b), we present a similar set of plots for the case 
when the solvent translations are included in molecular dy­
namics (NESII). Inclusion of the translation is visible only 
in the features of the first shell and the final (equilibrium) 
values of the first three shells. The last shell displays quite 
the same results for the two cases. The change in the equilib­
rium values of the angle is due to the electrostriction, which 
brings shells closer to the ion and the distance from the ion 
determines the angle. Observation of the similar behavior of 
the angular relaxation confirms the rotationally dominant 
nature ofthe solvent relaxation for small value of the param­
eter p'. Somewhat different features can be observed in the 
plots of (cos (e) > vs time [Fig. 7 (c)] for the case in which 
1* = 2.5. For this case all the shells reach their equilibrium 
values around 7 ps in good agreement with the results of S( t) 
plots. Again, it proves the breakdown of the Onsager conjec­
ture. As we see from the figure the first maximum of 
(cos(e) > does not deviate much from its equilibrium value 
in this case. This is due to the competition between transla­
tional and rotational motions which contribute in this case to 
the relaxation. 

CONCLUSIONS 

We studied the dynamics of ion solvation in a simple 
Stockmayer fluid using molecular dynamics computer simu­
lation technique. From our simulations we have concluded 
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that the relaxation proceeds in two time regimes: initial short 
time decay regime, that can be called inertial regime, and 
subsequent long time decay regime, that can be called diffu­
sional. The short time decay, as we have observed, is mostly 
determined by the relaxation of the solvent molecules be­
longing to the first solvation shell. It can be described by a 
correlation function, that has a Gaussian form, which is in 
some way a mathematical reflection of the inertial nature of 
the motion of the solvent molecules. We have also observed 
that most of the total energy has relaxed during this short 
time decay. The inertial character of the initial decay ob­
served in our system may be somewhat dominant because of 
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0.5 
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FIG. 6. Response functions (-' '-) and their solvent shell components [first 
shell (-'-), second shell ( ... ), third shell (---), and bulk (-) 1 from (a) 
NESI, (b) NESII, and (c) NESIII. 

the nature of the model describing the solvent (small spheri­
cal molecules with point dipoles). In real life the molecules 
are not spheres and the liquids are more likely to be in the 
overdamped limit. But it is in some way surprising that all 
the simulations up to date show the dominanant character of 
the inertial motion even for such solvents as water. J J 

Our simulations also show that the long time decay of 
the relaxation function S(t) has the same character as the 
decay of the correlation function of the single dipole. It can 
therefore be characterized by an exponential relaxation with 
the relaxation time 7 5 , which is known to be of the same 
order as 7d.

20 This is why we think of this time regime as a 
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diffusional regime. Incidentally, contrary to the statements 
in the literature, we observe that the diffusional character of 
the long time decay of the solvation function set) is not 
related to the diffusional rearrangement of the first solvation 
shell due to the translational diffusion of the solvent mole­
cules. 

We have also investigated the validity of the Onsager 
conjecture related to the snowball effect. We have observed 
that when the rotational motion is the only mode of the re­
laxation or when it is the dominant mode of the relaxation 
the Onsager conjecture holds. When the role of translational 
mode is increased we have observed that the Onsager conjec-
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FIG. 7. Variation of (cos eu» with time for different solvation shells 
[first shell (-), second shell ( ... ), third shell (---), and bulk (-' - ) ) from 
Ca) NESI, Cb) NESII, and (c) NESIII. 

ture is no longer valid, in total agreement with the predic­
tions of Bagchi and Chandra. 10.24 

We observed that although our model fluid can be de­
scribed quite well by a simple Debye-type continuum model, 
the relaxation process can not be described by a continuum 
theory. Even more sophisticated theories that we used to 
compare with our results from the simulations, (theories 
based on dynamical MSA or on SVE) are not performing 
that well either. Very recently Bagchi and Chandra present­
ed a non-Markovian theory which included the viscoelastic 
behavior of the solvent responsible for the initial inertial re­
sponse.26 Numerical studies revealed that the relaxation 
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function displays short-time oscillations, followed by a slow 
long-time decay.26 Comparison of this new theory with the 
computer simulation performed on the same model will be 
very interesting. 

Note added in proof. At the latest stage of the prepara­
tion of our manuscript we learned that simulations on simi­
lar systems were performed by Professor Nitzan and his col­
laborators.27 
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APPENDIX 

The functional form of S(t) in the framework of the 
dynamical MSA 

The dynamical MSA theory was proposed by W 0lynes6 

and solved exactly by Rips, Klafter, and Jortner (RKJ) 7 

and by Nichols and Calef. 8 Here we present the final expres­
sion for the relaxation function S(t) that we use in order to 
get the corresponding MSA curves. For the details on the 
development ofthe MSA the reader is referred to the original 
references.6-8 

According to RKJ we can write an analytical expression 
for the Laplace transform of the relaxation function S(p) 

S(p) = [X(p) - x(O) ]/p[x( 00) - x(O)], (AI) 

where the complex admittance x(p) ofthe solvent within the 
MSA has the form 

X(p) =XMSA(P) = [1-l!l(p)]/2r;[1 +A(p)]. (A2) 

The dynamic correction factor A (p) is given by the expres­
sion 

A(p) = (3rJr;){[f(p)] 113 + [f(p)] - 113 - 2}-1, 

(A3) 

where 

f(p) = g(p) - {[g(p)]2 _ 1}112 (A4) 

and 

g(p) = I + S4[l(p)] \12. (AS) 

ri and rs are the solute and solvent radii, respectively. In Eqs. 
(A2) and (AS), the dielectric susceptibility of the medium 
has the Debye form 

E(p) = Eoo + (Eo - Eoo )/0 + PTd)' (A6) 

Substitution of the Eqs. (A2)-(A6) into Eq. (Al) results in 
the functional form for the relaxation function S(p). To get 
the desired function S( t) the inverse Laplace transform was 
performed with the help of numerical techniques.28 

The functional form of S{t) in the framework of SVE 

The Smoluchowski-Vlasov equation (SVE) was origin­
ally proposed by W olynes and Calef 9 to describe a structural 

relaxation of the polarization through diffusion in the mean 
field. Subsequently, Nicols and Caler solved it for the case 
when only rotational diffusion of the molecules was consid­
ered. Bagchi and Chandra lO(b) extended the solution to in­
clude the translational diffusion of the molecules. 

The functional form of S(t) in the framework ofSVE is 
given by Eq. (9) from Ref. lO(b), which is 

S(t) = 2 ~ (00 dk exp[ - t /TL (k)] 
1T Jo 

x [LX> dx sin(x) ]2, 
kri X 

(A7) 

where TL (k) is given by the following expression: 

lhdk) = 2DR {1 + p'(ka)2 - 1!3p[ 1 + p'(ka)2] 

X (CA + 2CD )}. (A8) 

p is the density of the solvent, DR is the solvent rotational 
diffusion coefficient, a is the solvent diameter, and p' is the 
dimensionless solvent parameter defined in Eq. (7). In Eq. 
(A8) CA and CD are components of the direct correlation 
function C( k). In linear theories C( k) can be separated into 
two parts, i.e., 

C(k) = CAl + CDD, (A9) 

where 

D= 3kk- I. (AlO) 

If MSA is used to find C( k), the analytical expressions for 
C A and CD exist, and for the linear combination that appears 
in Eq. (A9) we get 

CA + 2CD = 6KCpy (k;2Kp), (All) 

where Cpy (k;2Kp) is the Percus-Yevick direct correlation 
function for hard spheres at density 2Kp. K is a parameter 
obtained from the relationships 

(A12) 

and 

7] = 1Tpa 3/6, (A13) 

where 5 is the solution of the equation 

(1 + 45)2(1 + 5)4 
(1 _ 25)6 = Eo' 

(A14) 

The solution of this equation and the form of C py (k;2Kp ) 
are given in Refs. 8 and 29. Note that in our numerical work 
we used r; = r. = a/2. 
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