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#### Abstract

We study long time behavior of a discrete time weakly interacting particle system, and the corresponding nonlinear Markov process in $\mathbb{R}^{d}$, described in terms of a general stochastic evolution equation. In a setting where the state space of the particles is compact such questions have been studied in previous works, however for the case of an unbounded state space very few results are available. Under suitable assumptions on the problem data we study several time asymptotic properties of the $N$-particle system and the associated nonlinear Markov chain. In particular we show that the evolution equation for the law of the nonlinear Markov chain has a unique fixed point and starting from an arbitrary initial condition convergence to the fixed point occurs at an exponential rate. The empirical measure $\mu_{n}^{N}$ of the $N$-particles at time $n$ is shown to converge to the law $\mu_{n}$ of the nonlinear Markov process at time $n$, in the Wasserstein- 1 distance, in $L^{1}$, as $N \rightarrow \infty$, uniformly in $n$. Several consequences of this uniform convergence are studied, including the interchangeability of the limits $n \rightarrow \infty$ and $N \rightarrow \infty$ and the propagation of chaos property at $n=\infty$. Rate of convergence of $\mu_{n}^{N}$ to $\mu_{n}$ is studied by establishing uniform in time polynomial and exponential probability concentration estimates.
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## 1. Introduction

Stochastic dynamical systems that model the evolution of a large collection of weakly interacting particles have long been studied in statistical mechanics (cf. [30, 22] and references therein). In recent years such models have been considered in many other application areas as well, some examples include, chemical and biological systems( e.g. biological aggregation, chemotactic response dynamics $[28,29,14]$ ), mathematical finance (e.g. mean field games $[21,8]$, default clustering in large portfolios[16]), social sciences (e.g. opinion dynamics models [11, 17]), communication systems ( $[15,1,20]$ ) etc. Starting from the work of Sznitman[30] there has been
an extensive body of work that studies law of large number behavior (Propagation of Chaos), central limit theory (normal fluctuations from the mean) and large deviation principles for such models. All of these results concern the behavior of the system over a finite time horizon. In many applications the time asymptotic behavior of the system is of central concern. For example, stability of a communication system, steady state aggregation and self organization in biological and chemical systems, long term consensus formation mechanisms in opinion dynamics modeling, particle based approximation methods for invariant measures all rely on a careful analysis of the time asymptotic behavior of such systems. Such behavior for special families of weakly interacting particle systems has been considered by several authors. In [12] the authors give general sufficient conditions for a family of discrete time systems for uniform in time exponential probability concentration estimates to hold. These conditions formulated in terms of Dobrushin's coefficient are not very restrictive when the state space of the particles is compact, however they are hard to verify for settings with an unbounded state space. In [7] a discrete time model with a compact state space for chemotactic cell response dynamics was studied. Several time asymptotic results, including uniform in time law of large numbers, exponential stability of the associated nonlinear Markov process and uniform in time convergence of a particle based simulation scheme, were established. For the setting of an unbounded state space and in continuous time, there have been several recent interesting works on granular media equations $[25,6,9]$ which establish uniform in time propagation of chaos, time uniform convergence of simulation schemes and uniform in time exponential concentration estimates.

In the current work we consider a discrete time weakly interacting particle system and the corresponding nonlinear Markov process in $\mathbb{R}^{d}$, described in terms of a general stochastic evolution equation. Denoting by $X_{n}^{i} \equiv X_{n}^{i, N}$ the state of the $i$-th particle $(i=1, \ldots, N)$ at time instant $n$, the evolution is given as

$$
\begin{equation*}
X_{n+1}^{i}=A X_{n}^{i}+\delta f\left(X_{n}^{i}, \mu_{n}^{N}, \epsilon_{n+1}^{i}\right), \quad i=1, . ., N, \quad n \in \mathbb{N}_{0} \tag{1.1}
\end{equation*}
$$

Here $\mu_{n}^{N}:=\frac{1}{N} \sum_{i=1}^{N} \delta_{X_{n}^{i}}$ is the empirical measure of the particle values at time instant $n, A$ is a $d \times d$ matrix, $\delta$ is a small parameter, $\left\{\epsilon_{n}^{i}, i=1, \ldots, N, \quad n \geq 1\right\}$ is an i.i.d array of $\mathbb{R}^{m}$ valued random variables with common probability law $\theta$ and $f: \mathbb{R}^{d} \times \mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{d}$ is a measurable function. Also, $\left\{X_{0}^{i}, i=1, \ldots, N\right\}$ are taken to be exchangeable with common distribution $\mu_{0}$. As will be seen in Section 3, the following nonlinear Markov chain will correspond to the $N \rightarrow \infty$ limit of (1.1).

$$
\begin{equation*}
X_{n+1}=A X_{n}+\delta f\left(X_{n}, \mu_{n}, \epsilon_{n+1}\right), \quad \mathcal{L}\left(X_{n}\right)=\mu_{n}, n \in \mathbb{N}_{0} \tag{1.2}
\end{equation*}
$$

where throughout we denote by $\mathcal{L}(X)$ the probability distribution of a random variable $X$ with values in some Polish space $S$. Under conditions on $f, \theta, \delta$ and $A$ we study several long time properties of the $N$-particle system and the associated nonlinear Markov chain. Our starting point is the evolution equation for the law of the nonlinear Markov chain given in (2.2). We show in Theorem 3.3 that under conditions, that include a Lipschitz property of $f$ with the Wasserstein-1 (W1) distance on the space of probability measures (Assumptions 1 and 2 ), contractivity of $A$ (Assumption 3 ) and $\delta$ being sufficiently small, (2.2) has a unique fixed point and starting from an arbitrary initial condition convergence to the fixed point occurs at an exponential rate. Using this result we next argue in Theorem 3.4 that under an additional
integrability condition (Assumption 4), as $N \rightarrow \infty$, the empirical measure $\mu_{n}^{N}$ of the $N$-particles at time $n$ converges to the law $\mu_{n}$ of the nonlinear Markov process at time $n$, in the W1 distance, in $L^{1}$, uniformly in $n$. This result in particular shows that the $W 1$ distance between $\mu_{n}^{N}$ and the unique fixed point $\mu_{\infty}$ of (2.2) converges to zero as $n \rightarrow \infty$ and $N \rightarrow \infty$ in any order. This result is key in developing particle based numerical schemes for approximating the fixed point of the evolution equation (2.2). We next show that under an irreducibility condition on the underlying Markovian dynamics (Assumption 5) the unique invariant measure $\Pi_{\infty}^{N}$ of the $N$-particle dynamics is $\mu_{\infty}$-chaotic, namely as $N \rightarrow \infty$, the projection of $\Pi_{\infty}^{N}$ on the first $k$ coordinates converges to $\mu_{\infty}^{\otimes k}$ for every $k \geq 1$. This propagation of chaos property all the way to $n=\infty$ crucially relies on the uniform in time convergence of $\mu_{n}^{N}$ to $\mu_{\infty}$. The next three results study the rate of this uniform convergence by developing suitable probability concentration estimates. The first result (Theorem 3.7), under an assumption of polynomial moments on the initial data and noise sequence (Assumption 4) establishes a corresponding uniform in time polynomial concentration bound. The proof relies on an idea of restricting measures to a compact set and estimates on metric entropy introduced in [6] (see also [31]). The basic idea is to first obtain a concentration bound for the $\mathcal{W}_{1}$ distance between the truncated law and its corresponding empirical law in a compact ball of radius $R$ along with an estimate on the contribution from the region outside the ball and finally optimize suitably over $R$. The last two results are concerned with exponential concentration. These impose much stronger integrability conditions on the problem data (Assumption 6). The first considers the setting where the initial random variables form a general exchangeable sequence and gives a concentration bound with an exponential decay rate of $N^{\frac{1}{d+2}}$. The second result uses exponential concentration estimates for empirical measures of i.i.d. sequences based on transportation inequalities from [4, 5] (see also $[13,19,18,5,6])$ and considers the setting where the initial data is i.i.d. In this case the concentration bound gives an exponential decay rate of order $N$.

The following notation will be used in this work. $\mathbb{R}^{d}$ will denote the $d$ dimensional Euclidean space with the usual Euclidean norm |.|. The set of natural numbers (resp. whole numbers) is denoted by $\mathbb{N}$ (resp. $\mathbb{N}_{0}$ ). Cardinality of a finite set $S$ is denoted by $|S|$. For a measurable space $\mathrm{S}, \mathcal{P}(S)$ denotes the space of all probability measures on $S$. For $x \in \mathbb{R}^{d}$, $\delta_{x}$ is the Dirac delta measure on $\mathbb{R}^{d}$ that puts a unit mass at location $x$. The space of real valued bounded measurable functions on $S$ is denoted as $B M(S)$. Borel $\sigma$ field on a metric space will be denoted as $\mathcal{B}(S) . \mathcal{C}_{b}(S)$ denotes the space of all bounded and continuous functions $f: S \rightarrow \mathbb{R}$. The supremum norm of a function $f: S \rightarrow \mathbb{R}$ is $\|f\|_{\infty}=\sup _{x \in S}|f(x)|$. When $S$ is a metric space, the Lipschitz seminorm of $f$ is defined by $\|f\|_{1}=\sup _{x \neq y} \frac{|f(x)-f(y)|}{d(x, y)}$ where $d$ is the metric on the space $S$. For a bounded Lipschitz function $f$ on $S$ we define $\|f\|_{B L}:=\|f\|_{1}+\|f\|_{\infty}$. $\operatorname{Lip}_{1}(S)$ (resp. $B L_{1}(S)$ ) denotes the class of Lipschitz (resp. bounded Lipschitz) functions $f: S \rightarrow \mathbb{R}$ with $\|f\|_{1}$ (resp. $\|f\|_{B L}$ ) bounded by 1 . Occasionally we will suppress $S$ from the notation and write $\mathrm{Lip}_{1}$ and $B L_{1}$ when clear from the context. For a Polish space $S, \mathcal{P}(S)$ is equipped with the topology of weak convergence. A convenient metric metrizing this topology on $\mathcal{P}(S)$ is given as $\beta(\mu, \gamma)=\sup \left\{\left|\int f d \mu-\int f d \gamma\right|:\|f\|_{B L_{1}} \leq 1\right\}$ for $\mu, \gamma \in \mathcal{P}(S)$. For a signed measure $\gamma$ on $\mathbb{R}^{d}$, we define $\langle f, \gamma\rangle:=\int f d \gamma$ whenever the integral makes sense. Let $\mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$ be
the space of $\mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ such that

$$
\|\mu\|_{1}:=\int|x| d \mu(x)<\infty
$$

The space $\mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$ will be equipped with the Wasserstein- 1 distance that is defined as follows:

$$
\mathcal{W}_{1}\left(\mu_{0}, \gamma_{0}\right):=\inf _{X, Y} E|X-Y|
$$

where the infimum is taken over all $\mathbb{R}^{d}$ valued random variables $\mathrm{X}, \mathrm{Y}$ defined on a common probability space and where the marginals of X, Y are respectively $\mu_{0}$ and $\gamma_{0}$. From KantorovichRubenstein duality (cf. [31]) one sees the Wasserstein- 1 is same as

$$
\begin{equation*}
\mathcal{W}_{1}\left(\mu_{0}, \gamma_{0}\right)=\sup _{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{d}\right)}\left|\left\langle f, \mu_{0}-\gamma_{0}\right\rangle\right| . \tag{1.3}
\end{equation*}
$$

For a signed measure $\mu$ on $(S, \mathcal{B}(S))$, the total variation norm of $\mu$ is defined as $|\mu|_{T V}:=$ $\sup _{\|f\|_{\infty} \leq 1}\langle f, \mu\rangle$. Convergence in distribution of a sequence $\left\{X_{n}\right\}_{n \geq 1}$ of $S$ valued random variable to $\bar{X}$ will be written as $X_{n} \Rightarrow X$.

A finite collection $\left\{Y_{1}, Y_{2}, . ., Y_{N}\right\}$ of $S$ valued random variables is called exchangeable if

$$
\mathcal{L}\left(Y_{1}, Y_{2}, . ., Y_{N}\right)=\mathcal{L}\left(Y_{\pi(1)}, Y_{\pi(2)}, . ., Y_{\pi(N)}\right)
$$

for every permutation $\pi$ on the $N$ symbols $\{1,2, \ldots, N\}$. Let $\left\{Y_{i}^{N}, i=1, \ldots, N\right\}_{N \geq 1}$ be a collection of $S$ valued random variables, such that for every $N,\left\{Y_{1}^{N}, Y_{2}^{N}, . ., Y_{N}^{N}\right\}$ is exchangeable. Let $\nu_{N}=\mathcal{L}\left(Y_{1}^{N}, Y_{2}^{N}, . ., Y_{N}^{N}\right)$. The sequence $\left\{\nu_{N}\right\}_{N \geq 1}$ is called $\nu$-chaotic (cf. [30]) for a $\nu \in \mathcal{P}(\mathcal{S})$, if for any $k \geq 1, f_{1}, f_{2}, \ldots, f_{k} \in \mathcal{C}_{b}(\mathcal{S})$, one has

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\langle f_{1} \otimes f_{2} \otimes \ldots \otimes f_{k} \otimes 1 \ldots \otimes 1, \nu_{N}\right\rangle=\prod_{i=1}^{k}\left\langle f_{i}, \nu\right\rangle \tag{1.4}
\end{equation*}
$$

Denoting the marginal distribution on first $k$ coordinates of $\nu_{N}$ by $\nu_{N}^{k}$, equation (1.4) says that, for every $k \geq 1, \nu_{N}^{k} \rightarrow \nu^{\otimes k}$.

## 2. Model description

Recall the system of $N$ interacting particles in $\mathbb{R}^{d}$ introduced in (1.1). Throughout we will assume that $\left\{X_{0}^{i}, i=1, \ldots, N\right\}$ is exchangeable with common distribution $\mu_{0}$ where $\mu_{0} \in$ $\mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$. Assumptions on $f, \theta, \delta$ and $A$ will be introduced shortly. Note that in the notation we have suppressed the dependence of the sequence $\left\{X_{n}^{i}\right\}$ on $N$. Given $\rho \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ define a transition probability kernel $P^{\rho}: \mathbb{R}^{d} \times \mathcal{B}\left(\mathbb{R}^{d}\right) \rightarrow[0,1]$ as

$$
P^{\rho}(x, C)=\int_{\mathbb{R}^{m}} 1_{[A x+\delta f(x, \rho, z) \in C]} \theta(d z), \quad(x, C) \in \mathbb{R}^{d} \times \mathcal{B}\left(\mathbb{R}^{d}\right)
$$

With an abuse of notation we will also denote by $P^{\rho}$ the map from $B M\left(\mathbb{R}^{d}\right)$ to itself, defined as

$$
P^{\rho} \phi(x)=\int_{\mathbb{R}^{d}} \phi(y) P^{\rho}(x, d y), \quad \phi \in B M\left(\mathbb{R}^{d}\right), x \in \mathbb{R}^{d}
$$

For $\mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$, let $\mu P^{\rho} \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ be defined as

$$
\mu P^{\rho}(A)=\int_{\mathbb{R}^{d}} P^{\rho}(x, A) \mu(d x), \quad A \in \mathcal{B}\left(\mathbb{R}^{d}\right)
$$

Note that $\mu P^{\rho}=\mathcal{L}(A X+\delta f(X, \rho, \epsilon))$ when $\mathcal{L}(X, \epsilon)=\mu \otimes \theta$.
Under Assumptions 1 and 2 introduced in the next section it will follow that, for $\rho, \mu \in$ $\mathcal{P}_{1}\left(\mathbb{R}^{d}\right), \mu P^{\rho} \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$ as well. Under these conditions, one can define $\Psi: \mathcal{P}_{1}\left(\mathbb{R}^{d}\right) \rightarrow \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$ as

$$
\begin{equation*}
\Psi(\mu)=\mu P^{\mu} \tag{2.1}
\end{equation*}
$$

Then the evolution of the law of the nonlinear Markov chain given in (1.2) is given by the equation

$$
\begin{equation*}
\mu_{n+1}=\Psi\left(\mu_{n}\right) \tag{2.2}
\end{equation*}
$$

Using the above notation we see that $\left(\left(X_{n}^{1}, \ldots, X_{n}^{N}\right), \mu_{n}^{N}\right)$ is a $\left(\mathbb{R}^{d}\right)^{N} \times \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$ valued discrete time Markov chain defined recursively as follows. Let $X_{k}(N) \equiv\left(X_{k}^{1}, X_{k}^{2}, \ldots, X_{k}^{N}\right)$ and let $\mathcal{F}_{0}=$ $\sigma\left\{X_{0}(N)\right\}$. Then, for $k \geq 1$

$$
\left\{\begin{array}{l}
P\left(X_{k}(N) \in C \mid \mathcal{F}_{k-1}^{N}\right)=\bigotimes_{j=1}^{N}\left(\delta_{X_{k-1}^{j}} P^{\mu_{k-1}^{N}}\right)(C) \quad \forall C \in \mathcal{B}\left(\mathbb{R}^{d}\right)^{N} \\
\mu_{k}^{N}=\frac{1}{N} \sum_{i=1}^{N} \delta_{X_{k}^{i}} \\
\mathcal{F}_{k}^{N}=\sigma\left\{X_{k}(N)\right\} \vee \mathcal{F}_{k-1}^{N} .
\end{array}\right.
$$

## 3. Main Results

Recall that $\left\{X_{0}^{i}, i=1, \ldots, N\right\}$ is assumed to be exchangeable with common distribution $\mu_{0}$ where $\mu_{0} \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$. We now introduce our assumptions on the nonlinearity.

Assumption 1. $\int D(z) \theta(d z)=\sigma<\infty$, where

$$
D(z):=\sup _{x_{1} \neq x_{2}, \mu_{1} \neq \mu_{2}, x_{1}, x_{2} \in \mathbb{R}^{d}, \mu_{1}, \mu_{2} \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)} \frac{\left|f\left(x_{1}, \mu_{1}, z\right)-f\left(x_{2}, \mu_{2}, z\right)\right|}{\left|x_{1}-x_{2}\right|+\mathcal{W}_{1}\left(\mu_{1}, \mu_{2}\right)}, z \in \mathbb{R}^{m} .
$$

Note that the Assumption 1 implies that

$$
\begin{equation*}
\sup _{(x, \mu) \in \mathbb{R}^{d} \times \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)}|f(x, \mu, z)| \leq\left(|x|+\|\mu\|_{1}\right) D(z)+D_{1}(z), z \in \mathbb{R}^{m} \tag{3.1}
\end{equation*}
$$

where $D_{1}(z):=\left|f\left(0, \delta_{0}, z\right)\right|$. We impose the following condition on $D_{1}$.

Assumption 2. $\int D_{1}(z) \theta(d z)=c_{0}<\infty$.

Our first result is a law of large numbers for $\mu_{n}^{N}$ as $N \rightarrow \infty$. Note that under Assumptions 1 and $2, \mu_{n} \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$ for all $n \in \mathbb{N}_{0}$.
Theorem 3.1. Suppose Assumptions 1 and 2 hold and suppose that $E \mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right) \rightarrow 0$ as $N \rightarrow \infty$. Then, as $N \rightarrow \infty$,

$$
\begin{equation*}
E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right) \rightarrow 0 \tag{3.2}
\end{equation*}
$$

for all $n \geq 0$.
Remark 3.1. Note that Theorem 3.1 says that for all $n \geq 0$

$$
\lim _{N \rightarrow \infty} E \sup _{f \in L i p_{1}}\left|\left\langle f, \mu_{n}^{N}-\mu_{n}\right\rangle\right|=0,
$$

which in particular implies that $\mu_{n}^{N} \rightarrow \mu_{n}$ in probability, in $\mathcal{P}\left(\mathbb{R}^{d}\right)$ (with the topology of weak convergence) as $N \rightarrow \infty$.

Next we state a "propagation of chaos" result which is an immediate consequence of Remark 3.1 and exchangeability of of $\left\{X_{n}^{i}\right\}_{i=1}^{N}$.

Corollary 3.2. Suppose Assumptions 1 and 2 hold. Then for any $k \geq 1$ and $n \in \mathbb{N}_{0}$, $\mathcal{L}\left(X_{n}^{1}, X_{n}^{2}, \ldots, X_{n}^{k}\right) \longrightarrow\left(\mathcal{L}\left(X_{n}\right)\right)^{\otimes k}$ as $N \rightarrow \infty$.

For a $d \times d$ matrix B we denote its norm by $\|B\|$, i.e. $\|B\|=\sup _{x \in \mathbb{R}^{d}} \backslash\{0\} \frac{|B x|}{|x|}$.
Assumption 3. $\|A\| \leq e^{-\omega}$ for some $\omega>0$.

A measure $\mu^{*} \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$ is called a fixed point for the evolution equation in (1.2), if $\mu^{*}=$ $\Psi\left(\mu^{*}\right)$. Let $a_{0}=\frac{1-e^{-\omega}}{2 \sigma}$.
Theorem 3.3. Suppose Assumptions 1,2 and 3 hold and that $\delta \in\left(0, a_{0}\right)$. Then there exists a unique fixed point $\mu_{\infty}$ of equation (2.2). Furthermore, denoting for $\gamma \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right), \mu_{n}[\gamma]=$ $\underbrace{\Psi \circ \Psi \ldots \circ \Psi}_{n \text { times }}(\gamma)$, we have

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \mathcal{W}_{1}\left(\mu_{n}[\gamma], \mu_{\infty}\right)<0
$$

namely $\mu_{n}[\gamma]$ converges to $\mu_{\infty}$ as $n \rightarrow \infty$, at an exponential rate.
Next, we study uniform in time (i.e $n$ ) convergence of $\mu_{n}^{N}$ to $\mu_{n}$ as the number of particles $N \rightarrow \infty$. For this, we will strengthen Assumptions 1 and 2 as follows.
Assumption 4. For some $\alpha>0$

$$
\begin{aligned}
E\left|X_{0}^{i}\right|^{1+\alpha}<\infty, \quad \int D(z)^{1+\alpha} \theta(d z)=\sigma_{1}(\alpha)<\infty, \quad \text { and } \int\left(D_{1}(z)\right)^{1+\alpha} \theta(d z)=c_{1}(\alpha)<\infty \\
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$$

Theorem 3.4. Suppose that Assumptions 3 and 4 hold. Also suppose that $\delta \in\left(0, a_{0}\right)$. Then

1. Given $\varepsilon>0$, there exist $N_{0}(\varepsilon), n_{0}(\varepsilon) \in \mathbb{N}$ such that

$$
E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)<\varepsilon \quad \text { whenever } \quad n \geq n_{0}(\varepsilon), N \geq N_{0}(\varepsilon)
$$

2. Suppose $E \mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right) \rightarrow 0$ as $N \rightarrow \infty$. Then $\sup _{n \geq 1} E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right) \rightarrow 0$ as $N \rightarrow \infty$.

Corollary 3.5. Suppose Assumptions 3 and 4 hold and suppose $\delta \in\left(0, a_{0}\right)$. Then

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \limsup _{n \rightarrow \infty} E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{\infty}\right)=\limsup _{n \rightarrow \infty} \limsup _{N \rightarrow \infty} E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{\infty}\right)=0 \tag{3.3}
\end{equation*}
$$

The interchangeability of the limits given in Corollary 3.5 allows one to characterize the large $N$ limit of the steady state behavior of the particle system. We need the following assumption on the Markov chain $\left\{X_{n}(N)\right\}_{n \geq 0}$ where recall $X_{n}(N):=\left\{X_{n}^{i}, i=1, \ldots, N\right\}$. The assumption is essentially a communicability condition on the underlying Markovian dynamics.
Assumption 5. For every $N \geq 1$, the Markov chain $\left\{X_{n}(N)\right\}_{n \geq 0}$ has at most one invariant measure.
Theorem 3.6. Suppose Assumptions 1, 2, 3 and 5 hold and suppose $\delta \in\left(0, a_{0}\right)$. Then for every $N \in \mathbb{N}$, the Markov chain $\left\{X_{n}(N)\right\}_{n \geq 0}$ has a unique invariant measure $\Pi_{\infty}^{N}$. Suppose in addition Assumption 4 holds. Then $\Pi_{\infty}^{N}$ is $\mu_{\infty}$ - chaotic, where $\mu_{\infty}$ is as in Theorem 3.3.

Theorem 3.4 gives conditions under which $\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)$ converges to 0 as $N \rightarrow \infty$, in $L^{1}$, uniformly in $n$. The next three theorems show that under additional conditions, one can provide concentration bounds uniformly in $n$ which give estimates on the rate of convergence. Recall the measure $\mu_{0}$ introduced at the beginning of Section 2.

With $\alpha, \sigma_{1}(\alpha)$ defined in Assumption 4 and $\omega$ as in Assumption 3, let

$$
\begin{equation*}
a \equiv a(\alpha):=\frac{4^{-\alpha}-e^{-(1+\alpha) \omega}}{2 \sigma_{1}(\alpha)} . \tag{3.4}
\end{equation*}
$$

Theorem 3.7. Suppose Assumptions 3 and 4 holds. Fix $\gamma_{0} \in\left(0, a_{0}\right)$ and suppose that $\delta \in$ $\left(0, \min \left\{a^{\frac{1}{1+\alpha}},\left(a_{0}-\gamma_{0}\right)\right\}\right)$. Let $\vartheta=\frac{1-2 \sigma \gamma_{0}}{e^{-\omega}+2 \delta \sigma}$. Then there exists $N_{0} \in \mathbb{N}_{0}$ and $C_{1} \in(0, \infty)$ such that for all $\varepsilon>0$, and for all $n \geq 0$,

$$
P\left(\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right) \leq P\left(\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>2 \sigma \gamma_{0} \vartheta^{n} \varepsilon\right)+C_{1} \varepsilon^{-(1+\alpha)} N^{-\frac{\alpha}{d+2}}
$$

for all $N>N_{0}\left(\max \left\{1, \log ^{+} \varepsilon\right\}\right)^{\frac{d+2}{d}}$.
Remark 3.2. (i) Since $\delta<a_{0}-\gamma_{0}$, we have that $\vartheta>1$ and so the above theorem gives the following uniform concentration estimate:

$$
\begin{aligned}
& \sup _{n \geq 1} P\left(\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right) \leq P\left(\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>2 \sigma \gamma_{0} \varepsilon\right)+C_{1} \varepsilon^{-(1+\alpha)} N^{-\frac{\alpha}{d+2}}, \\
& \text { for all } N>N_{0}\left(\max \left\{1, \log ^{+} \varepsilon\right\}\right)^{\frac{d+2}{d}}
\end{aligned}
$$

(ii) Under additional conditions on $\left\{X_{0}^{i, N}\right\}$ one can give concentration bounds for the first term on the right side of the above inequality. For example, when $\left\{X_{0}^{i, N}\right\}_{i=1}^{N}$ are i.i.d. such concentration bounds can be found in Theorem 2.7 of [6]. Also, although not pursued here, the bound obtained in Theorem 3.7 can be used to give an alternative proof of Theorem 3.4(2).

Next we obtain exponential concentration bounds. The bounds depend in particular on our assumptions on the initial condition. Our first result (Theorem 3.8) treats the case where the initial random vector has a general exchangeable distribution while the second result (Theorem 3.9) considers a more restrictive setting where the initial random vector is i.i.d. In the second case the probabilities will decay exponentially in $N$ whereas in the first case the exponent will be some dimensional dependent power of $N$.

We start with our main assumption for Theorem 3.8.
Assumption 6. (i) For some $M \in(1, \infty), D(x) \leq M$ for $\theta$ a.e. $x \in \mathbb{R}^{m}$.
(ii) There exists $\alpha \in(0, \infty)$ such that $\int e^{\alpha|x|} \mu_{0}(d x)<\infty$ and $\int e^{\alpha D_{1}(z)} \theta(d z)<\infty$.

Theorem 3.8. Suppose that Assumptions 3 and 6 hold. Fix $\gamma_{0} \in\left(0, a_{0}\right)$ and suppose that $\delta \in\left[0, \min \left\{a_{0}-\gamma_{0}, \frac{1-e^{\omega}}{2 M}\right\}\right)$. Then there exists $N_{0} \in \mathbb{N}$ and $C_{1} \in(0, \infty)$ such that for all $\varepsilon>0$

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq P\left[\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>2 \sigma \gamma_{0} \vartheta^{n} \varepsilon\right]+e^{-C_{1} \varepsilon N^{1 / d+2}}
$$

for all $n \geq 0, N \geq N_{0} \max \left\{\left(\frac{1}{\varepsilon} \log ^{+} \frac{1}{\varepsilon}\right)^{d+2}, \varepsilon^{(d+2) /(d-1)}\right\}$, if $d>1$; and

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq P\left[\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>2 \sigma \gamma_{0} \vartheta^{n} \varepsilon\right]+e^{-C_{1}(\varepsilon \wedge 1) N^{1 / d+2}}
$$

for all $n \geq 0, N \geq N_{0} \max \left\{\left(\frac{1}{\varepsilon} \log ^{+} \frac{1}{\varepsilon}\right)^{d+2}, 1\right\}$, if $d=1$. Here $\vartheta \in(1, \infty)$ is as in Theorem 3.7.
Finally we consider the case where the initial distribution of the $N$ particles is i.i.d. The proof relies on various estimates from $[4,5]$.
Theorem 3.9. Suppose that $\left\{X_{0}^{i, N}\right\}_{i=1, . ., N}$ are i.i.d. with common distribution $\mu_{0}$ for each $N$. Suppose that Assumptions 3 and 6 hold. Fix $\gamma \in\left(0,1-e^{-\omega}\right)$. Suppose that $\delta \in\left[0, \frac{1-e^{-\omega}-\gamma}{2 M}\right)$. Then there exist $N_{0}, a_{1}, a_{2} \in(0, \infty)$ and a nonincreasing function $\varsigma_{1}:(0, \infty) \rightarrow(0, \infty)$ such that $\varsigma_{1}(t) \downarrow 0$ as $t \uparrow \infty$ and for all $\varepsilon>0$ and $N \geq N_{0} \varsigma_{1}(\varepsilon)$

$$
\sup _{n \geq 0} P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq a_{1} e^{-N a_{2}\left(\varepsilon^{2} \wedge \varepsilon\right)}
$$

Remark 3.3. (i) One can describe the function $\varsigma_{1}$ in the above theorem explicitly. Define for $\gamma \in(0,1), m_{\gamma}:(0, \infty) \rightarrow(0, \infty)$ as $m_{\gamma}(t)=\frac{\gamma t}{\delta M}$, where $M$ is as in Assumption 6. Then

$$
\varsigma_{1}(t)=\max \left\{1, \frac{\log \mathcal{C}_{m_{\gamma}(t)}^{0}}{m_{\gamma}^{2}(t)}, \frac{\log \mathcal{C}_{\gamma t}^{0}}{\gamma^{2} t^{2}}, \frac{1}{t^{2}}, \frac{1}{t}\right\},
$$

where $\mathcal{C}_{t}^{0}$ is defined by the right side of (4.52) with $\zeta$ replaced by $\zeta_{0}$ where $\zeta_{0}$ is as in Corollary 4.12.
(ii) If Assumption 6 is strengthened to $\int e^{\alpha D_{1}(z)^{2}} \theta(d z)<\infty$ for some $\alpha>0$ then one can strengthen the conclusion of Theorem 3.9 as follows: For $\delta$ sufficiently small there exist $N_{0}, a_{1}, a_{2} \in$ $(0, \infty)$ and a nonincreasing function $\varsigma_{2}:(0, \infty) \rightarrow(0, \infty)$ such that $\varsigma_{2}(t) \downarrow 0$ as $t \uparrow \infty$ and for all $\varepsilon>0$ and $N \geq N_{0} \varsigma_{2}(\varepsilon)$

$$
\sup _{n \geq 0} P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq a_{1} e^{-N a_{2} \varepsilon^{2}}
$$

## 4. Proofs

The following elementary lemma gives a basic moment bound that will be used in our analysis.

### 4.1. Proof of Theorem 3.1

Lemma 4.1. Suppose Assumptions 1 and 2 hold. Then, for every $n \geq 1$,

$$
M_{n}:=\sup _{N \geq 1} \max _{1 \leq i \leq N} E\left|X_{n}^{i}\right|<\infty .
$$

In addition, if Assumption 3 holds and $\delta \in\left(0, a_{0}\right)$ then $\sup _{n \geq 1} M_{n}<\infty$.

Proof: We will only prove the second statement in the lemma. Proof of the first statement is similar. Note that, for $n \geq 1$ and $i=1, . ., N$

$$
X_{n}^{i}=A X_{n-1}^{i}+\delta f\left(X_{n-1}^{i}, \mu_{n-1}^{N}, \epsilon_{n}^{i}\right)
$$

Thus

$$
\begin{equation*}
\left|X_{n}^{i}\right| \leq\|A\|\left|X_{n-1}^{i}\right|+\delta D\left(\epsilon_{n}^{i}\right)\left[\left|X_{n-1}^{i}\right|+\left\|\mu_{n-1}^{N}\right\|_{1}\right]+\delta D_{1}\left(\epsilon_{n}^{i}\right) . \tag{4.1}
\end{equation*}
$$

From exchangeability of $\left\{X_{n-1}^{k}, k=1, \ldots, N\right\}$ it follows that

$$
E\left|\left|\mu_{n-1}^{N} \|_{1}=E\left[\int|x| d \mu_{n-1}^{N}\right]=E \frac{1}{N} \sum_{k=1}^{N}\right| X_{n-1}^{k}\right|=E\left|X_{n-1}^{1}\right| .
$$

Taking expectation in (4.1) and using independence between $\epsilon_{n}^{i}$ and $\left\{X_{n-1}^{j}\right\}_{j=1}^{N}$, we have

$$
\begin{equation*}
E\left|X_{n}^{i}\right| \leq(\|A\|+2 \delta \sigma) E\left|X_{n-1}^{i}\right|+\delta c_{0} . \tag{4.2}
\end{equation*}
$$

The assumption on $\delta$ implies that $\gamma:=\|A\|+2 \delta \sigma \in(0,1)$. A recursive application of (4.2) now shows that

$$
E\left|X_{n}^{i}\right| \leq \gamma^{n} E\left|X_{0}^{i}\right|+\frac{\delta c_{0}}{1-\gamma} .
$$

The result follows.
Recall the map $\Psi$ defined in (2.1).
Lemma 4.2. Under Assumptions 1 and 2, for every $\epsilon>0$ and $n \geq 1$, there exists a compact set $K_{\epsilon, n} \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ such that

$$
\sup _{N \geq 1} E\left\{\int_{K_{\epsilon, n}^{c}}|x|\left(\mu_{n}^{N}(d x)+\Psi\left(\mu_{n-1}^{N}\right)(d x)\right)\right\}<\epsilon .
$$

Proof: Note that for any non-negative $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
E \int \phi(x) \mu_{n}^{N}(d x)=\frac{1}{N} \sum_{k=1}^{N} E \phi\left(X_{n}^{k}\right)=E \phi\left(X_{n}^{1}\right), \tag{4.3}
\end{equation*}
$$

and

$$
\begin{align*}
E \int \phi(x) \Psi\left(\mu_{n}^{N}\right)(d x) & =\frac{1}{N} \sum_{i=1}^{N} E\left(E\left(\left\langle\phi, \delta_{X_{n}^{i}} P^{\mu_{n}^{N}}\right\rangle \mid \mathcal{F}_{n}\right)\right) \\
& =\frac{1}{N} \sum_{i=1}^{N} E \phi\left(A X_{n}^{i}+\delta f\left(X_{n}^{i}, \mu_{n}^{N}, \epsilon_{n+1}^{i}\right)\right) \\
& =\frac{1}{N} \sum_{i=1}^{N} E \phi\left(X_{n+1}^{i}\right)=E \phi\left(X_{n+1}^{1}\right) . \tag{4.4}
\end{align*}
$$

To get the desired result from above equalities it suffices to show that

$$
\begin{equation*}
\text { the family }\left\{X_{n}^{i, N}, i=1, \ldots, N ; N \geq 1\right\} \text { is uniformly integrable for every } n \geq 0 . \tag{4.5}
\end{equation*}
$$

We will prove (4.5) by induction on $n$. Once more we suppress $N$ from the super-script. Clearly by our assumptions $\left\{X_{0}^{i}, i=1, \ldots, N ; N \geq 1\right\}$ is uniformly integrable. Now suppose that the Statement (4.5) holds for some $n$. Note that

$$
\begin{align*}
\left|X_{n+1}^{i}\right| & \leq\|A\|\left|X_{n}^{i}\right|+\delta D\left(\epsilon_{n+1}^{i}\right)\left[\left|X_{n}^{i}\right|+\left\|\mu_{n}^{N}\right\|_{1}\right]+\delta D_{1}\left(\epsilon_{n+1}^{i}\right) \\
& =\|A\|\left|X_{n}^{i}\right|+\delta D\left(\epsilon_{n+1}^{i}\right)\left[\left|X_{n}^{i}\right|+\frac{1}{N} \sum_{i=1}^{N}\left|X_{n}^{i}\right|\right]+\delta D_{1}\left(\epsilon_{n+1}^{i}\right) . \tag{4.6}
\end{align*}
$$

From exchangeability it follows $\frac{1}{N} \sum_{i=1}^{N}\left|X_{n}^{i}\right|=E\left[\left|X_{n}^{i}\right| \mid \mathcal{G}_{n}^{N}\right]$, where $\mathcal{G}_{n}^{N}=\sigma\left\{\frac{1}{N} \sum_{i=1}^{N} \delta_{X_{n}^{i}}\right\}$. Combining this with the induction hypothesis that $\left\{X_{n}^{i}, i=1, \ldots, N ; N \geq 1\right\}$ is uniformly integrable, we see that $\left\{\frac{1}{N} \sum_{i=1}^{N}\left|X_{n}^{i}\right|, N \geq 1\right\}$ is uniformly integrable. Here we have used the
fact that if $\left\{Z_{\alpha}, \alpha \in \Gamma_{1}\right\}$ is a uniformly integrable family and $\left\{\mathcal{H}_{\beta}, \beta \in \Gamma_{2}\right\}$ is a collection of $\sigma$ fields where $\Gamma_{1}, \Gamma_{2}$ are arbitrary index sets, then $\left\{E\left(Z_{\alpha} \mid \mathcal{H}_{\beta}\right),(\alpha, \beta) \in \Gamma_{1} \times \Gamma_{2}\right\}$ is a uniformly integrable family. Also from Assumptions 1 and 2 the families $\left\{D\left(\epsilon_{n+1}^{i}\right) ; i \geq 1\right\},\left\{D_{1}\left(\epsilon_{n+1}^{i}\right) ; i \geq\right.$ $1\}$ are uniformly integrable. These observations along with independence between $\left\{\epsilon_{n+1}^{i}, i=\right.$ $1, . ., N\}$ and $\left\{X_{n}^{i}: i=1, \ldots, N ; N \geq 1\right\}$ yield that the family $\left\{\left|X_{n}^{i}\right|: i=1, \ldots, N ; N \geq 1\right\}$ is uniformly integrable. The result follows.

We now proceed to the proof of Theorem 3.1. We will argue via induction on $n \geq 0$. By assumption (3.2) holds for $n=0$. Assume now that it holds for some $n>0$. Note that,

$$
\begin{equation*}
\mathcal{W}_{1}\left(\mu_{n+1}^{N}, \mu_{n+1}\right) \leq \mathcal{W}_{1}\left(\mu_{n+1}^{N}, \mu_{n}^{N} P^{\mu_{n}^{N}}\right)+\mathcal{W}_{1}\left(\mu_{n}^{N} P^{\mu_{n}^{N}}, \mu_{n}^{N} P^{\mu_{n}}\right)+\mathcal{W}_{1}\left(\mu_{n}^{N} P^{\mu_{n}}, \mu_{n+1}\right) \tag{4.7}
\end{equation*}
$$

Consider the last term in (4.7). Using Assumption 1 we see that if $\phi$ is Lipschitz then $P^{\mu_{n}} \phi$ is Lipschitz and $\left\|P^{\mu_{n}} \phi\right\|_{1} \leq(\|A\|+\delta \sigma)\|\phi\|_{1}$. Thus, almost surely

$$
\begin{aligned}
\sup _{\phi \in \operatorname{Lip}_{1}}\left|\left\langle\phi, \mu_{n}^{N} P^{\mu_{n}}-\mu_{n+1}\right\rangle\right| & =\sup _{\phi \in \operatorname{Lip}_{1}}\left|\left\langle P^{\mu_{n}} \phi, \mu_{n}^{N}-\mu_{n}\right\rangle\right| \\
& \leq(\|A\|+\delta \sigma) \sup _{g \in \operatorname{Lip}_{1}}\left|\left\langle g, \mu_{n}^{N}-\mu_{n}\right\rangle\right| .
\end{aligned}
$$

Taking expectations we obtain,

$$
\begin{equation*}
E \mathcal{W}_{1}\left(\mu_{n}^{N} P^{\mu_{n}}, \mu_{n+1}\right) \leq(\|A\|+\delta \sigma) E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right) \tag{4.8}
\end{equation*}
$$

Consider now the second term in (4.7). Using Assumption 1 again, we have,

$$
\begin{aligned}
\sup _{\phi \in \operatorname{Lip}_{1}}\left|\left\langle\phi, \mu_{n}^{N} P^{\mu_{n}^{N}}-\mu_{n}^{N} P^{\mu_{n}}\right\rangle\right| & \leq \frac{1}{N} \sum_{i=1}^{N} \int\left[\mid \phi\left(A X_{n}^{i}+\delta f\left(X_{n}^{i}, \mu_{n}^{N}, \xi\right)\right)\right. \\
& \left.-\phi\left(A X_{n}^{i}+\delta f\left(X_{n}^{i}, \mu_{n}, \xi\right)\right) \mid\right] \theta(d \xi) \\
& \leq \delta \sigma \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)
\end{aligned}
$$

Taking expectations we get

$$
\begin{equation*}
E \mathcal{W}_{1}\left(\mu_{n}^{N} P^{\mu_{n}^{N}}, \mu_{n}^{N} P^{\mu_{n}}\right)=E \sup _{\phi \in \operatorname{Lip}_{1}\left(\mathbb{R}^{d}\right)}\left|\left\langle\phi, \mu_{n}^{N} P^{\mu_{n}^{N}}-\mu_{n}^{N} P^{\mu_{n}}\right\rangle\right| \leq \delta \sigma E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right) \tag{4.9}
\end{equation*}
$$

Now we consider the first term of the right hand side of (4.7). We will use Lemma 4.2. Fix $\epsilon>0$ and let $K_{\epsilon}$ be a compact set in $\mathbb{R}^{d}$ such that

$$
\sup _{N \geq 1} E\left\{\int_{K_{\epsilon}^{c}}|x|\left(\mu_{n+1}^{N}(d x)+\Psi\left(\mu_{n}^{N}\right)(d x)\right)\right\}<\epsilon .
$$

Let $\operatorname{Lip}_{1}^{0}\left(\mathbb{R}^{d}\right):=\left\{f \in \operatorname{Lip}_{1}\left(\mathbb{R}^{d}\right): f(0)=0\right\}$. Then,

$$
\begin{align*}
E \sup _{\phi \in \operatorname{Lip}_{1}\left(\mathbb{R}^{d}\right)}\left|\left\langle\phi, \mu_{n+1}^{N}-\mu_{n}^{N} P^{\mu_{n}^{N}}\right\rangle\right| & =E \sup _{\phi \in \operatorname{Lip}_{1}^{0}\left(\mathbb{R}^{d}\right)}\left|\left\langle\phi, \mu_{n+1}^{N}-\mu_{n}^{N} P^{\mu_{n}^{N}}\right\rangle\right| \\
& \leq E \sup _{\phi \in \operatorname{Lip}_{1}^{0}\left(\mathbb{R}^{d}\right)}\left|\left\langle\phi \cdot 1_{K_{\epsilon}}, \mu_{n+1}^{N}-\mu_{n}^{N} P^{\mu_{n}^{N}}\right\rangle\right|+\epsilon . \tag{4.10}
\end{align*}
$$

We will now apply Lemma A. 1 in the Appendix. Note that for any $\phi \in \operatorname{Lip}_{1}^{0}\left(\mathbb{R}^{d}\right), \sup _{x \in K_{\epsilon}}|\phi(x)| \leq$ $\operatorname{diam}\left(K_{\epsilon}\right):=m_{\epsilon}$.

Thus with notation as in Lemma A. 1

$$
\begin{equation*}
\sup _{\phi \in \operatorname{Lip}_{1}^{0}\left(\mathbb{R}^{d}\right)}\left|\left\langle\phi \cdot 1_{K_{\epsilon}}, \mu_{n+1}^{N}-\mu_{n}^{N} P^{\mu_{n}^{N}}\right\rangle\right| \leq \max _{\phi \in \mathcal{F}_{m_{\epsilon, 1}}\left(K_{\epsilon}\right)}\left|\left\langle\phi, \mu_{n+1}^{N}-\mu_{n}^{N} P^{\mu_{n}^{N}}\right\rangle\right|+2 \epsilon . \tag{4.11}
\end{equation*}
$$

where we have denoted the restrictions of $\mu_{n+1}^{N}$ and $\mu_{n}^{N} P^{\mu_{n}}$ to $K_{\epsilon}$ by the same symbols. Using the above inequality in (4.10), we obtain

$$
E \mathcal{W}_{1}\left(\mu_{n+1}^{N}, \mu_{n}^{N} P^{\mu_{n}^{N}}\right) \leq \sum_{\phi \in \mathcal{F}_{m_{\epsilon, 1}}^{\epsilon}\left(K_{\epsilon}\right)} E\left|\left\langle\phi, \mu_{n+1}^{N}-\mu_{n}^{N} P^{\mu_{n}^{N}}\right\rangle\right|+3 \epsilon
$$

Using Lemma A. 2 we see that the second term on the left hand side can be bounded by $\frac{2 m_{\epsilon}\left|\mathcal{F}_{m_{\epsilon, 1}}\left(K_{\epsilon}\right)\right|}{\sqrt{N}}$. Combining this estimate with (4.7), (4.8) and (4.9) we now have

$$
\begin{equation*}
E \mathcal{W}_{1}\left(\mu_{n+1}^{N}, \mu_{n+1}\right) \leq(\|A\|+2 \delta \sigma) E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)+\frac{2 m_{\epsilon}\left|\mathcal{F}_{m_{\epsilon, 1}}^{\epsilon}\left(K_{\epsilon}\right)\right|}{\sqrt{N}}+3 \epsilon \tag{4.12}
\end{equation*}
$$

Sending $N \rightarrow \infty$ in (4.12) and using induction hypothesis, we have

$$
\limsup _{N \rightarrow \infty} E \mathcal{W}_{1}\left(\mu_{n+1}^{N}, \mu_{n+1}\right) \leq 3 \epsilon
$$

Since $\epsilon>0$ is arbitrary, the result follows.

### 4.2. Proof of Theorem 3.3

We begin with the following estimate.
Lemma 4.3. Under Assumptions 1,2 and 3

$$
\mathcal{W}_{1}\left(\Psi^{n}\left(\mu_{0}\right), \Psi^{n}\left(\gamma_{0}\right)\right) \leq\left(e^{-\omega}+2 \delta \sigma\right)^{n} \mathcal{W}_{1}\left(\mu_{0}, \gamma_{0}\right)
$$

for any choice of $\mu_{0}, \gamma_{0} \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$.

Proof: Given $\mu_{0}, \gamma_{0} \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$, let $\mathcal{C}\left(\mu_{0}, \gamma_{0}\right)=\left\{\mu \in \mathcal{P}_{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right) \mid \mu_{0}(\cdot)=\mu\left(\cdot \times \mathbb{R}^{d}\right), \gamma_{0}(\cdot)=\right.$ $\left.\mu\left(\mathbb{R}^{d} \times \cdot\right)\right\}$. Fix $\mu \in \mathcal{C}\left(\mu_{0}, \gamma_{0}\right)$ and let $\left(X_{0}, Y_{0}\right)$ be $\mathbb{R}^{d} \times \mathbb{R}^{d}$ valued random variables with distribution $\mu$. Also, let $\left\{\epsilon_{n}\right\}_{n \geq 1}$ be an iid sequence of random variables with common law $\theta$ independent of $\left(X_{0}, Y_{0}\right)$. Define for $n \geq 0$,

$$
\begin{aligned}
X_{n+1} & =A X_{n}+\delta f\left(X_{n}, \mu_{n}, \epsilon_{n+1}\right) \\
Y_{n+1} & =A Y_{n}+\delta f\left(Y_{n}, \gamma_{n}, \epsilon_{n+1}\right)
\end{aligned}
$$

where $\mu_{n}=\mathcal{L}\left(X_{n}\right)$ and $\gamma_{n}=\mathcal{L}\left(Y_{n}\right)$. Then clearly $\mu_{n}=\Psi^{n}\left(\mu_{0}\right), \gamma_{n}=\Psi^{n}\left(\gamma_{0}\right)$. For $n \geq 0$, denote $\beta_{n}=\mathcal{W}_{1}\left(\mu_{n}, \gamma_{n}\right), \alpha_{n}=E\left|X_{n}-Y_{n}\right|$. Then

$$
\begin{align*}
\beta_{n+1} & =\sup _{\phi \in \operatorname{Lip}_{1}}\left\{\left|\int \phi d \mu_{n+1}-\int \phi d \gamma_{n+1}\right|\right\} \\
& =\sup _{\phi \in \operatorname{Lip}_{1}}\left\{\left|E \phi\left(X_{n+1}\right)-E \phi\left(Y_{n+1}\right)\right|\right\} \\
& \leq E\left|X_{n+1}-Y_{n+1}\right|=\alpha_{n+1} . \tag{4.13}
\end{align*}
$$

Also,

$$
\begin{align*}
\alpha_{n+1} & \leq \| A| | E\left|X_{n}-Y_{n}\right|+\delta E\left|f\left(X_{n}, \mu_{n}, \epsilon_{n+1}\right)-f\left(Y_{n}, \gamma_{n}, \epsilon_{n+1}\right)\right| \\
& \leq e^{-\omega} E\left|X_{n}-Y_{n}\right|+\delta \sigma\left(E\left|X_{n}-Y_{n}\right|+\mathcal{W}_{1}\left(\mu_{n}, \gamma_{n}\right)\right) \\
& =\left(e^{-\omega}+\delta \sigma\right) \alpha_{n}+\delta \sigma \beta_{n}, \\
& \leq\left(e^{-\omega}+2 \delta \sigma\right) \alpha_{n} \tag{4.14}
\end{align*}
$$

where the second inequality in the display follows from Assumptions 1 and 3. Combining (4.13) and (4.14) we have

$$
\begin{aligned}
\beta_{n+1} & \leq\left(e^{-\omega}+2 \delta \sigma\right)^{n+1} E\left|X_{0}-Y_{0}\right| \\
& =\left(e^{-\omega}+2 \delta \sigma\right)^{n+1} \int|x-y| \mu(d x d y) .
\end{aligned}
$$

We now have, on taking infimum on the right hand side of the above display over all $\mu \in$ $\mathcal{C}\left(\mu_{0}, \gamma_{0}\right)$, that $\beta_{n+1} \leq\left(e^{-\omega}+2 \delta \sigma\right)^{n+1} \beta_{0}$. The result follows.

We now complete the proof of Theorem 3.3. Observe that under our assumption on $\delta$, $\chi:=e^{-\omega}+2 \delta \sigma \in(0,1)$. The first part of the theorem now follows from Lemma 4.3 and Banach's fixed point theorem. Furthermore

$$
\begin{equation*}
\mathcal{W}_{1}\left(\Psi^{n}(\mu), \mu_{\infty}\right)=\mathcal{W}_{1}\left(\Psi^{n}(\mu), \Psi^{n}\left(\mu_{\infty}\right)\right) \leq \chi^{n} \mathcal{W}_{1}\left(\mu, \mu_{\infty}\right) \tag{4.15}
\end{equation*}
$$

Second part of the theorem is now immediate.

### 4.3. Proof of Theorem 3.4

We start with the following moment bound.
Lemma 4.4. Suppose that Assumptions 3 and 4 hold and suppose that $\delta \in\left(0, a(\alpha)^{\frac{1}{1+\alpha}}\right)$ where $a(\cdot)$ is as in (3.4). Then $\sup _{N \geq 1} \sup _{n \geq 1} E\left|X_{n}^{1, N}\right|^{1+\alpha}<\infty$.

Proof: By Holder's inequality, for any four nonnegative real numbers $a_{1}, a_{2}, a_{3}, a_{4}$,

$$
\begin{equation*}
\left(a_{1}+a_{2}+a_{3}+a_{4}\right)^{1+\alpha} \leq 4^{\alpha}\left(a_{1}^{1+\alpha}+a_{2}^{1+\alpha}+a_{3}^{1+\alpha}+a_{4}^{1+\alpha}\right) . \tag{4.16}
\end{equation*}
$$

Using Assumption 3 and (3.1)

$$
\left|X_{n+1}^{i}\right| \leq e^{-\omega}\left|X_{n}^{i}\right|+\delta\left|D\left(\epsilon_{n+1}^{N}\right)\right|\left(\left|X_{n}^{i}\right|+\left|\mu_{n}^{N}\right|\right)+D_{1}\left(\epsilon_{n+1}^{N}\right) .
$$

Taking expectations on both sides and applying (4.16), we have, from Assumption 4

$$
\begin{align*}
E\left|X_{n+1}^{i}\right|^{1+\alpha} & \leq 4^{\alpha} e^{-\omega(1+\alpha)} E\left|X_{n}^{i}\right|^{1+\alpha}+4^{\alpha} \delta^{(1+\alpha)} \sigma_{1}\left[E\left|X_{n}^{i}\right|^{1+\alpha}+E\left|\mu_{n}^{N}\right|^{1+\alpha}\right]+4^{\alpha} c_{1} \\
& \leq 4^{\alpha} e^{-\omega(1+\alpha)} E\left|X_{n}^{i}\right|^{1+\alpha}+4^{\alpha} \delta^{(1+\alpha)} \sigma_{1}\left[2 E\left|X_{n}^{i}\right|^{1+\alpha}\right]+4^{\alpha} c_{1} \tag{4.17}
\end{align*}
$$

where the last line in the display follows from Jensen's inequality: $E\left|\mu_{n}^{N}\right|^{1+\alpha}=E\left|\int\right| x\left|\mu_{n}^{N}(d x)\right|^{1+\alpha} \leq$ $\left.\left.E\left|\int\right| x\right|^{1+\alpha} \mu_{n}^{N}(d x)|=E| X_{n}^{i}\right|^{1+\alpha}$ and $c_{1}$ is as in Assumption 4.

Note that under our condition on $\delta$

$$
\kappa_{1} \equiv 4^{\alpha}\left[e^{-\omega(1+\alpha)}+2 \delta^{(1+\alpha)} \sigma_{1}\right]<1 .
$$

Thus

$$
\begin{equation*}
\sup _{n \geq 1} E\left|X_{n}^{i}\right|^{1+\alpha} \leq \kappa_{1} E\left|X_{0}^{i}\right|^{1+\alpha}+\frac{\kappa_{2}}{1-\kappa_{1}}, \tag{4.18}
\end{equation*}
$$

where $\kappa^{2}=4^{\alpha} c_{1}$. The result follows.
We now complete the proof of Theorem 3.4. Note that

$$
\mu_{n}^{N}-\mu_{n}=\sum_{k=1}^{n}\left[\Psi^{n-k}\left(\mu_{k}^{N}\right)-\Psi^{n-k} \cdot \Psi\left(\mu_{k-1}^{N}\right)\right]+\left[\Psi^{n}\left(\mu_{0}^{N}\right)-\Psi^{n}\left(\mu_{0}\right)\right] .
$$

It then follows using Lemma 4.3 that with $\chi=\left(e^{-\omega}+2 \delta \sigma\right)$, almost surely

$$
\begin{align*}
\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right) & \leq \sum_{k=1}^{n} \mathcal{W}_{1}\left(\Psi^{n-k}\left(\mu_{k}^{N}\right), \Psi^{n-k}\left(\Psi\left(\mu_{k-1}^{N}\right)\right)\right)+\mathcal{W}_{1}\left(\Psi^{n}\left(\mu_{0}^{N}\right), \Psi^{n}\left(\mu_{0}\right)\right) \\
& \leq \sum_{k=1}^{n} \chi^{n-k} \mathcal{W}_{1}\left(\mu_{k}^{N}, \Psi\left(\mu_{k-1}^{N}\right)\right)+\chi^{n} \mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right) \tag{4.19}
\end{align*}
$$

Taking expectations,

$$
E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right) \leq \sum_{k=1}^{n} \chi^{n-k} E \mathcal{W}_{1}\left(\mu_{k}^{N}, \Psi\left(\mu_{k-1}^{N}\right)\right)+\chi^{n} E \mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)
$$

Since $a\left(\alpha_{0}\right)^{1 /\left(1+\alpha_{0}\right)} \rightarrow a_{0}$ as $\alpha_{0} \rightarrow 0$ and $\delta \in\left(0, a_{0}\right)$, we can find $\alpha_{0} \in(0, \alpha)$ such that $\delta \in\left(0, a\left(\alpha_{0}\right)^{1 /\left(1+\alpha_{0}\right)}\right)$. From Lemma 4.4 we then have that $\sup _{N \geq 1} \sup _{n \geq 1} E\left|X_{n}^{1}\right|^{1+\alpha_{0}}<\infty$ and consequently the family $\left\{X_{n}^{i}, i=1, \ldots, N, N \geq 1, n \geq 1\right\}$ is uniformly integrable. Similar to the proof of Corollary 4.2 (cf. the argument below (4.6)) using (4.3) and (4.4) it follows that, for some compact $K_{\epsilon} \subseteq \mathbb{R}^{d}$

$$
\begin{equation*}
\sup _{N \geq 1} \sup _{n \geq 1} E \int_{K_{\epsilon}^{c}}|x|\left[\mu_{n}^{N}(d x)+\Psi\left(\mu_{n-1}^{N}\right)(d x)\right]<\epsilon . \tag{4.20}
\end{equation*}
$$

Now for every $k \geq 1$

$$
\begin{aligned}
E \mathcal{W}_{1}\left(\mu_{k}^{N}, \Psi\left(\mu_{k-1}^{N}\right)\right) & =E \sup _{f \in \operatorname{Lip}_{1}^{0}\left(\mathbb{R}^{d}\right)}\left|\left\langle f, \mu_{k}^{N}-\Psi\left(\mu_{k-1}^{N}\right)\right\rangle\right| \\
& \leq E \sup _{f \in \operatorname{Lip}_{1}^{0}\left(\mathbb{R}^{d}\right)}\left|\left\langle f .1_{K_{\epsilon}}, \mu_{k}^{N}-\Psi\left(\mu_{k-1}^{N}\right)\right\rangle\right|+\epsilon,
\end{aligned}
$$

when $\operatorname{Lip} p_{1}^{0}\left(\mathbb{R}^{d}\right)$ is as introduced above (4.10). Applying Lemmas A. 1 and A. 2 as in the proof of Theorem 3.1 we now see that

$$
E \mathcal{W}_{1}\left(\mu_{k}^{N}, \Psi\left(\mu_{k-1}^{N}\right)\right) \leq\left|\mathcal{F}_{m_{\epsilon}, 1}^{\epsilon}\left(K_{\epsilon}\right)\right| \frac{2 m_{\epsilon}}{\sqrt{N}}+3 \epsilon,
$$

where $m_{\epsilon}=\operatorname{diam}\left(K_{\epsilon}\right)$. Thus

$$
\begin{align*}
E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right) & \leq \sum_{k=1}^{n} \chi^{n-k}\left\{\left|\mathcal{F}_{m_{\epsilon}, 1}^{\epsilon}\left(K_{\epsilon}\right)\right| \frac{2 m_{\epsilon}}{\sqrt{N}}+3 \epsilon\right\}+\chi^{n} E \mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right) \\
& \leq\left\{\left|\mathcal{F}_{m_{\epsilon}, 1}^{\epsilon}\left(K_{\epsilon}\right)\right| \frac{2 m_{\epsilon}}{\sqrt{N}}+2 \epsilon\right\} \frac{1}{1-\chi}+\chi^{n} E \mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right) \tag{4.21}
\end{align*}
$$

Given $\varepsilon>0$, choose $\epsilon$ sufficiently small and $N_{0}$ sufficiently large such that $\forall N \geq N_{0}$

$$
\left\{\left|\mathcal{F}_{m_{\epsilon}, 1}^{\epsilon}\left(K_{\epsilon}\right)\right| \frac{2 m_{\epsilon}}{\sqrt{N}}+2 \epsilon\right\} \frac{1}{1-\chi} \leq \frac{\varepsilon}{2} .
$$

Choose $n_{0}$ large enough so that $\forall n \geq n_{0}, 2 \chi^{n}\left\|\mu_{0}\right\|_{1}<\frac{\varepsilon}{2}$. Combining the above estimates we have $\forall N \geq N_{0}$, and $n \geq n_{0} E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right) \leq \varepsilon$. This proves the first part of the theorem.

Second part is immediate from the first part and Theorem 3.1.

### 4.4. Proof of Corollary 3.5

Proof: Note that

$$
E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{\infty}\right) \leq E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)+\mathcal{W}_{1}\left(\mu_{n}, \mu_{\infty}\right)
$$

Combining this with (4.21) we have

$$
\begin{equation*}
E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{\infty}\right) \leq\left(\left|\mathcal{F}_{m_{\epsilon}, 1}^{\epsilon}\left(K_{\epsilon}\right)\right| \frac{2 m_{\epsilon}}{\sqrt{N}}+2 \epsilon\right) \frac{1}{1-\chi}+\chi^{n} E \mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)+\mathcal{W}_{1}\left(\mu_{n}, \mu_{\infty}\right) \tag{4.22}
\end{equation*}
$$

The result now follows on using Theorem 3.3.

### 4.5. Proof of Theorem 3.6

For $N \geq 1$ and $n \in \mathbb{N}_{0}$, define $\Pi_{n}^{N} \in \mathcal{P}\left(\left(\mathbb{R}^{d}\right)^{N}\right)$ as

$$
\begin{equation*}
\left\langle\phi, \Pi_{n}^{N}\right\rangle=\frac{1}{n} \sum_{j=1}^{n} E \phi\left(X_{j}^{1, N}, \ldots, X_{j}^{N, N}\right), \quad \phi \in B M\left(\left(\mathbb{R}^{d}\right)^{N}\right) \tag{4.23}
\end{equation*}
$$

where $\left\{X_{j}^{i, N}, j \in \mathbb{N}_{0}, i=1, . ., N\right\}$ are as defined in (1.1).
From Lemma 4.1 it folows that, for each $N \geq 1$, the sequence $\left\{\Pi_{n}^{N}, n \geq 1\right\}$ is relatively compact and using Assumption 1 it is easy to see that any limit point of $\Pi_{n}^{N}$ (as $n \rightarrow \infty$ ) is an invariant measure of the Markov chain $\left\{X_{n}(N)\right\}_{n>0}$. Combining this with Assumption 5 we have that there exists a unique invariant measure $\Pi_{\infty}^{N} \in \mathcal{P}\left(\left(\mathbb{R}^{d}\right)^{N}\right)$ for this Markov chain and, as $n \rightarrow \infty$,

$$
\begin{equation*}
\Pi_{n}^{N} \rightarrow \Pi_{\infty}^{N} \tag{4.24}
\end{equation*}
$$

This proves the first part of the theorem.
Define $r_{N}:\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathcal{P}\left(\mathbb{R}^{d}\right)$ as

$$
r_{N}\left(x_{1}, \ldots x_{N}\right)=\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}},\left(x_{1}, \cdots x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N}
$$

Let $\nu_{n}^{N}=\Pi_{n}^{N} \circ r_{N}^{-1}$ and $\nu_{\infty}^{N}=\Pi_{\infty}^{N} \circ r_{N}^{-1}$. In order to prove that $\Pi_{\infty}^{N}$ is $\mu_{\infty}$-chaotic, it suffices to argue that (cf. [30])

$$
\begin{equation*}
\nu_{\infty}^{N} \rightarrow \delta_{\mu_{\infty}} \text { in } \mathcal{P}\left(\mathcal{P}\left(\mathbb{R}^{d}\right)\right), \text { as } N \rightarrow \infty \tag{4.25}
\end{equation*}
$$

We first argue that as $n \rightarrow \infty$

$$
\begin{equation*}
\nu_{n}^{N} \rightarrow \nu_{\infty}^{N} \quad \text { in } \mathcal{P}\left(\mathcal{P}\left(\mathbb{R}^{d}\right)\right) . \tag{4.26}
\end{equation*}
$$

It suffices to show that $\left\langle F, \nu_{n}^{N}\right\rangle \rightarrow\left\langle F, \nu_{\infty}^{N}\right\rangle$ for any continuous and bounded function $F$ : $\mathcal{P}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}$. But this is immediate on observing that

$$
\left\langle F, \nu_{n}^{N}\right\rangle=\left\langle F \circ r_{N}, \Pi_{n}^{N}\right\rangle,\left\langle F, \nu_{\infty}^{N}\right\rangle=\left\langle F \circ r_{N}, \Pi_{\infty}^{N}\right\rangle
$$

the continuity of the map $r_{N}$ and the weak convergence of $\Pi_{n}^{N}$ to $\Pi_{\infty}^{N}$. Next, for any $f \in$ $B L_{1}\left(\mathcal{P}\left(\mathbb{R}^{d}\right)\right)$

$$
\left|\left\langle f, \nu_{n}^{N}\right\rangle-\left\langle f, \delta_{\mu_{\infty}}\right\rangle\right|=\left|\frac{1}{n} \sum_{j=1}^{n} E f\left(\mu_{j}^{N}\right)-f\left(\mu_{\infty}\right)\right| \leq \frac{1}{n} \sum_{j=1}^{n} E \mathcal{W}_{1}\left(\mu_{j}^{N}, \mu_{\infty}\right)
$$

Fix $\epsilon>0$. For every $N \in \mathbb{N}$ there exists $n_{0}(N) \in \mathbb{N}$ such that for all $n \geq n_{0}(N)$

$$
E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{\infty}\right) \leq \limsup _{n \rightarrow \infty} E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{\infty}\right)+\epsilon
$$

Thus for all $n, N \in \mathbb{N}$

$$
\begin{equation*}
\left|\left\langle f, \nu_{n}^{N}\right\rangle-\left\langle f, \delta_{\mu_{\infty}}\right\rangle\right| \leq \frac{n_{0}(N)}{n} \max _{1 \leq j \leq n_{0}(N)} E \mathcal{W}_{1}\left(\mu_{j}^{N}, \mu_{\infty}\right)+\limsup _{n \rightarrow \infty} E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{\infty}\right)+\epsilon \tag{4.27}
\end{equation*}
$$

Finally

$$
\begin{aligned}
\limsup _{N \rightarrow \infty}\left|\left\langle f, \nu_{\infty}^{N}\right\rangle-\left\langle f, \delta_{\mu_{\infty}}\right\rangle\right| & =\limsup _{N \rightarrow \infty} \lim _{n \rightarrow \infty}\left|\left\langle f, \nu_{n}^{N}\right\rangle-\left\langle f, \delta_{\mu_{\infty}}\right\rangle\right| \\
& \leq \limsup _{N \rightarrow \infty} \limsup _{n \rightarrow \infty} E \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{\infty}\right)+\epsilon \\
& \leq \epsilon,
\end{aligned}
$$

where the first equality is from (4.26), the second uses (4.27) and the third is a consequence of Corollary 3.5. Since $\epsilon>0$ is arbitrary, we have (4.25) and the result follows.

### 4.6. Proof of Theorem 3.7

We will first develop a concentration bound for $\mathcal{W}_{1}\left(\mu_{n}^{N}, \Psi\left(\mu_{n-1}^{N}\right)\right)$ for each fixed $n$ and then combine it with the estimate in (4.19) in order to obtain the desired result. The first step is carried out in the lemma below, the proof of which is given in Section 4.6.2.
Lemma 4.5. Suppose Assumptions 3 and 4 hold. Then, there exist $a_{1}, a_{2}, a_{3} \in(0, \infty)$ such that for all $\varepsilon, R>0$ and $n \in \mathbb{N}$,

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \Psi\left(\mu_{n-1}^{N}\right)\right)>\varepsilon\right] \leq a_{3}\left(e^{-a_{2} \frac{N^{2}}{R^{2}}}+\frac{R^{-\alpha}}{\varepsilon}\right)
$$

for all $N \geq \max \left\{1, a_{1}\left(\frac{R}{\varepsilon}\right)^{d+2}\right\}$.

We now complete the proof of Theorem 3.7 using the lemma.

### 4.6.1. Proof of Theorem 3.7

We will make use of (4.19). Recall that $\chi=e^{-\omega}+2 \delta \sigma$ and by our assumption $\chi \in(0,1)$. Let $\gamma=2 \sigma \gamma_{0}$. Note that $\gamma<1-e^{-\omega}$. Then

$$
\begin{align*}
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq & P\left[\cup_{i=1}^{n}\left\{\chi^{n-i} \mathcal{W}_{1}\left(\mu_{i}^{N}, \Psi\left(\mu_{i-1}^{N}\right)\right)>\gamma(1-\gamma)^{n-i} \varepsilon\right\} \cup\right. \\
& \left.\left\{\chi^{n} \mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>\gamma(1-\gamma)^{n} \varepsilon\right\}\right] \\
\leq & \sum_{i=1}^{n} P\left[\mathcal{W}_{1}\left(\mu_{i}^{N}, \Psi\left(\mu_{i-1}^{N}\right)\right)>\gamma\left(\frac{1-\gamma}{\chi}\right)^{n-i} \varepsilon\right] \\
+ & P\left[\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>\gamma\left(\frac{1-\gamma}{\chi}\right)^{n} \varepsilon\right] . \tag{4.28}
\end{align*}
$$

Let $\beta=\gamma \varepsilon$. Note that $\vartheta=\frac{1-\gamma}{\chi}$ and from our choice of $\delta, \vartheta>1$. Therefore

$$
N \geq a_{1}\left(\frac{R}{\beta}\right)^{d+2} \vee 1 \text { implies } N \geq a_{1}\left(\frac{R}{\beta \vartheta^{n}}\right)^{d+2} \vee 1 \text { for all } n \in \mathbb{N}_{0} .
$$

Thus from Lemma 4.5, for all $N \geq a_{1}\left(\frac{R}{\beta}\right)^{d+1} \vee 1$ and $k=1, \cdots, n$

$$
P\left[\mathcal{W}_{1}\left(\mu_{k}^{N}, \Psi\left(\mu_{k-1}^{N}\right)\right)>\beta \vartheta^{n-k}\right] \leq a_{3}\left(e^{-a_{2} \frac{N \beta^{2} v^{2}(n-k)}{R^{2}}}+\frac{R^{-\alpha}}{\beta \vartheta^{n-k}}\right) .
$$

Using the above estimate in (4.28)

$$
\begin{align*}
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] & \leq a_{3} \sum_{i=0}^{n-1}\left(e^{-a_{2} \frac{N \beta^{2} v^{2 i}}{R^{2}}}+\frac{R^{-\alpha}}{\beta \vartheta^{i}}\right)+P\left[\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>\gamma \varepsilon\right] \\
& \leq a_{3} \sum_{i=0}^{\infty} e^{-a_{2} \frac{N \beta^{2} \vartheta^{2 i}}{R^{2}}}+\frac{a_{3} R^{-\alpha} \vartheta}{\beta(\vartheta-1)}+P\left[\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>\gamma \varepsilon\right] . \tag{4.29}
\end{align*}
$$

Since $\vartheta>1$ we can find $m_{0}=m_{0}(\vartheta) \in \mathbb{N}$ such that

$$
\vartheta^{2 i} \geq i \vartheta^{2} \quad \forall i \geq m_{0}(\vartheta)
$$

Thus

$$
\begin{align*}
\sum_{i=0}^{\infty} e^{-a_{2} \frac{N \beta^{2} \vartheta^{2 i}}{R^{2}}} & =\sum_{i=1}^{m_{0}(\vartheta)} e^{-a_{2} \frac{N \beta^{2} v^{2 i}}{R^{2}}}+\sum_{m_{0}(\vartheta)+1}^{\infty} e^{-a_{2} \frac{N \beta^{2} \vartheta^{2 i}}{R^{2}}} \\
& \leq m_{0}(\vartheta) e^{-a \frac{N \beta^{2} \vartheta^{2}}{R^{2}}}+\sum_{i=m_{0}(\vartheta)+1}^{\infty}\left(e^{-a_{2} \frac{N \beta^{2} v^{2}}{R^{2}}}\right)^{i} \\
& \leq\left[m_{0}(\vartheta)+\frac{1}{1-e^{-a_{2} \frac{N \beta^{2} v^{2}}{R^{2}}}}\right] e^{-a_{2} \frac{N \beta^{2} \vartheta^{2}}{R^{2}}} . \tag{4.30}
\end{align*}
$$

Now for fixed $N \geq 1$ choose $R=\frac{\gamma \varepsilon N^{1 / d+2}}{a_{1}^{1 / d+2}}$. Then (4.30) holds for all such $N, R$. Let $N_{0} \geq 1$ be large enough so that for all $N \geq N_{0}$

$$
\begin{equation*}
1-e^{-a_{2} a_{1}^{\frac{2}{d+2}} \vartheta^{2} N^{\frac{d}{d+2}}}>1 / 2 \tag{4.31}
\end{equation*}
$$

Then letting

$$
a_{4}=a_{3}\left(m_{0}(\vartheta)+2\right), \quad a_{5}=a a_{1}^{\frac{2}{d+2}} \vartheta^{2}, \quad a_{6}=\frac{\vartheta}{\vartheta-1} a_{3} a_{1}^{\frac{\alpha}{d+2}} \gamma^{-(\alpha+1)},
$$

we have for all $N \geq N_{0}$

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq a_{4} e^{-a_{5} N^{\frac{d}{d+2}}}+a_{6} \varepsilon^{-(\alpha+1)} N^{-\frac{\alpha}{d+2}}+P\left[\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>\gamma \varepsilon\right] .
$$

Choose $N_{1} \geq N_{0}$ such that for all $N \geq N_{1}, N^{\frac{d}{d+2}} \geq \frac{2 \alpha}{a_{5}(d+2)} \log N$. Also let $a_{7}=\frac{2(1+\alpha)}{a_{5}}$. Then for all $N \geq \max \left(N_{1},\left(a_{7} \log ^{+} \varepsilon\right)^{(d+2) / d}\right)$

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq\left(a_{4}+a_{6}\right) \varepsilon^{-(\alpha+1)} N^{-\frac{\alpha}{d+2}}+P\left[\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>\gamma \varepsilon\right] .
$$

The result follows.

### 4.6.2. Proof of Lemma 4.5.

We now complete the proof of Lemma 4.5. The proof uses certain truncation ideas from [6]. Fix $\varepsilon>0$. For $\mu \in \mathcal{P}\left(\mathbb{R}^{d}\right), R>0$ and $\nu_{0} \in \mathcal{P}\left(\mathbb{B}_{R}(0)\right)$, where $\mathbb{B}_{R}(0)=\left\{x \in \mathbb{R}^{d}:|x| \leq R\right\}$, define $\mu_{R} \in \mathcal{P}\left(\mathbb{B}_{R}(0)\right)$ as

$$
\mu_{R}(A)=\frac{\mu(A)}{\mu\left(\mathbb{B}_{R}(0)\right)} 1_{\left\{\mu\left(\mathbb{B}_{R}(0)\right) \neq 0\right\}}+\nu_{0}(A) 1_{\left\{\mu\left(\mathbb{B}_{R}(0)\right)=0\right\}}, \quad A \in \mathcal{B}\left(\mathbb{B}_{R}(0)\right)
$$

For $N, n \in \mathbb{N}$ and $R>0$, let $\Psi^{(R)}\left(\mu_{n-1}^{N}\right):=\frac{1}{N} \sum_{i=1}^{N}\left(\delta_{X_{n-1}^{i, N}} P^{\mu_{n-1}^{N}}\right)_{R}$.
Let $\left\{Y_{n}^{i}\right\}_{i=1}^{N}$ be $\mathbb{B}_{R}(0)$ valued random variables which, conditionally on $\mathcal{F}_{n-1}^{N}$ are mutually independent and also independent of $\left\{X_{n}^{i, N}\right\}_{i=1}^{N}$, and

$$
P\left(Y_{n}^{i} \in A \mid \mathcal{F}_{n-1}^{N}\right)=\left(\delta_{X_{n-1}^{i, N}} P^{\mu_{n-1}^{N}}\right)_{R}(A), \quad A \in \mathcal{B}\left(\mathbb{B}_{R}(0)\right)
$$

Define

$$
Z_{n}^{i}=\left\{\begin{array}{cc}
X_{n}^{i, N} & \text { when }\left|X_{n}^{i, N}\right| \leq R \\
Y_{n}^{i} & \text { otherwise }
\end{array}\right.
$$

It is easily checked that $P\left(Y_{n}^{i} \in A \mid \mathcal{F}_{n-1}^{N}\right)=P\left(Z_{n}^{i} \in A \mid \mathcal{F}_{n-1}^{N}\right)$ for all $A$ and conditionally on $\mathcal{F}_{n-1}^{N},\left\{Z_{n}^{i}\right\}_{i=1}^{N}$ are mutually independent. Define $\mu_{n, R}^{N}:=\frac{1}{N} \sum_{i=1}^{N} \delta_{Z_{n}^{i}}$. Using triangle inequality we have

$$
\begin{equation*}
\mathcal{W}_{1}\left(\mu_{n}^{N}, \Psi\left(\mu_{n-1}^{N}\right)\right) \leq \mathcal{W}_{1}\left(\Psi^{(R)}\left(\mu_{n-1}^{N}\right), \Psi\left(\mu_{n-1}^{N}\right)\right)+\mathcal{W}_{1}\left(\Psi^{(R)}\left(\mu_{n-1}^{N}\right), \mu_{n, R}^{N}\right)+\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n, R}^{N}\right) . \tag{4.32}
\end{equation*}
$$

Consider first the middle term on the right side of $(4.32)$. Recall $\operatorname{Lip}_{1}^{0}\left(\mathbb{B}_{R}(0)\right)=\left\{f \in \operatorname{Lip}_{1}\left(\mathbb{B}_{R}(0)\right)\right.$ : $f(0)=0\}$. Then

$$
\begin{aligned}
\mathcal{W}_{1}\left(\Psi^{(R)}\left(\mu_{n-1}^{N}\right), \mu_{n, R}^{N}\right) & =\sup _{f \in \operatorname{Lip}_{1}^{0}\left(\mathbb{B}_{R}(0)\right)} \left\lvert\,\left\langle f, \frac{1}{N} \sum_{i=1}^{N}\left(\delta_{X_{n-1}^{i, N}} P^{\left.\left.\mu_{n-1}^{N}\right)_{R}-\frac{1}{N} \sum_{i=1}^{N} \delta_{Z_{n}^{i}}\right\rangle \mid} \begin{array}{l} 
\\
\\
=\sup _{f \in \operatorname{Lip}_{1}^{0}\left(\mathbb{B}_{R}(0)\right)}\left|\frac{1}{N} \sum_{i=1}^{N}\left(f\left(Z_{n}^{i}\right)-\left\langle f,\left(\delta_{X_{n-1}^{i, N}} P^{\mu_{n-1}^{N}}\right)_{R}\right\rangle\right)\right| \\
\\
\end{array}=\sup _{f \in \operatorname{Lip}_{1}^{0}\left(\mathbb{B}_{R}(0)\right)}\left|\frac{1}{N} \sum_{i=1}^{N} Z_{i, n}^{f}\right|\right.\right.\right.
\end{aligned}
$$

where $Z_{i, n}^{f}=f\left(Z_{n}^{i}\right)-\left\langle f,\left(\delta_{X_{n-1}^{i, N}} P^{\mu_{n-1}^{N}}\right)_{R}\right\rangle$. From Lemma A.1(a) there exists a finite subset $\mathcal{F}_{R, 1}^{\frac{\varepsilon}{4}}\left(\mathbb{B}_{R}(0)\right)$ of $\operatorname{Lip}_{1}^{0}\left(\mathbb{B}_{R}(0)\right)$ such that

$$
\begin{equation*}
\sup _{f \in \operatorname{Lip}_{1}^{0}\left(\mathbb{B}_{R}(0)\right)}\left|\frac{1}{N} \sum_{i=1}^{N} Z_{i, n}^{f}\right| \leq \max _{f \in \mathcal{F}_{R, 1}^{\frac{E}{f},\left(\mathbb{B}_{R}(0)\right)}}\left|\frac{1}{N} \sum_{i=1}^{N} Z_{i, n}^{f}\right|+\frac{\varepsilon}{2} . \tag{4.33}
\end{equation*}
$$

Thus

$$
\begin{align*}
P\left[\mathcal{W}_{1}\left(\Psi^{(R)}\left(\mu_{n-1}^{N}\right), \mu_{n, R}^{N}\right)>\varepsilon\right] & \leq E\left[P\left[\left.\max _{f \in \mathcal{F}_{R, 1}^{\frac{E}{s}\left(\mathbb{B}_{R}(0)\right)}}\left|\frac{1}{N} \sum_{i=1}^{N} Z_{i, n}^{f}\right|>\frac{\varepsilon}{2} \right\rvert\, \mathcal{F}_{n-1}^{N}\right]\right] \\
& \leq E \sum_{f \in \mathcal{F}_{R, 1}^{\left.\frac{\varepsilon}{f}, \mathbb{B}_{R}(0)\right)}} P\left[\left.\left|\frac{1}{N} \sum_{i=1}^{N} Z_{i, n}^{f}\right|>\frac{\varepsilon}{2} \right\rvert\, \mathcal{F}_{n-1}^{N}\right] . \tag{4.34}
\end{align*}
$$

Since $f \in \operatorname{Lip}_{1}^{0}\left(\mathbb{B}_{R}(0)\right),\left|Z_{i, n}^{f}\right| \leq 2 R$. So by the Azuma - Hoeffding inequality,

$$
\begin{align*}
P\left[\mathcal{W}_{1}\left(\Psi^{(R)}\left(\mu_{n-1}^{N}\right), \mu_{n, R}^{N}\right)>\epsilon\right] & \leq\left|\mathcal{F}_{R, 1}^{\frac{\varepsilon}{4}}\left(\mathbb{B}_{R}(0)\right)\right| \max _{f \in \mathcal{F}_{R, 1}^{\frac{2}{2}}\left(\mathbb{B}_{R}(0)\right)} E\left(P\left[\left.\left|\frac{1}{N} \sum_{i=1}^{N} Z_{i, n}^{f}\right|>\frac{\varepsilon}{2} \right\rvert\, \mathcal{F}_{n-1}^{N}\right]\right) \\
& \leq\left|\mathcal{F}_{R, 1}^{\frac{\varepsilon}{4}}\left(\mathbb{B}_{R}(0)\right)\right| 2 e^{-\frac{N \varepsilon^{2}}{32 R^{2}}} \\
& \leq 2\left|\mathcal{F}_{R, 1}^{\frac{\varepsilon}{4}}\left([-R, R]^{d}\right)\right| e^{-\frac{N \varepsilon^{2}}{32 R^{2}}} \tag{4.35}
\end{align*}
$$

From Lemma A.1(b) we have the following estimate

$$
\begin{equation*}
P\left[\mathcal{W}_{1}\left(\Psi^{(R)}\left(\mu_{n-1}^{N}\right), \mu_{n, R}^{N}\right)>\varepsilon\right] \leq \max \left\{2, \frac{16 R}{3 \varepsilon}(2 \sqrt{d}+1) 3^{\left.\frac{8 R}{\varepsilon}(\sqrt{d}+1)\right]^{d}}\right\} e^{-\frac{N \varepsilon^{2}}{3 R^{2}}} \tag{4.36}
\end{equation*}
$$

Thus there exist $k_{1}, k_{2} \in(0, \infty)$ such that for all $n, N \in \mathbb{N}, R>0, \varepsilon>0$

$$
\begin{equation*}
P\left[\mathcal{W}_{1}\left(\Psi^{(R)}\left(\mu_{n-1}^{N}\right), \mu_{n, R}^{N}\right)>\varepsilon\right] \leq k_{2}\left[e^{k_{1}(R / \varepsilon)^{d}} \vee 1\right] e^{-\frac{N \varepsilon^{2}}{32 R^{2}}} . \tag{4.37}
\end{equation*}
$$

For the first term in the right hand side of (4.32) we make use of the observation that if for $i=1, \cdots N, U^{i}, V^{i}$ are $\mathbb{R}^{d}$ valued random variables distributed according to $\lambda_{U}^{i}, \lambda_{V}^{i}$ respectively then

$$
\mathcal{W}_{1}\left(\frac{1}{N} \sum_{i=1}^{N} \lambda_{U}^{i}, \frac{1}{N} \sum_{i=1}^{N} \lambda_{V}^{i}\right) \leq \frac{1}{N} \sum_{i=1}^{N} E\left|U^{i}-V^{i}\right| .
$$

Thus

$$
\begin{aligned}
\mathcal{W}_{1}\left(\Psi^{(R)}\left(\mu_{n-1}^{N}\right), \Psi\left(\mu_{n-1}^{N}\right)\right) & =\mathcal{W}_{1}\left(\frac{1}{N} \sum_{i=1}^{N}\left(\delta_{X_{n-1}^{i, N}} P^{\mu_{n-1}^{N}}\right)_{R}, \frac{1}{N} \sum_{i=1}^{N} \delta_{X_{n-1}^{i, N}} P^{\mu_{n-1}^{N}}\right) \\
& \leq \frac{1}{N} \sum_{i=1}^{N} E\left[\left|X_{n}^{i, N}-Z_{n}^{i}\right| \mid \mathcal{F}_{n-1}^{N}\right] .
\end{aligned}
$$

Using the definition of $\left\{Z_{n}^{i}\right\}$ we see

$$
\begin{align*}
\frac{1}{N} \sum_{i=1}^{N} E\left[\left|X_{n}^{i, N}-Z_{n}^{i}\right| \mid \mathcal{F}_{n-1}^{N}\right] & =\frac{1}{N} \sum_{i=1}^{N} E\left[\left|X_{n}^{i, N}-Y_{n}^{i}\right| 1_{\left|X_{n}^{i, N}\right|>R} \mid \mathcal{F}_{n-1}^{N}\right] \\
& \leq \frac{2}{N} \sum_{i=1}^{N} E\left[\left|X_{n}^{i, N}\right| 1_{\left|X_{n}^{i, N}\right|>R} \mid \mathcal{F}_{n-1}^{N}\right] \tag{4.38}
\end{align*}
$$

From (4.18) we have that $B_{n}^{\alpha}:=E\left|X_{n}^{i, N}\right|^{1+\alpha}$ satisfies

$$
B_{n}^{\alpha} \leq \kappa_{1} E\left|X_{0}^{i, N}\right|^{1+\alpha}+\frac{\kappa_{2}}{1-\kappa_{1}}=B(\alpha) .
$$

Thus

$$
\begin{align*}
P\left[\mathcal{W}_{1}\left(\Psi^{(R)}\left(\mu_{n-1}^{N}\right), \Psi\left(\mu_{n-1}^{N}\right)\right)>\varepsilon\right] & \leq \frac{1}{\varepsilon} E \frac{1}{N} \sum_{i=1}^{N} E\left[\left|X_{n}^{i, N}-Y_{n}^{i}\right| 1_{\left|X_{n}^{i, N}\right|>R} \mid \mathcal{F}_{n-1}^{N}\right] \\
& \leq \frac{2}{\varepsilon} E\left\{\left|X_{n}^{i, N}\right| 1_{\left|X_{n}^{i, N}\right|>R}\right\} \\
& \leq \frac{2 R^{-\alpha}}{\varepsilon} B_{n}^{\alpha} \leq \frac{2 R^{-\alpha}}{\varepsilon} B(\alpha) . \tag{4.39}
\end{align*}
$$

The third term in (4.32) can be treated similarly. Indeed, note that

$$
\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n, R}^{N}\right) \leq \frac{1}{N} \sum_{i=1}^{N}\left|X_{n}^{i, N}-Z_{n}^{i}\right|=\frac{1}{N} \sum_{i=1}^{N}\left|X_{n}^{i, N}-Y_{i}^{n}\right| 1_{\left|X_{n}^{i, N}\right|>R} .
$$

Thus using the bound for the right side of the first line in (4.39) we have that

$$
\begin{align*}
P\left(\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n, R}^{N}\right)>\varepsilon\right) & \leq \frac{1}{\varepsilon} E \frac{1}{N} \sum_{i=1}^{N} E\left[\left|X_{n}^{i, N}-Y_{i}^{n}\right| 1_{\left|X_{n}^{i, N}\right|>R} \mid \mathcal{F}_{n-1}^{N}\right] \\
& \leq \frac{2 R^{-\alpha}}{\varepsilon} B(\alpha) . \tag{4.40}
\end{align*}
$$

Using (4.37), (4.39) and (4.40) in (4.32) we have

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \Psi\left(\mu_{n-1}^{N}\right)\right)>\varepsilon\right] \leq k_{2}\left[e^{k_{1}(3 R / \varepsilon)^{d}} \vee 1\right] e^{-\frac{N \varepsilon^{2}}{288 R^{2}}}+\frac{12 R^{-\alpha}}{\varepsilon} B(\alpha) .
$$

Letting $k_{3}=3^{d} \cdot 576 k_{1}, k_{4}=1 / 576$ and $k_{5}=\max \left\{k_{2}, 12 B(\alpha)\right\}$, we have that

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \Psi\left(\mu_{n-1}^{N}\right)\right)>\varepsilon\right] \leq k_{5}\left(e^{-\frac{k_{4} N \varepsilon^{2}}{R^{2}}}+\frac{R^{-\alpha}}{\varepsilon}\right)
$$

for all $N \geq \max \left\{1, k_{3}\left(\frac{R}{\varepsilon}\right)^{d+2}\right\}$. This completes the proof of the lemma.

### 4.7. Proof of Theorem 3.8

We will proceed as in Section 4.6 by first first giving a concentration bound for $\mathcal{W}_{1}\left(\mu_{n}^{N}, \Psi\left(\mu_{n-1}^{N}\right)\right)$ for each fixed $n$ and then combining it with (4.19) in order to obtain a uniform in $n$ estimate. We begin by observing that from Assumption 6 it follows that there is a $\alpha_{0} \in(0, \alpha]$ and $c_{2} \in(0, \infty)$ such that for all $\alpha_{1} \in\left[0, \alpha_{0}\right]$

$$
\begin{equation*}
\mathcal{E}_{1}\left(\alpha_{1}\right):=\int e^{\alpha_{1} D_{1}(z)} \theta(d z) \leq e^{c_{2} \alpha_{1}} \tag{4.41}
\end{equation*}
$$

Lemma 4.6. Suppose Assumptions 3 and 6 hold. Let $\gamma_{0}$ be as in Theorem 3.8. Then for all $\delta \in\left[0, \min \left\{a_{0}-\gamma_{0}, \frac{1-e^{\omega}}{2 M}\right\}\right)$ and $\alpha_{1} \in\left[0, \alpha_{0}\right]$

$$
\sup _{n \geq 0} \sup _{N \geq 1} E e^{\alpha_{1}\left|X_{n}^{1, N}\right|}<\infty .
$$

Proof. Note that for $n \geq 1$

$$
\left|X_{n}^{i, N}\right| \leq e^{-\omega}\left|X_{n-1}^{i, N}\right|+\delta M\left(\left|X_{n-1}^{i, N}\right|+\left\|\mu_{n-1}^{N}\right\|_{1}\right)+\delta D_{1}\left(\varepsilon_{n}^{i}\right)
$$

Using Holder's inequality and taking expectations, for all $\alpha_{1} \in\left[0, \alpha_{0}\right]$

$$
\begin{aligned}
E e^{\alpha_{1} \mid X_{n}^{i, N}} \mid & \leq E \exp \left\{\alpha_{1}\left(e^{-\omega}\left|X_{n-1}^{i, N}\right|+\delta M\left(\left|X_{n-1}^{i, N}\right|+\left\|\mu_{n-1}^{N}\right\|_{1}\right)+\delta D_{1}\left(\varepsilon_{n}^{i}\right)\right)\right\} \\
& \leq \mathcal{E}_{1}\left(\alpha_{1} \delta\right) E \exp \left\{\alpha_{1}\left(e^{-\omega}\left|X_{n-1}^{i, N}\right|+\delta M\left(\left|X_{n-1}^{i, N}\right|+\left\|\mu_{n-1}^{N}\right\|_{1}\right)\right)\right\} \\
& \leq \mathcal{E}_{1}\left(\alpha_{1} \delta\right) E \exp \left\{\alpha_{1}\left(e^{-\omega}+2 \delta M\right)\left|X_{n-1}^{i, N}\right|\right\},
\end{aligned}
$$

where the last inequality is from Jensen's inequality. Thus for all $\alpha_{1} \in\left[0, \alpha_{0}\right]$

$$
f_{n}\left(\alpha_{1}\right):=E \exp \left\{\alpha_{1}\left|X_{n}^{i, N}\right|\right\} \leq \mathcal{E}_{1}\left(\alpha_{1} \delta\right) f_{n-1}\left(\alpha_{1} \kappa_{1}\right),
$$

where by our assumption $\kappa_{1}=e^{-\omega}+2 \delta M \in(0,1)$. Iterating the above inequality we have for all $n \geq 1$

$$
f_{n}\left(\alpha_{1}\right) \leq f_{0}\left(\alpha_{1}\right) \prod_{j=0}^{n-1} \mathcal{E}_{1}\left(\alpha_{1} \delta \kappa_{1}^{j}\right) \leq f_{0}\left(\alpha_{1}\right) e^{c_{2} \alpha_{1} \delta \sum_{j=0}^{n-1} \kappa_{1}^{j}} \leq f_{0}\left(\alpha_{1}\right) e^{c_{2} \alpha_{1} \delta /\left(1-\kappa_{1}\right)}
$$

where the second inequality is a consequence of (4.41). The result follows.
The following lemma is proved in a manner similar to Lemma 4.5 so only a sketch is provided.

## Lemma 4.7. There exist $\tilde{a}_{1}, \tilde{a}_{2}, \tilde{a}_{3} \in(0, \infty)$ and, for each $\alpha_{1} \in\left[0, \alpha_{0}\right), \tilde{B}\left(\alpha_{1}\right) \in[0, \infty)$ such

 that for all $\varepsilon, R>0$ and $n \in \mathbb{N}$,$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \Psi\left(\mu_{n-1}^{N}\right)\right)>\varepsilon\right] \leq \tilde{a}_{3}\left(e^{-\tilde{a}_{2} \frac{N \varepsilon^{2}}{R^{2}}}+\tilde{B}\left(\alpha_{1}\right) \frac{e^{-\alpha_{1} R}}{\varepsilon}\right)
$$

for all $N \geq \max \left\{1, \tilde{a}_{1}\left(\frac{R}{\varepsilon}\right)^{d+2}\right\}$.

Proof. From Lemma 4.6 we have that for $\alpha_{1} \in\left[0, \alpha_{0}\right]$

$$
\begin{equation*}
\sup _{n \geq 0} \sup _{N \geq 1} \max _{\{1 \leq i \leq N\}} E e^{\alpha \mid X_{n}^{i, N}} \mid<\infty \tag{4.42}
\end{equation*}
$$

Next, as in the proof of Lemma 4.5, we will use (4.32). For the middle term on the right side of (4.32) we use the same bound as in (4.37). Now consider the first term in (4.32). From (4.38) we have that

$$
\begin{equation*}
P\left[\mathcal{W}_{1}\left(\Psi\left(\mu_{n-1}^{N}\right), \Psi\left(\mu_{n-1}^{N}\right)_{R}\right)>\varepsilon\right] \leq \frac{2}{\varepsilon} E\left(\left|X_{n}^{1, N}\right| 1_{\left|X_{n}^{1, N}\right|>R}\right) . \tag{4.43}
\end{equation*}
$$

From (4.42) it follows that for every $\alpha_{1} \in\left[0, \alpha_{0}\right)$

$$
\sup _{n \geq 0} \sup _{N \geq 1} \max _{\{1 \leq i \leq N\}} E\left(\left|X_{n}^{i, N}\right| e^{\alpha_{1} \mid X_{n}^{i, N}} \mid\right)=\tilde{B}\left(\alpha_{1}\right)<\infty .
$$

Applying Markov's inequality we now have for $\alpha_{1} \in\left[0, \alpha_{0}\right)$

$$
\begin{equation*}
P\left[\mathcal{W}_{1}\left(\Psi\left(\mu_{n-1}^{N}\right), \Psi\left(\mu_{n-1}^{N}\right)_{R}\right)>\varepsilon\right] \leq \frac{2}{\varepsilon} e^{-\alpha_{1} R} \tilde{B}\left(\alpha_{1}\right) . \tag{4.44}
\end{equation*}
$$

The third term in (4.32) is bounded similarly. Indeed, as in (4.40) we get for $\alpha_{1} \in[0, \alpha)$

$$
\begin{equation*}
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n, R}^{N}\right)>\varepsilon\right] \leq \frac{2}{\varepsilon} e^{-\alpha_{1} R} \tilde{B}\left(\alpha_{1}\right) \tag{4.45}
\end{equation*}
$$

Using (4.37), (4.44) and (4.45) in (4.32) we now have for $\alpha_{1} \in\left[0, \alpha_{0}\right)$

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \Psi\left(\mu_{n-1}^{N}\right)\right)>\varepsilon\right] \leq k_{2}\left[e^{k_{1}(3 R / \varepsilon)^{d}} \vee 1\right] e^{-\frac{N \varepsilon^{2}}{288 R^{2}}}+\frac{12 e^{-\alpha_{1} R}}{\varepsilon} \tilde{B}\left(\alpha_{1}\right)
$$

Thus with $k_{3}, k_{4}$ as in the proof of Lemma 4.5 and $k_{5}=\max \left\{k_{2}, 12\right\}$ we have

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \Psi\left(\mu_{n-1}^{N}\right)\right)>\varepsilon\right] \leq k_{5}\left(e^{-\frac{k_{4} N \varepsilon^{2}}{R^{2}}}+\tilde{B}\left(\alpha_{1}\right) \frac{e^{-\alpha_{1} R}}{\varepsilon}\right)
$$

for all $N \geq \max \left\{1, k_{3}\left(\frac{R}{\varepsilon}\right)^{d+2}\right\}$. The result follows.
We now complete the proof of Theorem 3.8.

### 4.7.1. Proof of Theorem 3.8.

Fix $\alpha_{1} \in\left[0, \alpha_{0}\right)$. Following the steps in the proof of (4.29), with $\vartheta, \beta$ as in Theorem 3.7, we have from Lemma 4.7, for all $N \geq \tilde{a}_{1}\left(\frac{R}{\beta}\right)^{d+2} \vee 1$ and $k=1, \cdots, n$

$$
\begin{equation*}
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq \tilde{a}_{3} \sum_{i=0}^{\infty} e^{-\tilde{a}_{2} \frac{N \beta^{2} \vartheta^{2 i}}{R^{2}}}+\frac{\tilde{a}_{3} \tilde{B}\left(\alpha_{1}\right) e^{-\alpha_{1} R} \vartheta}{\beta(\vartheta-1)}+P\left[\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>\gamma \vartheta^{n} \varepsilon\right] . \tag{4.46}
\end{equation*}
$$

As before for fixed $N \geq 1$ choose $R=\frac{\gamma \varepsilon N^{1 / d+2}}{\tilde{a}_{1}^{1 / d+2}}$. Then (4.30) holds for all such $N, R$ with $a_{2}$ replaced by $\tilde{a}_{2}$. Let $N_{0} \geq 1$ be large enough so that for all $N \geq N_{0}$, (4.31) holds with ( $a_{1}, a_{2}$ ) replaced by ( $\tilde{a}_{1}, \tilde{a}_{2}$ ). Then letting

$$
\tilde{a}_{4}=\tilde{a}_{3}\left(m_{0}(\vartheta)+2\right), \quad \tilde{a}_{5}=\tilde{a}_{2} \tilde{a}_{1}^{\frac{2}{d+2}} \vartheta^{2}, \quad \tilde{a}_{6}=\frac{\tilde{a}_{3} \vartheta}{\gamma(\vartheta-1)} \tilde{B}\left(\alpha_{1}\right), \quad \tilde{a}_{7}=\frac{\alpha_{1} \gamma}{\tilde{a}_{1}^{1 / d+2}}
$$

we have for all $N \geq N_{0}$

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq \tilde{a}_{4} e^{-\tilde{a}_{5} N^{\frac{d}{d+2}}}+\tilde{a}_{6} \varepsilon^{-1} \exp \left(-\tilde{a}_{7} \varepsilon N^{\frac{1}{d+2}}\right)+P\left[\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>\gamma \vartheta^{n} \varepsilon\right] .
$$

Note that $\varepsilon^{-1} \exp \left(-\tilde{a}_{7} \varepsilon N^{\frac{1}{d+2}}\right)<\exp \left(-\frac{\tilde{a}_{7}}{2} \varepsilon N^{\frac{1}{d+2}}\right)$ if $N>\left(\frac{2}{\tilde{a}_{7}}\right)^{d+2}\left(\frac{1}{\varepsilon} \log ^{+} \frac{1}{\varepsilon}\right)^{d+2}$.
Consider now the case $d>1$. Then, taking $L_{1}=\max \left\{\left(\frac{2}{\tilde{a}_{7}}\right)^{d+2}, N_{0}\right\}, L_{2}=\tilde{a}_{4}+\tilde{a}_{6}, L_{3}=$ $\min \left\{\tilde{a}_{5}, \tilde{a}_{7} / 2\right\}$, we have for all $N \geq L_{1} \max \left\{\left(\frac{1}{\varepsilon} \log ^{+} \frac{1}{\varepsilon}\right)^{d+2}, \varepsilon^{(d+2) /(d-1)}\right\}$

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq L_{2} e^{-L_{3} \varepsilon N^{1 / d+2}}+P\left[\mathcal{W}_{1}\left(\mu_{0}^{N}, \mu_{0}\right)>\gamma \vartheta^{n} \varepsilon\right] .
$$

This proves the theorem for the case $d>1$. Finally for $d=1$, with the same choice of $L_{1}, L_{2}, L_{3}$, we have for all $N \geq L_{1} \max \left\{\left(\frac{1}{\varepsilon} \log ^{+} \frac{1}{\varepsilon}\right)^{d+2}, 1\right\}$

$$
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] \leq L_{2} e^{-L_{3}(\varepsilon \wedge 1) N^{1 / d+2}}
$$

The result follows.

### 4.8. Proof of Theorem 3.9.

In order to prove the theorem we will introduce an auxiliary sequence $\left\{Y_{n}^{i, N}, i=1, \cdots N\right\}_{n \geq 0}$ such that for each $n,\left\{Y_{n}^{i, N}\right\}_{i=1}^{N}$ are i.i.d. We will then employ results from [4] and [5] in order to give a uniform (in $k$ ) concentration bound for $\mathcal{W}_{1}\left(\eta_{k}^{N}, \mu_{k}\right)$, where $\eta_{k}^{N}$ is the empirical measure $\frac{1}{N} \sum_{k=1}^{N} \delta_{Y_{k}^{i, N}}$. Finally we will obtain the desired concentration estimate on $\mathcal{W}_{1}\left(\mu_{k}^{N}, \mu_{k}\right)$ by making use of Lemma 4.8 below. We begin by introducing our auxiliary system.

### 4.8.1. An Auxiliary System.

Consider the collection of $\mathbb{R}^{d}$ valued random variables $\left\{Y_{n}^{i, N}, i=1, \ldots, N\right\}_{n \geq 0}$ defined as follows.

$$
\begin{align*}
Y_{n+1}^{i, N} & =A Y_{n}^{i, N}+\delta f\left(Y_{n}^{i, N}, \mu_{n}, \epsilon_{n+1}^{i}\right), n \geq 0 \\
Y_{0}^{i, N} & =X_{0}^{i, N} . \tag{4.47}
\end{align*}
$$

Note that for each $n$, $\left\{Y_{n}^{i, N}\right\}_{i=1}^{N}$ are i.i.d. In fact, since $\mathcal{L}\left(\left\{X_{0}^{i, N}\right\}_{i=1, \ldots N}\right)=\mu_{0}^{\otimes N}$, we have $\mathcal{L}\left(\left\{Y_{n}^{i, N}\right\}_{i=1, \ldots N}\right)=\mu_{n}^{\otimes N}$. Let $\eta_{n}^{N}:=\frac{1}{N} \sum_{i=1}^{N} \delta_{Y_{n}^{i, N}}$. The following lemma will give a useful relation between $\mathcal{W}_{1}\left(\eta_{n}^{N}, \mu_{n}\right)$ and $\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)$.
Lemma 4.8. Suppose Assumptions 3 and 6 hold. Let $\chi_{2}=e^{-\omega}+2 \delta M$. Then for every $n \geq 0$ and $N \geq 1$

$$
\begin{equation*}
\mathcal{W}_{1}\left(\mu_{n+1}^{N}, \mu_{n+1}\right) \leq \mathcal{W}_{1}\left(\eta_{n+1}^{N}, \mu_{n+1}\right)+\delta M \sum_{k=0}^{n} \chi_{2}^{n-k} \mathcal{W}_{1}\left(\eta_{k}^{N}, \mu_{k}\right) \tag{4.48}
\end{equation*}
$$

Proof: Since by Assumption $6 D(\epsilon) \leq M$, we have for each $i=1, \ldots, N$

$$
\begin{aligned}
\left|X_{n+1}^{i, N}-Y_{n+1}^{i, N}\right| & \leq e^{-\omega}\left|X_{n}^{i, N}-Y_{n}^{i, N}\right|+\delta M\left\{\left|X_{n}^{i, N}-Y_{n}^{i, N}\right|+\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)\right\} \\
& =\left(e^{-\omega}+\delta M\right)\left|X_{n}^{i, N}-Y_{n}^{i, N}\right|+\delta M \mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)
\end{aligned}
$$

Thus

$$
\begin{equation*}
\left|X_{n+1}^{i, N}-Y_{n+1}^{i, N}\right| \leq \delta M \sum_{k=0}^{n}\left(e^{-\omega}+\delta M\right)^{n-k} \mathcal{W}_{1}\left(\mu_{k}^{N}, \mu_{k}\right) \tag{4.49}
\end{equation*}
$$

Now note that

$$
\mathcal{W}_{1}\left(\eta_{n+1}^{N}, \mu_{n+1}^{N}\right) \leq \frac{1}{N} \sum_{i=1}^{N}\left|X_{n+1}^{i, N}-Y_{n+1}^{i, N}\right| \leq \delta M \sum_{k=0}^{n}\left(e^{-\omega}+\delta M\right)^{n-k} \mathcal{W}_{1}\left(\mu_{k}^{N}, \mu_{k}\right)
$$

Using triangle inequality
$\mathcal{W}_{1}\left(\eta_{n+1}^{N}, \mu_{n+1}^{N}\right) \leq \delta M \sum_{k=0}^{n}\left(e^{-\omega}+\delta M\right)^{n-k} \mathcal{W}_{1}\left(\eta_{k}^{N}, \mu_{k}^{N}\right)+\delta M \sum_{k=0}^{n}\left(e^{-\omega}+\delta M\right)^{n-k} \mathcal{W}_{1}\left(\eta_{k}^{N}, \mu_{k}\right)$.

Applying Lemma A. 3 with

$$
a_{n}=\chi_{1}^{-n} \mathcal{W}_{1}\left(\eta_{n}^{N}, \mu_{n}^{N}\right), b_{n}=\frac{\delta M}{\chi_{1}} \sum_{k=0}^{n-1} \chi_{1}^{-k} \mathcal{W}_{1}\left(\eta_{k}^{N}, \mu_{k}\right), c_{n}=\frac{\delta M}{\chi_{1}}, n \geq 0
$$

where $\chi_{1}:=e^{-\omega}+\delta M$, we have

$$
\begin{align*}
\chi_{1}^{-(n+1)} \mathcal{W}_{1}\left(\eta_{n+1}^{N}, \mu_{n+1}^{N}\right) & \leq b_{n+1}+\sum_{k=0}^{n}\left(\frac{\delta M}{\chi_{1}}\right)^{2} \sum_{i=0}^{k-1} \chi_{1}^{-i} \mathcal{W}_{1}\left(\eta_{i}^{N}, \mu_{i}\right)\left(1+\frac{\delta M}{\chi_{1}}\right)^{n-k} \\
& =b_{n+1}+\sum_{i=0}^{n} \sum_{k=i+1}^{n}\left(\frac{\delta M}{\chi_{1}}\right)^{2}\left(1+\frac{\delta M}{\chi_{1}}\right)^{n-k} \chi_{1}^{-i} \mathcal{W}_{1}\left(\eta_{i}^{N}, \mu_{i}\right) \\
& =b_{n+1}+\sum_{i=0}^{n}\left(\frac{\delta M}{\chi_{1}}\right)^{2} \chi_{1}^{-i} \cdot \mathcal{W}_{1}\left(\eta_{i}^{N}, \mu_{i}\right) \sum_{m=0}^{n-i-1}\left(1+\frac{\delta M}{\chi_{1}}\right)^{m} \\
& =b_{n+1}+\sum_{i=0}^{n}\left(\frac{\delta M}{\chi_{1}}\right) \chi_{1}^{-i} \mathcal{W}_{1}\left(\eta_{i}^{N}, \mu_{i}\right)\left[\left(1+\frac{\delta M}{\chi_{1}}\right)^{n-i}-1\right] . \tag{4.50}
\end{align*}
$$

Simplifying (4.50) one gets

$$
\begin{aligned}
\mathcal{W}_{1}\left(\eta_{n+1}^{N}, \mu_{n+1}^{N}\right) & \leq \delta M \sum_{k=0}^{n} \chi_{1}^{n-k} \mathcal{W}_{1}\left(\eta_{k}^{N}, \mu_{k}\right)+\sum_{k=0}^{n} \delta M \chi_{1}^{n-k} \mathcal{W}_{1}\left(\eta_{k}^{N}, \mu_{k}\right)\left[\left(1+\frac{\delta M}{\chi_{1}}\right)^{n-k}-1\right] \\
& =\delta M \sum_{k=0}^{n}\left(\chi_{1}+\delta M\right)^{n-k} \mathcal{W}_{1}\left(\eta_{k}^{N}, \mu_{k}\right)
\end{aligned}
$$

The result now follows by an application of triangle inequality.

### 4.8.2. Transportation inequalities.

Proof of Theorem 3.9 is based on certain results from [4] and [5] which we summarize in this section. We begin with the definition of a 'transportation inequality'. Recall that given $\mu, \nu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$, the relative entropy of $\nu$ with respect to $\mu$ is defined as

$$
R(\nu \| \mu)=\left\{\begin{array}{cl}
\int_{\mathbb{R}^{d}}\left(\log \frac{d \nu}{d \mu}\right) d \nu & \text { when } \nu \ll \mu, \\
\infty & \text { otherwise }
\end{array}\right.
$$

Define $\ell:[0, \infty) \rightarrow[0, \infty)$ as $\ell(x)=x \log x-x+1$.
Definition 4.1. Let $\alpha:[0, \infty) \rightarrow \mathbb{R}$ be a convex, increasing left continuous function such that $\alpha(0)=0$. We say $\nu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ satisfies a $\alpha(\mathcal{T})$ inequality if for all $\tilde{\nu} \in \mathcal{P}\left(\mathbb{R}^{d}\right)$

$$
\alpha\left(\mathcal{W}_{1}(\nu, \tilde{\nu})\right) \leq R(\tilde{\nu} \| \nu)
$$

The following result is established in [4].
Theorem 4.9. Suppose that $\nu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ satisfies a $\alpha(\mathcal{T})$ inequality and suppose that there is $\zeta>0$ such that $\int_{\mathbb{R}^{d}} e^{\zeta|x|} \nu(d x) \leq 2$. Let $L_{N}=\frac{1}{N} \sum_{i=1}^{N} \delta_{Z_{i}}$ where $Z_{i}$ are i.i.d. with common distribution $\nu$. Then for $t>0$

$$
P\left(\mathcal{W}_{1}\left(L_{N}, \nu\right) \geq t\right) \leq \exp \left\{-N \alpha\left(\frac{t}{2}-\Gamma\left(\mathcal{C}_{t}, N\right)\right)\right\}
$$

where

$$
\begin{equation*}
\left.\Gamma\left(\mathcal{C}_{t}, N\right)\right)=\inf _{\lambda>0}\left\{\frac{1}{\lambda} \log \mathcal{C}_{t}+N \alpha^{*}\left(\frac{\lambda}{N}\right)\right\}, \tag{4.51}
\end{equation*}
$$

$\alpha^{*}: \mathbb{R} \rightarrow[0, \infty)$ is defined as

$$
\begin{align*}
\alpha^{*}(s) & =\sup _{t \geq 0}\{s t-\alpha(t)\} 1_{[0, \infty)}(s), s \in \mathbb{R}, \\
\mathcal{C}_{t} & =2\left(1+\psi\left(\frac{32}{\zeta t}\right)\right) 2^{c_{d}\left(\psi\left(\frac{32}{\zeta t}\right)\right)^{d}}, \tag{4.52}
\end{align*}
$$

$\psi(x)=x \log (2 \ell(x)), x \geq 0$ and $c_{d}$ is a positive scaler depending only on $d$.

The following result is from [5].
Theorem 4.10. Let $\nu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$. Suppose that $\int_{\mathbb{R}^{d}} e^{\alpha_{0}|x|} d \nu(x)<\infty$ for some $\alpha_{0}>0$. Then $\nu$ satisfies $\alpha(\mathcal{T})$ inequality with

$$
\begin{equation*}
\alpha(t)=\left(\sqrt{\frac{t}{C}+\frac{1}{4}}-\frac{1}{2}\right)^{2}, t \geq 0 \tag{4.53}
\end{equation*}
$$

for any

$$
C>2 \inf _{x_{0} \in \mathbb{R}^{d}, \tilde{\alpha}>0} \frac{1}{\tilde{\alpha}}\left(\frac{3}{2}+\log \int_{\mathbb{R}^{d}} e^{\tilde{\alpha}\left|x-x_{0}\right|} d \nu(x)\right) .
$$

### 4.8.3. Exponential Integrability.

Transportation inequalities presented in Section 4.8.2 require exponential integrability of the underlying measure. In this section we show that under Assumption 6 the desired integrability properties hold.

Lemma 4.11. Suppose that Assumption 6 holds and that $\delta \in\left(0, \frac{1-e^{-\omega}}{2 M}\right)$. Then $\kappa_{1}=\left(e^{-\omega}+\right.$ $2 \delta M) \in(0,1)$ and for all $\alpha_{1} \in\left[0, \alpha_{0}\right]$

$$
\sup _{n \geq 0} \int_{\mathbb{R}^{d}} e^{\alpha_{1}|x|} \mu_{n}(d x) \leq\left(\int e^{\alpha_{1}|x|} \mu_{0}(d x)\right) \exp \left\{\frac{c_{2} \alpha_{1}}{1-\kappa_{1}}\right\} .
$$

Proof. The property that $\kappa_{1} \in(0,1)$ is an immediate consequence of assumptions on $\delta$. Let $f_{n}\left(\alpha_{1}\right):=\int e^{\alpha_{1}|x|} \mu_{n}(d x)$.

From (4.1) and the condition $D(\epsilon) \leq M$ we have

$$
\begin{equation*}
\left|X_{n+1}\right| \leq e^{-\omega}\left|X_{n}\right|+\delta M\left(\left|X_{n}\right|+\|\left.\mu_{n}\right|_{1}\right)+\delta D_{1}\left(\epsilon_{n+1}\right) . \tag{4.54}
\end{equation*}
$$

Using Holder's inequality and taking exponentials we get

$$
\begin{align*}
f_{n+1}\left(\alpha_{1}\right)=E e^{\alpha_{1}\left|X_{n+1}\right|} & \leq E e^{\alpha_{1}\left[e^{-\omega}\left|X_{n}\right|+\delta M\left(\left|X_{n}\right|+\left\|\mu_{n}\right\|_{1}\right)+\delta D_{1}\left(\epsilon_{n+1}\right)\right]} \\
& =\mathcal{E}_{1}\left(\alpha_{1} \delta\right) E e^{\alpha_{1}\left(e^{-\omega}+\delta M\right)\left|X_{n}\right|+\delta M\left\|\mu_{n}\right\|_{1}} . \tag{4.55}
\end{align*}
$$

From Jensen's inequality we have $\left\|\mu_{n}\right\|_{1} \leq E\left|X_{n}\right|$. Applying Jensen's inequality again to the function $x \mapsto \exp \left\{\alpha_{1} \delta M x\right\}$ we have

$$
\begin{equation*}
f_{n+1}\left(\alpha_{1}\right) \leq \mathcal{E}_{1}\left(\alpha_{1} \delta\right) E\left[e^{\alpha_{1}\left(e^{-\omega}+\delta M\right)\left|X_{n}\right|}\right] E\left[e^{\alpha_{1} \delta M\left|X_{n}\right|}\right] . \tag{4.56}
\end{equation*}
$$

Note that for any two non-decreasing, non-negative functions $f, g$ on $\mathbb{R}$ and any $\pi \in \mathcal{P}(\mathbb{R})$,

$$
\int f(x) g(x) \mu(d x) \geq \int f(x) \pi(d x) \int g(y) \pi(d y) .
$$

Using this inequality in the above display yields the following recursion

$$
f_{n+1}\left(\alpha_{1}\right) \leq \mathcal{E}_{1}\left(\alpha_{1} \delta\right) E\left[e^{\alpha_{1}\left(e^{-\omega}+2 \delta M\right)\left|X_{n}\right|}\right]=\mathcal{E}_{1}\left(\alpha_{1} \delta\right) f_{n}\left(\alpha_{1} \kappa_{1}\right) .
$$

Iterating the above inequality we have, for all $n \geq 0$,

$$
f_{n+1}\left(\alpha_{1}\right) \leq f_{0}\left(\alpha_{1}\right) \prod_{j=0}^{n} \mathcal{E}_{1}\left(\alpha_{1} \delta \kappa_{1}^{j}\right) .
$$

Thus using (4.41) we see

$$
f_{n+1}\left(\alpha_{1}\right) \leq f_{0}\left(\alpha_{1}\right) \prod_{j=0}^{n} \exp \left\{c_{2}\left(\alpha_{1} \delta \kappa_{1}^{j}\right)\right\} \leq f_{0}\left(\alpha_{1}\right) \exp \left\{c_{2} \alpha_{1} \sum_{j=0}^{\infty} \kappa_{1}^{j}\right\} .
$$

The result follows.

### 4.9. Uniform Concentration Bounds for $\left\{\eta_{n}^{N}\right\}$.

In this section we will give, using results of Sections 4.8.2 and 4.8.3, uniform concentration bounds for $\left\{\eta_{n}^{N}\right\}_{n \geq 1}$ as $N \rightarrow \infty$.
Lemma 4.12. Suppose that Assumption 6 holds and $\delta \in\left(0, \frac{1-e^{-\omega}}{2 M}\right)$. Then the following hold.
(1) There exists a $\zeta_{0} \in(0, \infty)$ such that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}_{0}} \int_{\mathbb{R}^{d}} e^{\zeta_{0}|x|} \mu_{n}(d x) \leq 2 \tag{4.57}
\end{equation*}
$$

and for all $n \in \mathbb{N}_{0}$, $\mu_{n}$ satisfies a $\alpha(\mathcal{T})$ inequality with $\alpha$ as in (4.53) and with

$$
C \geq C_{0}=2 \sqrt{2} \frac{1}{\zeta_{0}}\left(\frac{3}{2}+\log 2\right)
$$

(2) For all $t>0$ and $n \in \mathbb{N}_{0}$

$$
P\left(\mathcal{W}_{1}\left(\eta_{n}^{N}, \mu_{n}\right) \geq t\right) \leq \exp \left\{-N \alpha_{0}\left(\frac{t}{2}-\Gamma_{0}\left(\mathcal{C}_{t}^{0}, N\right)\right)\right\}
$$

where $\alpha_{0}$ is defined by the right side in (4.53) with $C$ replaced with $C_{0}, \Gamma_{0}$ is defined by the right side of $(4.51)$ with $\alpha^{*}$ replaced by $\alpha_{0}^{*}$ and $\mathcal{C}_{t}^{0}$ is as in (4.52) with $\zeta$ replaced with $\zeta_{0}$.
(3) There exist $N_{1} \in \mathbb{N}$ and $L_{1} \in(0, \infty)$ such that for all $t \in\left[\frac{C_{0}}{2}, \infty\right), n \in \mathbb{N}_{0}$ and $N \geq N_{1}$

$$
P\left(\mathcal{W}_{1}\left(\eta_{n}^{N}, \mu_{n}\right) \geq t\right) \leq \exp \left(-L_{1} N t\right)
$$

(4) There exist $L_{2}, L_{3} \in(0, \infty)$ such that for all $t \in\left(0, \frac{C_{0}}{2}\right]$ and all $N \geq L_{3} \frac{\log C_{t}}{t^{2}}$.

$$
P\left(\mathcal{W}_{1}\left(\eta_{n}^{N}, \mu_{n}\right) \geq t\right) \leq \exp \left(-L_{2} N t^{2}\right) .
$$

Proof. (1) Suppose that the statement in (4.57) fails to hold for any $\zeta_{0}>0$. Then there exist sequences $n_{k} \uparrow \infty$ and $\zeta_{k} \downarrow 0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} e^{\zeta_{k}|x|} \mu_{n_{k}}(d x)>2 \tag{4.58}
\end{equation*}
$$

From Lemma 4.11 it follows that $\left\{\mu_{n_{k}}, k \geq 1\right\}$ is tight. Suppose along a further subsequence $\mu_{n_{k}}$ converges to some measure $\mu_{0}$. Then sending $k \rightarrow \infty$ along this subsequence in (4.58) and using Lemma 4.11 once again we arrive at a contradiction. This proves the first statement in (1). The second statement in (1) is an immediate consequence of Theorem 4.10.
(2) This is immediate from part (1) and Theorem 4.9.
(3) It is easy to check that for all $t>0, N \in \mathbb{N}$ (see proof of Corollary 2.5 in [4])

$$
\Gamma_{0}\left(\mathcal{C}_{t}^{0}, N\right) \leq \frac{C_{0}}{\left(1+\frac{N}{\log C_{t}^{0}}\right)^{1 / 2}-1}
$$

Thus recalling the expression for $\mathcal{C}_{t}^{0}$ in (4.52) we see that $\lim _{N \rightarrow \infty} \sup _{t \geq C_{0} / 2} \Gamma_{0}\left(\mathcal{C}_{t}^{0}, N\right)=0$. Choose $N_{1} \in \mathbb{N}$ such that for all $N \geq N_{1}$ and $t \geq C_{0} / 2$

$$
\Gamma_{0}\left(\mathcal{C}_{t}^{0}, N\right) \leq \frac{C_{0}}{8} \leq \frac{t}{4} .
$$

Then for all $N \geq N_{1}$ and $t \geq C_{0} / 2$

$$
\alpha_{0}\left(\frac{t}{2}-\Gamma_{0}\left(\mathcal{C}_{t}^{0}, N\right)\right) \geq \frac{1}{4}\left(\left(1+\frac{t}{C_{0}}\right)^{1 / 2}-1\right)^{2} \geq \frac{1}{16} \frac{\left(t / C_{0}\right)^{2}}{\left(1+t / C_{0}\right)} \geq \frac{t}{48 C_{0}},
$$

where the second inequality follows on using the inequality

$$
\begin{equation*}
\sqrt{1+x}-1 \geq \frac{x}{2 \sqrt{1+x}}, x \geq 0 . \tag{4.59}
\end{equation*}
$$

Combining this with (2) completes the proof of (3).
(4) From the proof of Corollary 2.5 of [4] it follows that for $t \leq C_{0} / 2$

$$
\begin{equation*}
P\left(\mathcal{W}_{1}\left(\eta_{n}^{N}, \mu_{n}\right) \geq t\right) \leq A(N, t) \exp \left(-B_{1} N t^{2}\right) \tag{4.60}
\end{equation*}
$$

where $A(N, t)=\exp \left(\frac{N B_{2}}{\left(\left(1+N / \log \mathcal{C}_{t}^{0}\right)^{1 / 2}-1\right)^{2}}\right), B_{1}=(\sqrt{2}-1)^{2} /\left(2 C_{1}^{2}\right)$ and $B_{2}=4(\sqrt{2}-1)^{2}$.
From (4.59) note that if $N>\log \mathcal{C}_{t}^{0}$

$$
\left(\left(1+N / \log \mathcal{C}_{t}^{0}\right)^{1 / 2}-1\right)^{2} \geq \frac{N}{8 \log \mathcal{C}_{t}^{0}}
$$

Thus for all such $N, t, A(N, t) \leq \exp \left(8 B_{2} \log \mathcal{C}_{t}^{0}\right)$. Thus if additionally $N \geq \frac{16 B_{2} \log \mathcal{C}_{t}^{0}}{B_{1}} \frac{t^{2}}{}$, the right side of (4.60) is bounded above by $\exp \left(-B_{1} N t^{2} / 2\right)$. The result follows.

### 4.9.1. Proof of Theorem 3.9.

In this section we complete the proof of Theorem 3.9.

Fix $\gamma \in\left(0,1-e^{-w}\right)$. From (4.48), for any $\varepsilon>0$,

$$
\begin{align*}
P\left[\mathcal{W}_{1}\left(\mu_{n}^{N}, \mu_{n}\right)>\varepsilon\right] & \leq P\left[\mathcal{W}_{1}\left(\eta_{n}^{N}, \mu_{n}\right)>\gamma \varepsilon\right]+\sum_{i=0}^{n-1} P\left[\mathcal{W}_{1}\left(\eta_{i}^{N}, \mu_{i}\right) \geq \frac{\gamma \varepsilon}{\delta M}\left(\frac{1-\gamma}{\chi_{2}}\right)^{n-i}\right] \\
& =P\left[\mathcal{W}_{1}\left(\eta_{n}^{N}, \mu_{n}\right)>\gamma \varepsilon\right]+\sum_{i=1}^{n} P\left[\mathcal{W}_{1}\left(\eta_{n-i}^{N}, \mu_{n-i}\right) \geq \frac{\gamma \varepsilon}{\delta M} \vartheta^{i}\right] \\
& \equiv T_{1}+T_{2}, \tag{4.61}
\end{align*}
$$

where $\vartheta=\frac{1-\gamma}{\chi_{2}}$, which, in view of our assumption on $\delta$, is strictly larger than 1 . Let $i^{\varepsilon}=$ $\max \left\{i \geq 0: \frac{\varepsilon \gamma}{\delta M} \vartheta^{i}<\frac{C_{0}}{2}\right\}$. Then

$$
T_{2}=\sum_{i=1}^{i^{\varepsilon}} P\left[\mathcal{W}_{1}\left(\eta_{n-i}^{N}, \mu_{n-i}\right) \geq \frac{\gamma \varepsilon}{\delta M} \vartheta^{i}\right]+\sum_{i=i^{\varepsilon}+1}^{n} P\left[\mathcal{W}_{1}\left(\eta_{n-i}^{N}, \mu_{n-i}\right) \geq \frac{\gamma \varepsilon}{\delta M} \vartheta^{i}\right] .
$$

Note that since $\vartheta>1$ and $t \mapsto \frac{\mathcal{C}^{0}(t)}{t^{2}}$ is non-increasing, $N \geq L_{3} \frac{\log \mathcal{C}_{m_{\gamma}(\varepsilon)}^{0}}{m_{\gamma}^{2}(\varepsilon)}$ implies $N \geq$ $L_{3} \frac{\log \mathcal{C}_{m_{\gamma}(\varepsilon \vartheta i)}^{0}}{m_{\gamma}^{2}\left(\varepsilon \varepsilon^{i}\right)}$ for all $i \geq 0$ where $m_{\gamma}$ is as introduced in Remark 3.3. Therefore from Lemma 4.12(4), for all such $N$

$$
\sum_{i=1}^{i^{\varepsilon}} P\left[\mathcal{W}_{1}\left(\eta_{n-i}^{N}, \mu_{n-i}\right) \geq \frac{\gamma \varepsilon}{\delta M} \vartheta^{i}\right] \leq \sum_{i=1}^{i^{\varepsilon}} \exp \left\{-L_{2} N m_{\gamma}^{2}\left(\varepsilon \vartheta^{i}\right)\right\}
$$

Also, from Lemma 4.12(3), for all $N \geq N_{1}$,

$$
\sum_{i=i^{\varepsilon}+1}^{n} P\left[\mathcal{W}_{1}\left(\eta_{n-i}^{N}, \mu_{n-i}\right) \geq \frac{\gamma \varepsilon}{\delta M} \vartheta^{i}\right] \leq \sum_{i=i^{\varepsilon}+1}^{n} \exp \left\{-L_{1} N m_{\gamma}\left(\varepsilon \vartheta^{i}\right)\right\} .
$$

Combining these estimates and letting $N_{2}=\max \left\{N_{1}, L_{3}\right\}$ and $\tilde{\varsigma}_{1}(t)=\max \left\{1, \frac{\log \mathcal{C}_{m_{\gamma}(t)}^{0}}{m_{\gamma}^{2}(t)}\right\}$, we have for all $N \geq N_{2} \tilde{\varsigma}_{1}(\varepsilon)$

$$
T_{2} \leq 2 \sum_{i=1}^{\infty} \exp \left\{-L_{4} N\left(\varepsilon^{2} \wedge \varepsilon\right) \vartheta^{i}\right\}
$$

where $L_{4}=\min \left\{L_{2} \frac{\gamma^{2}}{M^{2}}, L_{1} \frac{\gamma}{M}\right\}$. Let $k_{0} \in \mathbb{N}$ be such that for all $k \geq k_{0}, \vartheta^{k} \geq k$. Then

$$
T_{2} \leq 2 k_{0} \exp \left\{-L_{4} N\left(\varepsilon^{2} \wedge \varepsilon\right)\right\}+2 \frac{\exp \left\{-L_{4} N\left(\varepsilon^{2} \wedge \varepsilon\right)\right\}}{1-\exp \left\{-L_{4} N\left(\varepsilon^{2} \wedge \varepsilon\right)\right\}}
$$

Noting that $1-\exp \left\{-L_{4} N\left(\varepsilon^{2} \wedge \varepsilon\right)\right\} \geq 1 / 2$ whenever $N \geq \frac{\log 2}{L_{4}}\left(\frac{1}{\varepsilon^{2}} \vee \frac{1}{\varepsilon}\right)$, we see that with $\varsigma_{1}^{*}(t)=\max \left\{1, \frac{\log \mathcal{C}_{m \gamma(t)}^{0}}{m_{\gamma}^{2}(t)}, \frac{1}{t^{2}}, \frac{1}{t}\right\}$ and $N_{3}=\max \left\{N_{1}, L_{3}, \frac{\log 2}{L_{4}}\right\}$

$$
\begin{equation*}
T_{2} \leq 2\left(k_{0}+2\right) \exp \left\{-L_{4} N\left(\varepsilon^{2} \wedge \varepsilon\right)\right\} \text { for all } N \geq N_{3} \varsigma_{1}^{*}(\varepsilon) . \tag{4.62}
\end{equation*}
$$

Also from Lemma 4.12, for all $N \geq N_{3} \max \left\{1, \frac{\log \mathcal{C}_{\gamma \varepsilon}^{0}}{\gamma^{2} \varepsilon^{2}}\right\}$

$$
\begin{equation*}
T_{1} \leq \exp \left\{-L_{5} N\left(\varepsilon^{2} \wedge \varepsilon\right)\right\}, \tag{4.63}
\end{equation*}
$$

where $L_{5}=\min \left\{\gamma^{2} L_{2}, \gamma L_{1}\right\}$. Using (4.62) and (4.63) in (4.61) we now get the desired result with $a_{1}=2\left(k_{0}+2\right)+1, a_{2}=\min \left\{L_{4}, L_{5}\right\}, N_{0}=N_{3}$ and $\varsigma_{1}(t)=\max \left\{\varsigma_{1}^{*}(t), \frac{\log \mathcal{C}_{\gamma t}^{0}}{\gamma^{2} t^{2}}\right\}$.

## Appendix

The first part of the following lemma is an immediate consequence of Ascoli-Arzela theorem where as the second follows from Lemma 5 in [11].
Lemma A.1. (a) For a compact set $K$ in $\mathbb{R}^{d}$ let $\mathcal{F}_{a, b}(K)$ be the space of functions $f: K \rightarrow \mathbb{R}$ such that $\sup _{x \in K}|f(x)| \leq a$ and $|f(x)-f(y)| \leq b|x-y|$ for all $x, y \in K$. Then for any $\epsilon>0$ there is a finite subset $\mathcal{F}_{a, b}^{\epsilon}(K)$ of $\mathcal{F}_{a, b}(K)$ such that for any signed measure $\mu$

$$
\sup _{f \in \mathcal{F}_{a, b}(K)}|\langle f, \mu\rangle| \leq \max _{g \in \mathcal{F}_{a, b}^{\epsilon}(K)}|\langle g, \mu\rangle|+\epsilon|\mu|_{T V} .
$$

(b) If $K=[-R, R]^{d}$ for some $R>0$, then $\mathcal{F}_{R, 1}^{\epsilon}(K)$ can be chosen such that

$$
\left|\mathcal{F}_{R, 1}^{\epsilon}(K)\right| \leq \max \left\{\frac{2(2 \sqrt{d}+1)}{3} \frac{R}{\epsilon} 3^{\left[\frac{2 R}{\epsilon}(\sqrt{d}+1)\right]^{d}}, 1\right\} .
$$

The next lemma is straightforward.
Lemma A.2. Let $P: \mathbb{R}^{d} \times \mathcal{B}\left(\mathbb{R}^{d}\right) \rightarrow[0,1]$ be a transition probability kernel. Fix $N \geq 1$ and let $y_{1}, y_{2}, \ldots, y_{N} \in \mathbb{R}^{d}$. Let $X_{1}, X_{2}, \ldots, X_{N}$ be independent random variables such that $\mathcal{L}\left(X_{i}\right)=\delta_{y_{i}} P$. Let $f \in B M\left(\mathbb{R}^{d}\right)$ and let $m_{0}^{N}=\frac{1}{N} \sum_{i=1}^{N} \delta_{y_{i}}, m_{1}^{N}=\frac{1}{N} \sum_{i=1}^{N} \delta_{X_{i}}$. Then

$$
E\left|\left\langle f, m_{1}^{N}-m_{0}^{N} P\right\rangle\right| \leq \frac{2\|f\|_{\infty}}{\sqrt{N}} .
$$

The following is a discrete version of Gronwall's lemma.
Lemma A.3. Let $\left\{a_{i}\right\}_{i=0}^{\infty},\left\{b_{i}\right\}_{i=0}^{\infty},\left\{c_{i}\right\}_{i=0}^{\infty}$ be non-negative sequences. Suppose that

$$
a_{n} \leq b_{n}+\sum_{k=0}^{n-1} c_{k} a_{k} \text { for all } n \geq 0
$$

Then

$$
a_{n} \leq b_{n}+\sum_{k=0}^{n-1}\left[c_{k} b_{k}\left(\prod_{j=k+1}^{n-1}\left(1+c_{j}\right)\right)\right] \quad \text { for all } n \geq 0 .
$$

## References

[1] N. Antunes, C. Fricker, P. Robert and D. Tibi. Stochastic networks with multiple stable points. Ann. Probab., 36 (2008), no. 1, 255-278.
[2] Dario Benedetto, Emanuele Caglioti, and Mario Pulvirenti. A kinetic equation for granular media. RAIRO-M2AN Modelisation Math et Analyse Numerique-Mathem Modell Numerical Analysis, 31(5):615-642, 1997.
[3] Dario Benedetto, Emanuelle Caglioti, José A Carrillo, and Mario Pulvirenti. A nonMaxwellian steady distribution for one-dimensional granular media. Journal of Statistical Physics, 91(5-6):979-990, 1998.
[4] Emmanuel Boissard. Simple bounds for the convergence of empirical and occupation measures in 1-Wasserstein distance. Electronic Journal of Probability, 16:2296-2333, 2011.
[5] François Bolley and Cédric Villani. Weighted Csiszar-Kullback-Pinsker inequalities and applications to transportation inequalities. To appear in Fac. des Sciences de Toulouse, 2005.
[6] François Bolley, Arnaud Guillin, and Cédric Villani. Quantitative concentration inequalities for empirical measures on non-compact spaces. Probability Theory and Related Fields, 137(3-4):541-593, 2007.
[7] Amarjit Budhiraja, Pierre Del Moral, Sylvain Rubenthaler. Discrete time Markovian agents interacting through a potential. ESAIM: Probability and Statistics, PS 17:614-634, (2013)
[8] R. Carmona and F. Delarue. Probabilistic Analysis of Mean-Field Games. math arXiv:1210.5780.
[9] José A Carrillo, Robert J McCann, and Cédric Villani. Kinetic equilibration rates for granular media and related equations: Entropy dissipation and mass transportation estimates. Revista Matematica Iberoamericana, 19(3):971-1018, 2003.
[10] José A Carrillo, Robert J McCann, and Cédric Villani. Contractions in the 2-Wasserstein length space and thermalization of granular media. Archive for Rational Mechanics and Analysis, 179(2):217-263, 2006.
[11] Giacomo Como and Fabio Fagnani. Scaling limits for continuous opinion dynamics systems. volume 21, pages 1537 - 1567. Institute of Mathematical Statistics, 2011.
[12] Pierre Del Moral and Emmanuel Rio. Concentration inequalities for mean field particle models. The Annals of Applied Probability, 21(3):1017-1052, 2011.
[13] Hacene Djellout, Arnaud Guillin, and Liming Wu. Transportation cost-information inequalities and applications to random dynamical systems and diffusions. The Annals of Probability, 32(3B):2702-2732, 2004.
[14] Avner Friedman, Chiu-Yen Kao, and Chih-Wen Shih. Asymptotic phases in a cell differentiation model. Journal of Differential Equations, 247(3):736-769, 2009.
[15] R. J. Gibbens, P. J. Hunt and F. P. Kelly. Bistability in communication networks. Disorder in physical systems, 113127, Oxford Sci. Publ., Oxford Univ. Press, New York, 1990.
[16] K. Giesecke, K. Spiliopoulos and R. B. Sowers. Default clustering in large portfolios: Typical events. Ann. App. Prob., to appear, 2012.
[17] Javier Gómez-Serrano, Carl Graham, and Jean-Yves Le Boudec. The bounded confidence model of opinion dynamics. Mathematical Models and Methods in Applied Sciences, 22(02), 2012.
[18] Nathael Gozlan and Christian Léonard. A large deviation approach to some transportation cost inequalities. Probability Theory and Related Fields, 139(1-2):235-283, 2007.
[19] Nathael Gozlan and Christian Léonard. Transport inequalities. a survey. arXiv preprint arXiv:1003.3852, 2010.
[20] Carl Graham and Philippe Robert. Interacting multi-class transmissions in large stochastic networks. The Annals of Applied Probability, 19(6):2334-2361, 2009.
[21] O. Guéant, J-M. Lasry, P-L. Lions. Mean field games and applications. Paris-Princeton

Lectures on Mathematical Finance, 2010, 205266, Lecture Notes in Math., 2003, Springer, Berlin, 2011.
[22] V. N. Kolokoltsov. Nonlinear Markov Processes and Kinetic Equations. Cambridge Universty Press, 2010.
[23] Bibb Latané and Andrzej Nowak. Self-organizing social systems: Necessary and sufficient conditions for the emergence of clustering, consolidation, and continuing diversity. Progress in communication sciences, pages 43-74, 1997.
[24] J-M. Lasry and P-L. Lions. Mean field games. Jpn. J. Math. 2 (2007), no. 1, 229-260.
[25] Florent Malrieu. Convergence to equilibrium for granular media equations and their Euler schemes. The Annals of Applied Probability, 13(2):540-560, 2003.
[26] Florient Malrieu. Logarithmic Sobolev inequalities for some nonlinear PDE. Stochastic processes and their applications, 95(1):109-132, 2001.
[27] M. Pace, M. Birattari, and M. Dorigo. The swarm/potential model: Modeling robotics swarms with measure-valued recursions associated to random finite sets. 2013.
[28] Frank Schweitzer. Brownian agents and active particles: Collective dynamics in the natural and social sciences. Springer, 2007.
[29] A. Stevens. Trail following and aggregation of Myxobacteria. J. Biol. Syst., (3):1059-1068, 1995.
[30] Alain-Sol Sznitman. Topics in propagation of chaos, École d'Été de Probabilités de SaintFlour XIX1989, 165251, Lecture Notes in Math., 1464, Springer, Berlin, 1991.
[31] Cédric Villani. Topics in optimal transportation, volume 58. American Mathematical Soc., 2003.

Amarjit Budhiraja<br>Department of Statistics and Operations Research<br>University of North Carolina<br>Chapel Hill, NC 27599, USA<br>Email: BUDHIRAJ@EMAIL.UNC.EdU

Abhishek Pal Majumder<br>Department of Statistics and Operations Research<br>University of North Carolina<br>Chapel Hill, NC 27599, USA<br>email: Palmajum@email.unc.edu

