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Abstract

We study how heterogeneous beliefs affect returns and examine whether they are a priced factor in
traditional asset pricing models. To accomplish this task, we suggest new empirical measures based
on the disagreement among analysts about expected earnings (short-term and long-term) and show
they are good proxies. We first establish that the heterogeneity of beliefs matters for asset pricing
and then turn our attention to estimating a structural model in which we use the forecasts of financial
analysts to proxy for agents’ beliefs. Finally, we investigate if the amount of heterogeneity in analysts’

forecasts can help explain asset pricing puzzles.



Economic agents differ in their beliefs, preferences, and endowments. Despite these differences
and despite strong and persuasive arguments put forward for including heterogeneity in finance and
macroeconomics, the representative agent paradigm is still the leading structural approach to asset
pricing.! This has happened for many reasons. First, in many contexts it is difficult to derive testable
predictions in asset pricing models with heterogeneous agents, though many researchers have made
progress; for example see Duffie and Constantinides (1996), Heaton and Lucas (1995), and Shefrin
(2001). Second, there is a lack of tangible data that reflect heterogeneity. Most of the data avail-
able on the consumption, endowments and beliefs of individual agents is sparse and of questionable
quality. Third, many of the most tractable formulations of heterogeneous agent models are observa-
tionally equivalent to representative agent models. For example when preferences Gorman aggregate
(Gorman 1953) there is often no need to explicitly consider heterogeneous agents because there exists
a representative agent, with a utility function of the same form as the agents, which can be used for

asset pricing (see the early work of Wilson (1968) and Rubinstein (1974)).

In this paper we focus on the heterogeneity of beliefs and for simplicity let agents have the same
preferences. The heterogeneity of beliefs captures how individual agents interpret or have access to
differing information sets. Models with agents who have heterogeneous beliefs have been previously
studied by Abel (1989), Basak (2000), Detemple and Murthy (1994), Li (1999), Shefrin (2001), She-
frin and Statman (1994), Williams (1977), and Zapatero (1998). One of our main innovations is to use
the publicly stated forecasts of financial analysts to proxy for the beliefs of agents in an asset pricing
model with optimizing agents. Financial analysts may not be a random sample from the general pop-
ulation so we discuss various specifications, some of which drive a wedge between the expectations
of agents and the predictions of analysts. In our model there is a representative agent whose beliefs
are the composite of the beliefs of individual agents. Despite the existence of a representative agent,
there is useful information in the beliefs of individual agents. This paper (1) develops an empirically
testable theoretical prediction that expected returns are impacted by heterogeneous beliefs; (2) uses a
factor structure to demonstrate empirically that heterogeneity explains a portion of expected returns
and volatility; and (3) estimates a consumption-based model that incorporates dispersion and biases
in analysts’ forecasts. In work that was undertaken and completed at about the same time as earlier
drafts of this paper, Shefrin (2001) studies closely related issues. Shefrin’s approach is slightly more

general, as we make specific assumptions for the empirical implementation of the model.



Before estimating our structural model we take a reduced form approach and examine first whether
the heterogeneity of beliefs is a priced factor in traditional asset pricing models. We suggest new em-
pirical measures of heterogeneity. Unlike factors for size, book-to-market, and momentum that have
emerged due to evidence of empirical regularities, our hypothesis that dispersion is priced emerges
from a theoretical model. We show factors constructed from the disagreement among analysts about
expected (short-term and long-term) earnings have explanatory power in asset pricing models. Next
we focus on return volatility. Since one might expect the same factors that predict returns also predict
future volatility, we examine whether disagreement among analysts explains return volatility. Im-
plementing methodology similar to Chan, Karceski, and Lakonishok (1999), we find simple models,
particularly those that include only the dispersion factors, produce lower forecast errors and have

better sample properties than complex multi-factor models.

While the explicit analysis of heterogeneity of beliefs is only timidly present in traditional asset
pricing models, it is most often omnipresent in behavioral finance m3dete latter class of models
emphasizes the psychology of individuals and its relevance for financial markets, particularly in the
pricing of assets. The analysis in this paper relates to the behavioral finance literature in several ways.
The use of analyst forecasts prompts the question about biases in their predictions and recommenda-
tions (see Daniel, Hirshleifer, and Teoh (2002) for a comprehensive overview of analyst biases). We
estimate parameters which reflect the extent to which agents have the beliefs of financial analysts.
More importantly, both psychological and purely rational theories of asset pricing generally imply
that returns are predictable. However, most often behavioral finance models are not formulated ex-
plicitly in the context of pricing kernel models. One notable exception is Shefrin (2001) who analyzes
the manner in which traders’ errors (called sentiments) affect the pricing kernel. In this paper, we es-
timate pricing kernels for models with heterogeneous agents whose beliefs are connected to those of

analysts.

The remainder of the paper is organized as follows. In Section 1 we discuss fundamental pricing
equations in heterogeneous agent economies. Section 2 discusses the limited form of rationality
that agents in our models have and shows that dispersion is priced. Section 3 describes the data
used in this paper and how the beliefs of individuals are measured. Section 4 examines the role of
heterogeneity of beliefs, particularly dispersion of analyst forecasts, as a priced factor in traditional
asset pricing models. This section also describes the contribution of the dispersion factor above

fundamental factors to predict out-of-sample returns and volatility. Section 5 introduces the behavioral



elements of amplification and bias into our model. Section 6 investigates if analyst forecasts can help

explain asset pricing puzzles. Section 7 concludes.

1 Beliefs and the pricing kernel

There are a variety of ways to formulate models with agents who have heterogeneous beliefs. For

example, see Detemple and Murthy (1994), Zapatero (1998), Basak (2000) and Shefrin (2001), among
others. In this section we describe a complete markets model in which agents have heterogeneous
beliefs and identical power reward functions. The first subsection describes the pricing kernel, while

the second subsection specifies how the distribution of beliefs is determined from data on beliefs about
conditional means. The third subsection describes how we approximate consumption forecasts. We
conclude by showing how the return on an asset can be decomposed into a fundamental component
that depends only on the true probabilities and a component which depends on the actual beliefs of

agents’

1.1 The pricing kernel

Consider a complete markets heterogeneous agent economy in which agents have different beliefs
about the world. We assume the beliefs of any agent are absolutely continuous with respect to the
true probabilities and vice versa. For now, we make no other assumptions about what agents believe
or how their beliefs evolve. Agents may be Bayesians who optimally update their beliefs or they may

have degenerate priors and refuse to take into account new information.

Assume there aré types of agents who have power reward functions and live an infinite number

of periods. The lifetime utility function for agents of typés
Ei t it l

whereg is a time discount factols;; is the expectation with respect to information available at time
t, ¢y IS time t consumption, and: > 0 is the coefficient of relative risk-aversion. When= 1

we interpret the agents’ reward functions as logarithmic. We allow agents in each period to either



consume or invest in one af different assets. We assume there are enough assets to make markets
complete. Let the gross real return, including dividends, from holding adsetiveen periods and
t+ 1 ber,,. For a risk-free asset this return is observed at tim€or a risky asset the return is

unknown at time but observed at time+ 1. The budget constraint of a typegent at time is

Cit + Z Pipt = Wit + Z Pipt—1Tpt (2)
p=1 p=1

where at timef, the amount invested in asgets ¢;,, and labor income is;;. An agent’s problem

is to maximize lifetime utility, equation (1), subject to the sequence of budget constraints given by
equation (2) for each date A constraint to rule out Ponzi schemes is also imposed. The agents
choose consumption and the amount to invest in each asset at each date adapted to information that is
known. At timet agents know the value of variables datexhd earlier. They also know the return on
risk-free assets from timeto ¢ + 1. It is straightforward to show that if the timeprice of an asset is

one then its random payoff,; attimet 4 1 satisfies

ci )’
1= Ey {5 (E) Tpt+1:| : ©))

This is the fundamental equation for consumption-based asset pricing and it is one way to write the
Euler equation for a typgagent’s optimization problerhThis equation holds for any asset using the

beliefs and consumption of any agent.

Let \;; be the timet Pareto weight for agents of type(a formal definition of Pareto weights
appears in Appendix A). The Pareto weight measures the importance of &ageats and is related
to their wealth. The Pareto weights are constructed so that they sum to one at every date. We will

assume that a function of the Pareto weights are constant over time:

Assumption 1 (Constant Distribution) The distribution of agents, as measured by,

> ) (4)

iS constant over time.



This assumption holds exactly if the economy has reached an invariant distribution across agents and
always holds exactly whefn = 1, even if an invariant distribution has not been reached. Note that
the Pareto weight of any individual agent can evolve over time; however, the population distribution,
as measured by equation (4), is assumed time invariant. In data, Assumption 1 may not be exactly
satisfied. (Indeed it is not exactly satisfied by the data we use to measure the Pareto weights in
subsequent sections.) Nevertheless, Assumption 1 is a plausible simplifying approximation over short
time intervals when (1) is close to one, (2) the economy is near an invariant distribution, and (3) the
beliefs of agents are not too disparate. See Blume and Easley (1992) for examples of economies for
which it would be unreasonable to assume a constant distribution. It is possible to do the theoretical
analysis in this section without imposing Assumption 1. Shefrin (2001) takes this approach. Since we
do not have reliable data on the short term movements of the Pareto weights it is convenient for our

empirical analysis to impose Assumption 1.

Using our notion of Pareto weights, it is shown in Appendix A that the pricing equation (3) can

be written as ,
-
Ct
1= i E; — ) 5
izl t t|:6 <Ct+1) Tpt+1:| ( )

Equations similar to (5) have been studied by Detemple and Murthy (1994), Basak (2000) and Shefrin
(2001) and tells us that security prices are a weighted average, across agents, of the security prices
that would obtain when all agents are identical. Equation (5) is in terms of aggregate consumption
whereas equation (3) is in terms of the consumption of a single agent. Equation (5) allows us to
state the pricing equation in terms of fundamentals— aggregate consumption and asset returns— and

the variables pertaining to individual agents which are embeddgg and £;;.

1.2 The distribution of an individual’s beliefs

In this paper we empirically estimate equation (5) using the forecasts of analysts as proxies for beliefs
of agents. For many of the variables, including asset returns, we face the following situation. We have

an historical record of actual values and we have implied forecasts of conditional expectations. To

estimate equation (5) we need more than this: we need the entire distribution of each agent’s beliefs.
In this section we explain a method for approximating the entire distribution by tying the higher order

moments of agents’ beliefs to the true distributon.



To make things concrete, letbe a vector of positive variables for which we have a time series
record of observations. At time the actual value of is denotedr;. Assume we also have a time
series record of conditional expectations of several different agents of the one period ahead value of
T i1 = Fax. We have no other direct information about the individual agent’s perception
of the distribution ofz. Since our empirical work requires more information about the individuals’
perceived distribution of we need to make an assumption about the distribution of an individual’s

beliefs, namely:

Assumption 2 (Homotopy) Letz,,, be generated by the conditional if (z;41) and i1, be the
true conditional mean aof,,; given timet information. Let the conditional expectation of ageie
Uazit+1t = Eixiq. Then the conditional cdf af,,; given timet information from the point of view of
agenti is

ot (Te1) = &t ( L1 * Papt1)t / ,Um't+1|t) .

Here the notation “*” denotes element by element multiplication and “/” denotes element by element

division.

The assumption completely specifies the distribution of individual beliefs in terms of the known condi-

tional mean held by an agent, the unknown true conditional mean, and the unknown true distribution.
This assumption entails that if agertias a more optimistic view of the conditional mean than agent

J then agent is globally more optimistic than ageritin the sense that ifi 10 > jizje1 then

for any x,,, it is the case thaf;,; (v1+1) < &jue (2141) . Similar to Assumption 1, it is possible to

do the theoretical analysis in this section without imposing Assumption 2. Shefrin (2001) takes this
approach. Since we do not have data on the distribution of an individual’s beliefs it is convenient for

our empirical analysis to impose Assumptioh 2.

This specification has a number of appealing additional properties. Under this specification if
an agent has the correct beliefs about the conditional mean then he has the correct beliefs about the
entire distribution. That is ifii4 10 = flars1e then&y (e41) = & (441) and from the Homotopy

Assumption 2 agentknows the complete distribution af ;. This specification easily allows us to



transform integrals against,; (x;.1) into integrals against,; (z;+1) . We have for any functiory,

when the integrals below exist,

/f(xt+1) dizt (Ty1) = /f (441) da ( Tp41 * Hpt41)t / Mmﬂ\t) (6)
= /f (yt+1 * Uait1)t / ,Uxt—l—1|t) d&es (yt+1)- (7)

From this it follows that, ;.. really is the mean of's beliefs since

/$t+1 A&zt ($t+1) = (Mm’t+1\t / Mmt+1\t) * /ym d&es (ym) = Mgit4+1|t-

Appendix B shows this specification has the appealing property that all agents correctly know the

second and higher order conditional central momentsgif:).

1.3 Beliefs about consumption growth

Our data does not provide direct measurements on analysts’ perceived conditional means of consump-
tion growth whereas our empirical work requires such information. We construct an approximation,
Hgitt1)¢, 1O typei agents’ mean forecast of the gross rate of aggregate consumption growth by tying

the forecast to the forecasted market return. We state the approximation as an assumption.

Assumption 3 Agent:’s belief about the conditional mean of aggregate consumption growyth. .,

satisfies

log pgitr11¢ = @& + @ 10g fmiey1)e 8)

where ¢ is a constantg, is an unknown function of current information apg,;,..; is agent:’s

forecast of the market return.

We take the time-invariant constaptand the time-varying function, to be the same for all agents.
Note thatuy;., 1) iS agent’s forecast olggregateconsumption growth which is not necessarily equal

to agent’s forecast of his own consumption growth.

In our empirical work we consider different values®flt is interesting to note that should be
eqgual to one in a general equilibrium model in which all agents have logarithmic reward functions

and the same beliefs.



1.4 A decomposition

In this section we decompose expected returns into a fundamental component and a heterogeneity

component. We exploit our earlier assumptions to write the pricing equation (5) as:

1

1= Z Nt Eir |89 Tpe41] 9)
i=1
! [t o
it+1 it+1
= Z)\iEt B <9t+1 ik t) Tpt+1 pitAe (10)
i1 Hgt+1)t Hpt+11t
= /ghptEtgt__glrpH—l (11)

whereg, .1 = ¢;11/¢; IS the gross rate of aggregate consumption growth and

1 -
o [ () " ) "

Hgt+1)t Hopt+1)t

is the heterogeneity component of the pricing equation for asdéttice thath,, varies across as-
sets. Equation (10) follows from equation (9) and the result in equation (6) applied to conditional

expectations. Equation (11) follows because the conditional mean forecasts are knownt at time

A simple conditional decomposition follows from rearranging terms in equation (11) using the

identity thatF,xy = E,xEy + covi(x,y). The expected return of asgeis therefore

cov; (g;ylv Tpt+1) n A (1 — hpt>
— t
Etgtle hpt

-

Eirpen = Ay —

= Fundamental component + Heterogeneity component

where we have defined
1

5Etg;j1
to be the risk-free rate if agenggreedon their forecasts qof for all assets. The actual risk-free rate,

Ay (13)

which we callr,., 1, in our economy is different when agents disagree and is given by

= —. 14
Tbt+1 hiog ( )



Even though all agents agree on forecasts of a risk-free return there are pricing implications if agents

disagree on forecasts of consumption growth.

This decomposition illustrates the effect of heterogeneity of beliefs on expected returns. When
there is no disagreement, at all datés, = 1 for all ¢ and the heterogeneity component in the
decomposition is zero. When there is heterogertgjtyieed not equal to one and there can be pricing
implications. The fundamental component of the return is not altered as heterogeneity is intreased.

We will revisit the decomposition of returns in Section 5.3.

We have derived the decomposition under Assumptions 1 and 2. It is possible to derive an anal-
ogous decomposition without requiring both assumptions. Shefrin (2001) takes this more general

approach.

2 Limited rational expectations and dispersion

For now, we assume agents have exactly the same beliefs as analysts. So, if theemalgests

we assume there aretypes of agents and agents of typéor i=1,...1) have thesame beliefs as
analysti.” The data used in this paper provides us with measures of conditional mean forecasts of
stock returns? We construct a conditional mean forecast for consumption growth as described at the
end of Section 1.2. We do not have direct observations otrtieeeonditional means of consumption
growth and stock returns. To apply the Homotopy Assumption 2 we need to take a stand on these
true conditional means. We propose a limited form of rational expectations in which the economy as
a whole is correct on average about its expectations of consumption growth and stock returns. In this

section we assume the true conditional means of consumption growth and any ate¢k

I

Hgt+1t = Z )\itﬂgz‘t+1|t (15)
i=1
I

Mpt+1|t = Z )\itﬂpz‘t+1|t- (16)

=1

The Pareto weights are used to measure the importance of agents. This assumption is motivated from
a desire to include the actual beliefs of agents in asset pricing models while making as few departures

as possible from rational expectation models. As we explain at the end of this section, the economy



as a whole will not have rational expectations about all variables in the economy and our model will

include some features prevalent in the behavioral finance literature.

Recall that equations (5) and (11) tell us security prices are a weighted average, across agents, of
the security prices that would obtain when all agents are identical. The dispersion of beliefs about
9.1 doesn’t matter. Only the mean matters. However, the dispersion of beliefs @bpaind
rpe+1 Can matter. To see this, interpret the Pareto weights as probabilitie@taanld cov, as the
expectation and covariance operators over these fictitious probabilities (so for exﬁmplqal‘t =

Zle Aitlpit+1)¢)- WWe can decompose, as

, -7 ' _ o '
hp = E (M) E, (M) 1 oy, [(Mmtﬂhﬁ) Mp]t+1t] (17)

|\ Hgt+1]t | Hpt4-1t Hgt41)t ’ Hpt4-1)¢
[ . el , -,

— £, (:U’g]t—i-lt) + cov, (Mggt+1|t) ’ijt+1|t (18)
i Hgt+1)t | Kgt+1|t Hpt+1]t

where the second line follows from equation (16). If the co-dispersion in the last term increases then
hy Will increase if the first term remains constant. So, if the meap gf, |, and .1, remain
constant,,; can still increase. Likewise, depending upon the valug, dfis possible that if the mean

of figji1); remMains constantf, [(%) _7] can increase as dispersion in consumption growth
increases?

One could object to our formulation because if we assumed agents are correct on average about
the conditional mean af,, ;1 then dispersion would not matter. Furthermore given we assumed in
equations (15) and (16) agents are correct on average about the conditional means of asset returns and
consumption growth it might seem natural to assume they also are correct about the conditional mean
of g, \rpe+1. However this objection is not valid. If we assume agents are correct on average in their
expectations of asset returns and consumption growth, then, in general, under Assumption 2, agents
cannot have the correct expectations abgutr,..1, when theydisagreeabout the expectations of

asset returns and consumption growth. This is what equation (18) tells us.

Hence in our model, the economy as a whole, has a limited form of rational expectations. It has
rational expectations about simple variables like asset returns and consumption growth but possibly
irrational expectations about more complicated variablesdjker,,1. This feature is also present
in a number of behavioral finance models including the early work of Simon (1955) and Tversky

and Kahneman (1974). Using this work, Hirshleifer (2001) argues that biases can be viewed as

10



outgrowths of heuristic simplification. One can indeed argue, as in equations (15) and (16), that
agents are correct on average about the conditional means of asset returns and consumption, but
may not be able to capture properly expectations of complex processes such as those that enter the
stochastic discount factor. In reality agents’ expectations of asset returns and consumption growth are
probably not correct on average. If we allowed for this then including heterogeneous beliefs about
asset returns and consumption growth would have two effects. One effect comes from the dispersion
of beliefs and another effect comes from errors in the conditional mean of beliefs about asset returns
and consumption growth. In this section we zero out the second effect and focus only on the dispersion

effect. In Section 5 we allow agents (but not analysts) to have biased expectations of stock returns.

3 Measuring beliefs

Thus far, we studied the theoretical properties of models with heterogeneous beliefs; however, our
ultimate goal is to empirically investigate the role played by the heterogeneity of beliefs. We follow
two different empirical strategies. We first examine whether the heterogeneity of beliefs is a priced
factor in traditional asset pricing models. This is a reduced form approach and requires the construc-
tion of factors that reflect heterogeneous beliefs. The second empirical strategy consists of estimating
structural equations, based on the models presented in the previous sections, while being careful about

measuring agents’ actual beliefs.

In this section we describe the data used for the various empirical exercises. Both empirical
approaches require different data collections and constructions. We construct a factor specification
for short-term earnings and long-term earnings growth forecasts (measured as the standard deviation
of month-end forecasts) and examine the relevance of these factors in standard asset pricing models.
Similarly, based on analyst earnings predictions we construct expected returns which are necessary to

estimate fundamental pricing equations.

3.1 Constructing heterogeneity factors

We begin by acquiring Fama-French factors for a sample period that coincides with the heterogeneity

factor. Monthly firm returns (denotedor a generic firm), prices, and shares outstanding are collected

11



from the CRSP monthly tapes. Data to compute book value of equity is collected from the annual
Compustat tapes. We also obtain the risk-free interest(rgje monthly estimates of size, book-
to-market, and momentum factors (SMB, HML, and UMD, respectively) as well as market returns
(r,,).12 Tables 1 and 2 provide summary statistics for returns and explanatory variables. The aver-
age monthly firm and market excess returns of 1.23% and 1.16% are substantially larger than those
computed by Fama and French (1993) of 0.67% and 0.43%, respectividigse results are not sur-
prising given the time period of analysis (1991-1997) primarily occurred during up markets (market
returns were positive in 61 out of 84 months). The average monthly size factor (SMB) is 0.14%, the
book-to-market factor (HML) averages 0.47%, and the momentum factor (UMD) is 0.78% per month.

These results are similar to those found in other research that use substantially longer time series.

We want to construct factors that pertain to heterogeneity in the same fashion. For the remainder

of this subsection, we discuss our methodology.

3.1.1 Why analyst dispersion?

We investigate whether the heterogeneity of beliefs is a priced factor in traditional asset pricing mod-
els. We argue that factors constructed from the disagreement among analysts about expected (short-
term and long-term) earnings are good proxies for quantifying heterogeneous beliefs. Other proxies
have been proposed. For example, as support for Harris and Raviv (1993) and Shalen (1993), Gra-
ham and Harvey (1996) find dispersion among newsletter “forecasts” is positively related to histor-
ical volatility, implied (or expected) volatility and volume. Alternatively, Bessembinder, Chan, and
Seguin (1996) examine the open interest on the S&P 500 Index futures as a measure of disagreement
in opinion and link it to trading volume. Disagreement among analysts is a more appealing source
to extract heterogeneity. Unlike other measures, such as short-sale constraints, breadth of ownership,
open interest and newsletter forecasts, dispersion measures are easily available for a large number of

equities.

Diether, Malloy, and Scherbina (2002) examine short-term earnings forecast dispersion in predict-
ing future stock returns and relate their findings to the short sale constraint literature, where increased
disagreement among investors leads to lower future returns. Unlike their work, we explicitly construct
a factor specification for short-term and long-term forecast dispersion, which allows us to measure

the incremental contribution of dispersion in factor asset pricing models, and sets the stage for out-

12



of-sample predictive properties of these factors, which is detailed in Section 4. Before providing the
details, we note that the idea to use the dispersion among analyst forecasts as a measure of hetero-
geneous beliefs is found in a number of papers. For instance, it has been shown contemporaneous
dispersion of analysts’ short-term forecasts is significantly and positively related to volatility [see, for
example, Ajinkya and Gift (1985), L'Her and Suret (1996), and Lobo and Tung (1998)].

Our analysis extends the existing literature of the role of analyst dispersion on returns by dis-
tinguishing fundamental factor contributions from factors for the heterogeneity of beliefs and by
explicitly testing a decomposition of asset pricing returns and volatility that ties into theoretical
models. Moreover, we focus more explicitly on return and volatility dynamics by examining out-
of-sample performance. This safeguards us from data mining issues, as we construct a pricing factor
that captures the heterogeneity of beliefs and test its predictive ability for out-of-sample returns and

volatility. s

While dispersion of analyst forecasts is a reasonable measure of heterogeneous beliefs, there are
several issues, including biases and timing issues that should be addressed. There is an extensive liter-
ature that examines the value of analysts’ earnings forecasts (Daniel, Hirshleifer, and Teoh 2002), and
substantial evidence exists that analysts are biased in their forecasts. Analysts are generally optimistic
about annual and longer-term forecasts (Brown 2001, Capstaff, Paudyal, and Rees 1998, De Bondt
and Thaler 1985, De Bondt and Thaler 1987, De Bondt and Thaler 1990, Dechow and Sloan 1997,
LaPorta 1996), but there is some evidence that as the forecast period declines, analysts become slightly
pessimistic in their forecasts (Brown 2001, Matsumoto 2002, O’Brien 1988). Moreover, analysts tend
to overreact to positive news and underreact to negative news (Easterwood and Nutt 1999). There are
many reasons for this persistent bias, including agency issues (Michaely and Womack 1999, Rajan
and Servaes 1997) and behavioral biases (Barberis, Shleifer, and Vishny 1998, Daniel, Hirshleifer,
and Subrahmanyam 1998). It also appears that investors do not fully correct for ‘biddésle
we do not dispute this evidence, we should note that our analysis is based on portfolios rather than

individual stocks, an issue we will revisit in Section 6.

Whatever the verdict about biases, we focusimpersionamong analysts. In the event forecasts
are biased, we take the dispersion or deviation from the consensus fdfecasicks with little
disagreement, though perhaps biased in the mean, are treated differently from stocks where analysts

have widely different views. However, focusing on dispersion is not entirely immune to bias issues.
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For example, Lin and McNichols (1998) argue that analysts are more likely to discontinue coverage
of firms about which they have unfavorable opinions. Therefore, analysts that predict extremely
negative earnings forecasts may disappear from the sample, which may reduce the “true” dispersion
of analysts’ beliefs. Moreover, analysts are also under no obligation to update forecasts, even as new
information arrives. The potential problem of staleness in forecasts and dispersion arises. However,
we cannot determine from our data whether analysts insufficiently update their forecasts or if the
forecasts are not updated because the beliefs of the analysts remain unchanged. We err on the side
that analysts do not update because their beliefs remain unchanged and use all available forecasts in

the construction of dispersidi.

A final note regarding sample selection is in order. Prior studies that examine the empirical im-
plications of fundamental factors on returns and volatility have primarily analyzed relatively long
time horizons for estimation and use large cross-sectional samples of firms [see, for example, Chan,
Karceski, and Lakonishok (1999), Fama and French (1993), and Griffin (2002)]. However, because
of the constraints on the availability of our measures of dispersion, long time series of data cannot be
constructed. We examine the S&P 500 Index between 1991 and 1997 because many small firms had
little or no analyst coverage in the early First Call data, and adequate analyst coverage is needed to
create meaningful dispersion measures. While the results obtained may be criticized as being sample
specific given the intentional design of the sample and the short time period for analysis, we formu-
late tests similar to those of previous studies [specifically, Section 4.2 of Fama and French (1993)] for

comparison purposes.

3.1.2 Analyst forecasts, dispersion and factor specifications

We produce two measures of heterogeneous beliefs from the First Call/Thomson databases: dispersion
of short-term (one-year ahead) dollar earnings forecasts and dispersion of long-term (five-year ahead)
earnings growth rate forecasts, measured as the standard deviation of forecasts. Only the last available
dispersion measure in each month is used. The average monthly level of short-term (long-term)
forecast dispersion is $0.20 (4.14%), with approximately 15 (19) analysts furnishing short-term (long-
term) forecasts per firm in the S&P 500 Index, which is substantially higher than the average of three

analysts per firm for the entire First Call database.
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Panel B of Table 1 examines the differences in firm characteristics between high and low disper-
sion firms. Similar to Diether, Malloy, and Scherbina (2002) and Qu, Starks, and Yan (2003), we find
a negative relation between dispersion and returns. Confirming Crombez (2001) and others, we find
larger firms tend to have less disagreement about earnings expectations, as do growth (low BE/ME)
firms. Interestingly, we find that there is greater institutional participation and a larger number of
analysts for high dispersion firms, which is directly in contrast to Crombez (2001) and the short-sale
restriction literature (Chen, Hong, and Stein 2000), which predicts that as disagreement increases, the

breadth of ownership should decrease.

In Figure 1, we display average levels of dispersion. As noted, analyst optimism tends to decline as
the fiscal year draws to a close. While we do not actually make a comparison to realized earnings, we
find some evidence that forecasts decline throughout the fiscal year for short-term forecasts. However,

we do not find any evidence of seasonal patterns in long-term forecasts.

We also examine the incidence of “switching” from low to high dispersion firms across months.
Panel C of Table 1 displays that for short-term dispersion approximately 30% of firms switch from
high dispersion to low dispersion or vice versa in a given year. (Monthly switching is slightly less.)

Approximately 15% of firms characterized by long-term dispersion switch per year.

In order to be comparable to the market, size, book-to-market, and momentum factors, we con-
struct dispersion factors for both the short-term and long-term forecasts. Dispersion factors include
all 500 firms in the S&P 500 Index, which are updated annually to reflect changes to the index. In
each month, the dispersion, is ranked and the median value is used as the breakpoint to categorize
high and low dispersion forecastsValue-weighted returns are then calculated each month for high
and low dispersion portfolios. A zero investment strategy is realized as we purchase high dispersion
stocks and short low dispersion stocks [see, for example, Chan, Karceski, and Lakonishok (1999)
for the construction of mimicking portfolios]. The two factors examined are DISP and LTGDISP for
short-term and long-term forecasts, respectively. Merton (1987) posits that dispersion represents a
compensation to investors for the idiosyncratic risk from holding undiversified portfolios. Since dis-
persion implies higher variation in earnings streams, stocks with high dispersion should earn larger

future returng?

As reported in Table 2, the average monthly return for the short-term dispersion factor, DISP, is

-0.28%, while the average return for LTGDISP is 0.23% per month. Hence, LTGDISP appears to be
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consistent with the Merton hypothesis that dispersion proxies for idiosyncratic risk, while DISP is
not. The market factor and UMD are highly statistically significant, HML and DISP are marginally
significant at the 10% level; however, the average returns for the SMB and LTGDISP factors are in-
significantly different from zero. Table 2 also provides Pearson correlation coefficients for relations
between the explanatory factors. Unlike Fama and French (1993), we do not observe a significant
relation between the market and the size factors; however, HML is significantly negatively correlated
with bothr,, — r, and SMB, which is consistent with the findings of Fama and French. Although
positively correlated with both the market factor and HML, DISP is significantly positively corre-
lated at the 1% level only with SMB, indicating that dispersion may be more important for smaller
firms. LTGDISP is positively correlated with, — r,, SMB and DISP, and negatively correlated with
HML. Both DISP and LTGDISP are significantly negatively correlated with UMD. Returns for both
dispersion factors tend to be higher when small cap stocks outperform large cap stocks; however, we
observe DISP (LTGDISP) returns are higher (lower) when value stocks outperform growth stocks.
Overall, these findings suggest traditional factors may be encapsulating, as anticipated, some of the

same risk measures dispersion factors have captured.

3.2 Construction of expected returns

In order to construct expected return forecasts to be used in the aforementioned structural models,
we collect fiscal short-term earnings estimates, long-term earnings growth forecasts, and investment
recommendations from First Call/Thomson databases. Brokerage houses are not required to follow a
schedule, such as that for macroeconomic forecasts, when updating their investment recommendations
or earnings forecasts. Therefore, there is an unevenness when forecasts occur in a given month. For
example, an analyst may update an earnings forecast for IBM three times during July 1995 and then
will not update again until October 1995. We take two steps to correct for this. First, for each firm,
we select only the last forecast in a given month to be the month-end forecast, regardless of where
it may fall in the month. If there is no forecast within a given month, we carry forward the previous

month’s forecast until the the analyst issues the next new forecast.

Our study focuses on the S&P 500 firms included in the Index between 1991 and 1997 (updated
annually). While the S&P 500 firms are among the largest firms listed in US markets, brokerage

houses are under no obligation to cover any particular firm. Thus, while some of the brokerage houses
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cover at least a subsample of S&P 500 firms between 1991 and 1997, we examine six bulge-bracket
brokers that covered identical monthly subsets of S&P 500 firms between April 1994 and December
1997 (45 monthly observation$).Unlike the factor composition which includes all 500 firms in the
Index, the number of firms that jointly spans the six brokerage houses in each month ranges from 50

to 83 firms, with the mean (median) number of firms as 68 (66).

Analysts do not forecast future returns per se. Recent work by Brav, Lehavy, and Michaely (2003)
employs analysts’ price target estimates to approximanteexpected returns; however, price target
data are unavailable during the time period we examine. Instead, given our data limitations, we rely on
analysts’ earnings forecasts and investment recommendations. In order to extrapolate return forecasts
from analysts, we implement a modified constant dividend growth nfdd#&hile this model relies on
expected future dividends to back out the market capitalization rate (expected future returns), there are
several issues that make this model difficult to use. First, not all firms pay dividends. Second, while
we have today’s dividend in dollars, analysts do not predict future dividends or the expected growth
of those dividends. Third, firms have the option to suspend dividend payments in times of financial
trouble. Thus, while our measure of the forecasted returns is not exactly that intended by the constant
dividend growth model, we believe that it is a fairly accurate approximation since all firms report
earnings and most firms are covered by at least one brokerage firm that provides earnings forecasts.
Thus, we substitute the next fiscal year’s earnings forecast in for the expected future dividend and

substitute the long-term earnings growth forecast for the growth rate of dividends.

Assumption 4 At timet, brokerage houseé's belief about the expected gross return on stpdie-
tween periods andt + 1 is
A
fpitv1e = 1+ —P ot S
th

where for stocl and brokerage house: A, is the one-year ahead fiscal year net income per share

forecast,(,; is the current-month price, ang,, is the five-year earnings growth forecast.

A and) change when a brokerage house updates its short-term or long-term earnings forecasts; how-
ever, the expected return (or market capitalization rate) is updated at the end of each month. The
beliefs of brokerage houseare the combined beliefs of all analysts at brokerage hbuseour data

set for a given brokerage housthere is at most one analyst who covers each stoék.subsequent
sections we often refer to the beliefs of brokerage hawsebeing the beliefs of a fictitious analyst

that we refer to as analyst
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Three series of returns are constructed based on short-term dispersion, long-term dispersion, and
historical volatility (based on a 60-month rolling sample of historical standard deviation of price
returns). In each month, the firms are ranked from lowest to highest for each of the three series. For
example, in April 1994, the percentage short-term dispersion (broker-weighted average dispersion
divided by month-end price) is computed for each firm. Rather than equally weighting each brokerage
firm, we rank-weight each brokerage firm in each year according to the ranking of their analysts in the
Institutional InvestorAll American Research Team poll in the prior year. The weights are normalized
to sum to 1 in each year. These percentage dispersions are ranked and we separate firms into “high”
or “low” dispersion based on where the firm falls relative to the median of the $érésns are then

size-weighted within each category each month.

We also use these weights to proxy for the Pareto weights of agents.

Assumption 5 The number of types of agenfs,is equal to the number of brokerage houses. The
Pareto weight of agents of typels determined by the ranking of analysts who work in brokerage

house.

Throughout this paper we link agents of typeith brokerage housé Assumption 5 says that bro-

kerage houses with higher quality analysts correspond to agents who have more totatwealth.

4 The dispersion of beliefs as a factor

While the market, size, and book-to-market factors are designed to capture the component of expected
returns and volatility related to fundamental factors, a major focus of this paper is whether a factor
that captures the heterogeneity of investors’ beliefs improves upon either the factor models or the

predictive ability of these models for out-of-sample returns or volatility.

In Section 1.4 we observed that expected returns can be decomposed into two components : one
component determined by traditional factors, the other component dependent on the heterogeneity of
beliefs. The first empirical assessment of heterogeneity will exploit this decomposition. In particular,
consider Hansen and Richard (1987) and subsequent work, and suppose one projects the unobserved
stochastic discount factor onto a set of asset prices. Namely, we replace the fundamental

pricing equation by the projectio_crf+1 = Proj(s;11]f;), onto a set of “traditional factors’;, that can
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be viewed as proxies for marginal utility growth. Besides the “traditional factors”, i.e. the Fama-

French factors, we use a dispersion factor that relates to heterogeneity. We proceed in two steps,
namely first project returns onto the Fama-French factors and then project the pricing error onto the
dispersion factor. This two-step strategy allows the traditional factors to explain as much as possible

the dependence of the stochastic discount factor on heterogeneity.

In this first empirical assessment we do not only limit our attention to excess returns, but also
examine return volatility. One might expect the same factors that explain returns also predict return
volatility. Chan, Karceski, and Lakonishok (1999) employ various factor models and compare each
model’s forecasts of future volatility and covariart€elhey find the most simple models, in particu-
lar, the one-factor market model, have smaller forecast errors than more complex multi-factor models
in predicting variances, indicating (1) factors predicting the mean return do not predict volatility and
(2) higher-dimensional models may overfit the data. When we include a factor for dispersion of be-
liefs in our estimates of out-of-sample volatility, the forecast error in volatility models is substantially

reduced, confirming again the theoretical predictions of the decomposition put forward.

Before moving on, it is worth pointing out that our analysis is based on conventional asset pricing
models where no other frictions are present apart from the heterogeneity of beliefedlibed form
approach taken in this section does not preclude alternative interpretations, many which rely on some
type of market frictior?” For example, since Miller (1977) there have been attempts to resolve the
issue of short sales regulations and divergence of opinions. When there are short sale constraints on
assets, an increase in the divergence of opinions leads to lower subsequent returns. Chen, Hong, and
Stein (2000) use the breadth of ownership as a measure of dispersion and find that decreases in breadth
of ownership (an increase in divergence of opinion) leads to lower subsequent returns. In a separate
line of research, Easley, Hvidkjaer, and O’Hara (2000) utilize market microstructure principles and
create a measure of private information. They find investors need to be compensated for the risk of
holding firms with greater information asymmetries between investors as the probability of private
information increase¥. These models suggest neither short sale constraints nor private information
asymmetries can be diversified away and are likely reflected in measures of dispersion of beliefs.

They represent a form of systematic risk; therefore, investors should be compensated for that risk.
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4.1 Construction of factor models, forecasts of returns and volatility

Consider the return process, which we shall demgtand the linear projection:

rep1 = B [re | fi] + Utf =df; + "7tf (19)

whereE” stands for the linear projection and assume the Fama-French set of factors are being used.
As noted before, such a specification can be extended to include other factors as well, namely those
pertaining to heterogeneous beliefs. The main motivation for the empirical work reported in this

section is to find empirical factors,, that are related to the residual variation of (19) namely:

77{ = d'hy + ;. (20)

In time series regressions of factor models, the slopesiZisdare direct evidence of whether
pricing factors capture common variation in stock returns. More specifically, in the fixed parameter
case with excess returns the intercept provides a measure of the pricing error of each model while the
slope coefficients give the factor loadings of each stowk each of the factors,, — r,, SMB, HML,

UMD, DISP, and LTGDISP.

For the purpose of empirical testing we construct 15 factor models that incorporate various combi-
nations of the six factors. Model 1 is a standard one-factor CAPM model that uses the excess return on
the value-weighted market index. Model 2 supplements the excess market return with size and book-
to-market factors (Fama and French 1993). Model 3 represents the Carhart (1997) four-factor model,
namely Fama-French, plus a factor which captures momentum. Models 4 and 5 examine the excess
market return in conjunction with the short-term and long-term dispersion factors, respectively. Mod-
els 6 and 8 combine the three-factor model with short-term and long-term dispersion, while Models 7
and 9 augment Models 6 and 8 with the momentum factor. Models 10 and 11 examine the individual
power of the dispersion factors, while Models 12 and 14 combine the dispersion factors with size
and book-to-market and Models 13 and 15 supplement with momentum. Models 10-15 exclude the
presence of the market factor, which Fama and French show to be significantly related to expected
returns, in order to isolate the impact of the other factdis Section 4.2, we examine the in sample

predictive power of the dispersion factor on excess returns.
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We next create estimations of equity returns and volatility employing the methodology similar
to that used in Chan, Karceski, and Lakonishok (1999). Using a rolling sample of return data over
the previous 60 months as our estimation period, we obtain the estimated sensitivities, the mean and
variance of each factor, the covariances between factors, as well as residuals for return estimates
and squared residuals for volatility estimates. The factor model described in Chan, Karceski, and
Lakonishok (1999) is utilized to obtain forecasts of monthly returns and volatility. Monthly out-of-
sample returns and volatility are constructed using a 12-month rolling sample starting in the month

following the factor measurements. Out-of-sample tests are presented in Section 4.3.

4.2 |s dispersion of beliefs a priced factor?

We examine the role of dispersion as a factor in various factor models using individual security returns
as well as portfolio returns based on size and book-to-market ratios (see Fama and French (1993) for
portfolio formation details). Table 3 contains estimates of in-sample time-series regressions for a
value-weighted portfolio of all stocks in the S&P 500 Index, constructed in each of the 84 months
of the sample period. Only the nine factor models which contain the market factor are presented in
Table 3. While the dispersion factors are highly significant in Models 10-15, we do not include these
models in Table 3 due to the very large pricing errfrdVe obtain the intercept (the pricing error

of the model), coefficients for each factor and relevant t-statistics, and adjid$sefr each of the

time-series regressions.

Both measures of the dispersion factor are highly statistically significant and the coefficients are
positively related to the S&P 500 Index returns as shown in Table 3. The market factor is the domi-
nant factor, although each of the other factors is generally statistically significant. The size factor is
positively and significantly related to excess returns; however, the magnitude and significance of the
size factor decreases when either of the dispersion factors are included. Moreover, in unreported tests
of individual portfolios, we observe that dispersion is significantly positive for firms in the bottom
two quintiles, indicating that dispersion as a factor may have even greater significance for smaller
firms not in the S&P 500 Index. HML is significantly and positively related to excess returns, while
the momentum factor is significantly and negatively related to excess returns. On average, disper-
sion captures nine to 26 basis points of excess return, depending on the model employed. Using the

adjusted-R as a diagnostic, the model with the best fit is Model 9, which includes the four-factor
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model, plus the long-term dispersion factor (&3j= 0.9725), followed by Model 7 which incorpo-
rates the short-term dispersion factor (&j= 0.9718). Generally, the pricing errors of the models are
small and insignificantly different from zero. Models with the lowest pricing errors are the four-factor

model and the four-factor model with long-term dispersion.

Evident from the factor model analysis, a factor for dispersion cannot fully compensate for the
explanatory power of fundamental factors, but the inclusion of this factor does improve the fit of the
factor models, especially for small firms. In the next section, we create estimates of asset returns and
volatility from the 15 factor models. We then determine which models best predict out-of-sample

returns and return variances.

4.3 Using factor models to estimate returns and volatility of S&P 500

firms

Does the choice of factor model have implications for portfolio management? We investigate this
issue by examining the out-of-sample predictive ability of traditional factors and the heterogeneity
factor for returns and variance. We estimate 60-month rolling regressions beginning every month
from January 1991 through the remaining sample period, using both individual securities as well as
portfolios formed on size and book-to-markétAs noted in Griffin (2002), we estimate the time-

series regressions without intercept terms because this has been shown to generate more accurate
estimates (Fama and French 1997, Simin 2000). We then implement the methodology detailed above
to calculate both return estimates [similar to that detailed in Griffin (2002)] and variance estimates
(Chan, Karceski, and Lakonishok 1999).

We construct forecasts of stock returns using Fama and French (1997) methodology for the 15
factor models for both individual firms and portfolio returns, where portfolios are formed on size and
book-to-market factors. There is a general consensus that expected returns are notoriously difficult
to predict. Overall, none of the models does a particularly good job of predicting out-of-sample
returns, and we do not find substantial deviations in the predictive power of a variety of models.
More parsimonious models are slightly better, but forecasts of returns from all models underestimate
actual returns. The results are not surprising given the strong market for most of the actualization

period. Forecasts from models that excluded the market had marginally improved fit, as measured
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by adjustedR?. Similar results are obtained when portfolios of the S&P 500 stocks are examined,
indicating that factor models do not perform well in estimating out-of-sample returns, regardless of

their ability to explain in-sample returns, as shown in Sectiorn4.2.

In Table 4, we examine whether the addition of dispersion factors in conjunction with models of
fundamental factors improves the predictability of out-of-sample return variances. We implement the
methodology detailed in Chan, Karceski, and Lakonishok (1999) for estimating return variances for
individual securities variances. Their results indicate the estimates from more parsimonious models
(historical market variance and historical security variance) have the lowest forecast errors and the

highest correlations with realized variances.

In predicting out-of-sample volatility, Model 10, where short-term dispersion is the only factor
is the best estimate of individual security return variance. When the factor for short-term dispersion
is the sole estimator, the slope and the correlation between the estimate and the realized variance
is maximized (0.5457). The model also has the highest adjustenf-the models tested (0.3051).
The market model (Model 1) and the market accompanied by short-term dispersion (Model 4) are
also good models for predicting volatility. Similar to the findings of Chan, Karceski, and Lakonishok
(1999), more parsimonious models have better prediction ability than the complex multifactor mod-
els. Models that contain the Fama-French three-factor specification tend to have the largest standard
deviation, but also the lowest forecast averages, indicating that these models underestimate individual
firm volatility. These models also perform the most poorly in prediction as given by their correlation
coefficients and the fit of each model. We observe the short-term dispersion model arrives at better
forecasts of individual stock variance than even the market. These results may occur because unlike
the other factors that rely upon historical data, earnings forecasts are forward-looking expectations,

which are significantly related to both future returns and volatility of firms.

5 Behavioral expectations

The heterogeneity of beliefs and risk tolerance are basic premises of the behavioral decision-making
literature. The emphasis in behavioral finance is on how psycholdyasgsaffect investor behavior
and prices. Investors’ subjective return distributions are at times too high (too optimistic or overcon-

fident) or too low (too pessimistic). These behavioral features have prompted a substantial debate
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about many key issues ranging from predictability of asset returns and plausible explanations based
on investor biases, regarding momentum and long-run reversals, equity premium and risk free rate

puzzles, to name just a fetd.

In this section we introduce the behavioral elements of amplification and bias into the model
described in Section 1. Amplification magnifies the differences among analyst forecasts. Biases
allow the beliefs of analysts to be systematically different from the beliefs of agents. Effectively
biases adjust the conditional means of analyst forecasts whereas amplification adjusts the variance
(and higher moments) of forecasts across analysts. The first subsection pertains to amplifying beliefs
whereas the second subsection pertains to biases. The final subsection relates our models to Shefrin’s

work on sentiments and pricing kernels.

5.1 Amplifying beliefs

The diversity of analyst forecasts used in our empirical work may not fully represent the diversity of
beliefs in the economy as a whole. Financial analysts receive similar training, work in institutions
with similar goals, and interact in a community of other financial analysts. It is likely the views of
financial analysts will under-represent the views of agents in the economy as a whole since many

other agents will have much different experiences and points of¥iew.

Another reason the diversity of analyst forecasts may not fully represent the diversity of beliefs in
the economy is that it is perhaps in the interest of analysts to understate their beliefs. Analysts may
face pressure to state forecasts that are not too far out of line with analysts at other institutions. It
may be optimal for analysts to understate their beliefs to perform well in their job. When an analyst’s
constructed return forecast indicates that he believes that the return on an asset is going to be 0.01
higher than the market, he may really mean that he believes it is going to be 0.05 higher but in case
he is wrong and the asset under-performs the market he hedges his estimate. If he reported 0.05 and
that turns out to be wrong, he may lose credibility in the future if all other analysts were much less
optimistic. If 0.05 is right and he reports 0.01, he may still get credit and be rewarded if he had the

highest forecast among analysts.

Therefore, the heterogeneity of beliefs present in our sample may under/over represent the het-

erogeneity of beliefs in the economy. In this subsection, we continue to assume that the diversity of
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analyst forecasts correctly measures the direction of agents’ beliefs but not their magnitudes. Con-
sequently we introduce a parametethat can amplify or dampen heterogeneity by amplifying or
dampening the stated beliefs of financial analysté/e now let the ratio of beliefs of typeagents of

the conditional means of consumption growth and stock returns to the true conditional means be

~ 0
Hgit+1)t (“giHllt) (22)
=— - -
Hatetle 37521 Mee (Agres1e)
_ 0
pit+1]e (Nm‘tﬂlt) (22)

- 0
Hpt+1)¢ Z£:1 Akt (Mpktﬂ\t)

wherejig: 111 IS the conditional expectation of consumption growth stated by financial anapst
[pit+11¢ is the conditional expectation of the return on stpckated by financial analysf” Note that

we still link the beliefs of type agents to those of analyistout we no longer require them to be equal

to the stated by beliefs of analystOur previous analysis is a special case in widh assumed to

be one. Whem is greater than one then the heterogeneity among analysts is amplified and when it is

less than one but greater than zero it is dampened.

Following our discussion at the beginning of this section, there are two interpretations of ampli-
fication. The first interpretation is that financial analysts really believe their stated forggasts,
andji,.1¢ for all p, but to obtain the beliefs of agents we need to amplify the forecasts of analysts.
The second interpretation is that financial analysts understate their true beliefs and by amplifying their
beliefs we can recover their true beliefs which also are the beliefs of agents. For our analysis it does
not matter which interpretation is correct, though the language we use in the rest of the paper follows
the second interpretation. Regardless of the interpretation, equations (21) and (22) can be viewed as
maintaining limited rational expectations in which the true conditional expectations of consumption

growth and stock returns are the weighted means of the beliefs of agents

I I
Z Ay Hgit+1|t 1 Z Ay Hpit+1|t 1
i=1

i—1 Hgt+1|t Hpt+1)t
which are equal to the weighted means of the amplified beliefs stated by analysts,

Including 6 gives us a convenient way to test for the importance of including analyst forecasts.
The formula forh,, is still given by equation (12), though the specificationg:@f . 1¢/1tg¢41;c and

Upit11t/ o411 have changed. Whehis zero the forecasts of analysts have no effect on asset pricing
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sinceh,, = 1. If estimates o turn out to be significantly different from zero then there is evidence
that analyst forecasts do matter for asset pricing. In Section 6 we will estimétéhe beliefs of

analysts are symmetric then the sigrfafoes not affect the value &f,.*®

For our empirical analysis we only need the ratio of beliefs given in equations (21) and (22). We do
not need to determingy;;1: and iz 1. If one tookyig;1 1), andg:11): to be the numerators of the
right hand side of equations (21) and (22) then the mean of beliefs across analysts can be unreasonably
large whery is large. This mean can easily be reduced to sensible levels without changing the ratios
by dividing the beliefs of analysts by any number which is constant across analysts at a given date.

The number can vary across dates. See Section 6.1 for more discussion and an example.

5.2 Incorporating biases

The starting point of behavioral models is that the economy as a whole features biases. In previous
sections we have assumed the beliefs of financial analysts are unbiased proxies for the beliefs of
agents. In this section we allow for biases. We use data on the buy/sell recommendations of analysts
to approximate the difference of the beliefs of analysts and agents. When a financial analyst strongly
recommends buying a stock we view this as signifying that the analyst views the future prospects

of the stock more favorably than agents. Since our models require the beliefs of agents, we adjust
the return forecasts of financial analysts by analyst recommendations. We continue to maintain the
assumption that financial analysts are correct (where their beliefs are given by equations (21) and

(22)) on average about actual expected returns.

Financial analysts provide recommendations on many different stocks. Their recommendations
are classified into five categories: strong sell, sell, hold, buy, and strong buy. We assign the following

point structure for financial analyss recommendation of stock

( -2 if strong sell
-1 if sell
Rij=14 0 if hold
1 if buy
| 2 if strong buy
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so that a higher number indicates a stronger positive recommendation. Our analysis uses a single
measure of the recommendationsatiffinancial analysts about a portfolio of stocks where we have
the recommendations of several investment houses for each stock in the péttiticconstruct this

measure for portfolip at timet as

I m
bpt+1t = Z Z Ait; R

i=1 j=1

when there aren stocks in the portfolio and financial analysts. Herg; is a measure of the impor-
tance of financial analystandy; is a measure of the market share of stpdk/e requirer:1 A =1,

Zm 19]’ = 1, )\Z 2 O, andﬁj 2 O

j=1

Many researchers have studied the bias of financial analysts with respect to ex post realizations. In
this paper we assume that the return forecasts of financial analysts are not biased but agents’ beliefs
can be biased. Although some evidence suggests financial analysts provide biased predictions of
reality [see Daniel, Hirshleifer, and Teoh (2002) for a comprehensive overview of analyst biases],
most of the emphasis in the literature concerns individual stocks. For the portfolios discussed in
this paper it is plausible that financial analysts are not biased. In Table 5 we see that the difference
between the unconditional return forecasts and the actual market return is very small. For other assets

the differences are slightly larger but still arguably small.

In this paper biases are situations in which agents and analysts disagree. Since analysts’ return
forecasts are assumed to be correct on average when there is a wedge between the beliefs of agents
and analysts, agents have biased beliefs of reality. However, we do not allow for biases in all variables.
We assume that there are no biases between financial analysts and individuals, on average, across all
stocks at any date. Thus in our model, individuals and financial analysts have the same beliefs about
the performance of the market portfoliv. We also assume that individuals and financial analysts
have exactly the same beliefs about nominal risk-free bonds, whose returns are known with certainty
in nominal terms. To the extent individuals and analysts disagree about future inflation this is a
poor assumption. In addition, for convenience we assume there are no biases in the beliefs about

consumption growth. For all other assets and portfolios there can be biases.

Although we assume analysts’ return forecasts are unbiased, the language that analysts use to state

recommendations may be biased. It is well known that analysts on average recommend buying stocks.
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For our sample in Table 5 we see that the average recommendation across all analysts of the market
is 0.8118. This average is only across stocks for which we have recommendations as we do not have
recommendations for all stocks in the market. Since we assume on average there are no biases, we
need to adjust for favorable recommendations. We le¢ the adjustment factor. We will consider
models in which( is set to 0.8118 and, for comparison purposes, models in which it is set to 0.9.
We take a recommendation ¢ffor a portfolio to indicate that agents should hold their position. In

the rest of this paper when we say a financial analyst recommends holding a stock we mean that the
recommendation for the portfolio 5 Any recommendation above (below) this signifies a buy (sell)
recommendation. The difference between the recommendatiofrardsures the strength of the buy

(sell) recommendation.

Our approach views the recommendations of analysts as comments caortbet beliefs of
agents. When analysts strongly recommend agents buy a stock, analysts think agents are too pes-
simistic about the stock. Equivalently, analysts think if agents had the correct beliefs then the stock is
underpriced. However, agents are optimizing and under their beliefs the stock is correctly priced. This
interpretation can be problematic if agents adjust their beliefs upon hearing the recommendations of
analysts and analysts do not immediately revise their recommendations. For example, if upon hearing
a change in recommendations from haj§ito buy (an average level of recommendations greater than
(), agents update their beliefs, so that their beliefs are identical to the beliefs of analysts then the price
of the stock should rise so that the stock is correctly priced under the updated beliefs. After the rise,
the stock is no longer an attractive buy, and analysts should revise their recommendatiors to be
There is some evidence which bears on this issue. In practice, analyst recommendations are generally
long term in nature, while prices are continually updated as individual beliefs change. There is evi-
dence (Womack 1996, Michaely and Womack 1999) that agents adjust their beliefs upon hearing the
recommendations of analysts. However, as Michaely and Womack (1999) report, the adjustments are

insufficient to bring their expectations in line with analysts.

We make an assumption about how the beliefs of agents are tied to the beliefs of the analysts:
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Assumption 6 The ratio of beliefs of typeagents about the conditional mean of consumption growth

and the conditional mean of the return on stedo the true conditional means are:

- 0
[igi Hgi

git+1lt _ : ( gt—l—lt) . (23)
Potale S Aet (Fghtr1e)

0
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whereji ;.. 1), IS the conditional expectation of consumption growth stated by financial anadyst

fpit+11¢ 1S the conditional expectation of the return on stpcitated by financial analyst

Appendix C justifies the specification fag,; 1./ /1111 i Assumption 6 using arguments based on
optimizing behavior. We do not adjust analystbeliefs by analyst's recommendation to obtain the
beliefs of type: agents but rather adjust analy'st beliefs by the average level of recommendations
across all analysts. The constahis a parameter which is constant across stocks and measures the
extent to which recommendations signify differences in the beliefs of analysts and agents. If there
are no differences theh= 0 and there is no informational content in analyst recommendations. Our
previous analysis is a special case in whids assumed to be zero. Whéen> 0, if analysts strongly
recommend buying a stock then agents are pessimistic about the stock relative to analysts. In this case

bpiy1e > ¢ and

B 9
i _ [ () 9] | (25)
Hopt+1|t Zkzl Akt (ﬂpktﬂ\t)

Here the right hand side can be interpreted as the ratio of beliefs of anallgsut the conditional

mean of the return on stogkto the true conditional mean. Wheh> 0, if analysts strongly rec-
ommend selling a stock then agents are optimistic about the stock relative to analysts. In this case
b1 < ¢ and the inequality in equation (25) is reversed. We estindatelater sections and find

it to be positive, though usually not significantly different from zero. The paramaseincluded to

allow for amplification and is included to allow for biased language in recommendation statements.

We continue to assume a limited form of rational expectations in which the average amplified
beliefs of analysts are rational. Because of Assumption 6 agents on average are correct about con-
sumption growth but possibly incorrect on average about some assetsiwhersince

I
N P — e [—d (byesage — €)] - (26)

1 Mpt+1|t
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Analysts are still correct on average about all stocks. In Section 2 we imposed equations (15) and
(16) which stated that agents are correct on average about the conditional means of asset returns and
consumption growth. It was noted that this restriction does not imply we have nothing to say about the
distributions of other variables since we do not assume that weighted average forecasts of all variables
are correct. Thus, even in our earlier models the economy as a whole can be biased in some variables.
The analysis in this section effectively broadens the scope of potential biases to include mean stock

returns.

5.3 Behaviorally-based decompositions

In section 1.4 we decomposed the expected return of an asset into fundamental and heterogeneity
components. When there is no disagreement, atidétg = 1 and the heterogeneity component is

zero. With our biased beliefs specification in the previous section the pricing equation is again given
by equation (11) and,; is given by equation (12). Now,, includes components related to bias in
conditional mean stock returns, in addition to heterogeneity components, since the beliefs of agents
about conditional mean stock returns can be biased. Even if all agents have identicalhehefsd

not equal one if beliefs about conditional mean stock returns are biased. The decomposition in Section

1.4 still applies with the new specification of beliefs.

Shefrin (2001) formulates a similar decomposition in a different way. Shefrin (2001) shows that
the log-pricing kernel can be decomposed into two stochastic processes, one pertaining to fundamen-
tals and the other pertaining to sentiments where the latter refers to the errors in the expectations of
a stand-in representative agent. Prices are efficient whenever the sentiment component is uniformly
zero. Shefrin’s sentiment component can include the effects of heterogeneity, biases and irrational
beliefs. The decomposition set forth in Shefrin (2001) is easiest to state in terms of notation similar
to that used in our Appendix A as it is driven by a likelihood ratip(w’|w?®) /7 (w’|w®) . The ratio
involves on the one hand(w|w®), which is the true probability, based on information available at
time s that the history of states will actually be' at timewv. On the other hand, it involves at tinse
the representative agent beliefg (w”|w®) , which are a weighted average of the beliefs of individual
agents. Whenever the two probabilities (w’|w®) and 7 (w’|w®) coincide, the representative agent
holds correct beliefs and the sentiment component in the Shefrin (2001) decomposition disappears.

In any other situation, there is a sentiment component present in the pricing kernel due to biased ag-
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gregate beliefs. Shefrin’s approach is an elegant way to characterize the importance of sentiments on

asset returns.

6 GMM estimation of models with heterogeneity and biases

In this section we estimate structural models of the stochastic discount factor described in earlier
sections. In Section 6.1 we estimate the heterogeneous agent model without biases and in Section 6.2

we include biases. Our results suggest that both heterogeneity and bias matter for asset pricing.

The pricing equation (11) implies the unconditional moment condition

E [59;?1hm7"pt+1 - 1} =0 (27)

holds for any asset. We estimate a model with five assets using GMM (Hansen 1982) without any
instruments? The five assets are the market, a nominal risk-free bond, a portfolio of stocks with a

high degree of past volatility, a portfolio of stocks with a high degree of dispersion among analysts
short-term forecasts and a portfolio of stocks with a high degree of dispersion among analysts long-
term forecasts. We assume there is no disagreement about the return on the nominal risk-frige bond,
so thatyu,11: = w41 for all i. All asset returns and consumption growth are in real terms and we

use the monthly CPI for inflation. We measure consumption with the sum of monthly services and

non-durables.

In Section 6.1, for any asset h,; is formed using the amplified beliefs presented in equations
(21) and (22). In Section 6.2, for any aspet:,; is formed using the amplified beliefs with biases

presented in equations (23) and (24). Both sections set

log figit11)¢ = @& + @ 10g fmit 411t (28)

for analysts. Note that when formirig, the value ofg; cancels and thay, need not equaj,. (Recall

that ¢, was defined in Assumption 3.) The formula fly; involves the current Pareto weights of
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agents and we approximate for the Pareto weights using Assumption 5. We update the Pareto weights

once a yeat?

6.1 Heterogeneity

In this subsection we discuss estimates of various combinatiofissofand~ in the consumption-

based model without biases. Each panel of Table 6 presents estimates of the same 12 models except
that panel A fixeg) at one and panel B fixesat 0.05. In models one through three, we estimate only

0 for several different values of. In models four through six we estimate versions of the model in
which all agents have the same beliefs. These models are obtained by &ettingnd consequently

do not use data on analyst foreca$tén models seven through nine we get 1 so that the beliefs

of agents are unamplified. In models 10 through 12 we estimate the amplification of ieledés)g

with various combinations of other parameters.

If financial agents were a random sample from the population and accurately reported their fore-
casts we would expect that models in whith- 1 would perform better than models which ignored
analyst forecasts and get= 0. Our results confirm this because models seven, eight, and nine which
setd = 1 do better than the corresponding models four, five, and six which sed. Though, the
gains from increasing from zero to one are extremely small. For example consider the reduction
in the GMM objective from going from model seven, which is the best model which rediricts
be zero, to model nine, which is the best model which restéictsbe one. The GMM objective is
reduced from 0.3692 to 0.3618 in panel A and from 0.3692 to 0.3690 in panel B.

To understand why the gains are small it is helpful to study the magnitudes of the differences
in forecasts presented in Figure 2. In this figure we graph the ratio of the most optimistic return
forecast to the most pessimistic return forecast across investment houses. Although there is a lot of
dispersion in forecasts in the high short term portfolio there is less dispersion in market forecasts.
Since the dispersion in market forecasts is low the dispersion in consumption forecasts is low due to
Assumption 3. If there is very little dispersion in consumption forecasts/ijga close to one unless
there is much dispersion in asgetn the extreme case in which there is no dispersion in consumption
forecasts then,, is exactly one no matter how much dispersion there is in asd¢énce, from the

decomposition in Section 1.4, heterogeneity will have a small effect.
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It might be the case that the dispersion in analyst forecasts has the right direction but the wrong
magnitude. To investigate this, in models 10 through 12 we estithated let the data tell us its
appropriate values. When we estiméteve find that it is usually barely significantly different from
zero. Because of our small data set and our choice to not use the optimal GMM weighting matrix it is
not surprising that the standard errors of our parameter estimates are large. In most of our models all

of the parameters are usually just barely significant.

We find that estimates @fvary dramatically from -4.60 to 476.05. Part of the reason for the large
differences in estimates is that there is a tradeoff betwesardd. In models one through three we see
that if v is fixed at a low value then the optimal estimatéas large. If~ is fixed at a high value then
the optimal estimate of is small. This tradeoff is also apparent in models 10 through 12. In model
10 in which~ is fixed at five, the optimal estimates @®fre much larger than whenis in models 11

and 12. This happens because valueg afe much larger than five.

At first glance one may think that our estimateg/afinge from being unreasonably negative to
being unreasonably large and positive. If we consider what negative and large p@sitmely for
beliefs most of our estimates are perhaps reasonable. The plots in Figure 2 suggest that amplifications
of 10, -4 and maybe even 50 are plausible for the market. When10, the the ratio of the most
optimistic forecast to the least optimistic forecast of the gross market (monthly) return varies over time
from about 1.005 to 1.014. Wheéh= —4, it varies between about 1.002 and 1.006. Whes 50 it
varies between about 1.03 and about 1.08. For the market, 1.08 is high but perhaps plausible. Looking
at the high short term dispersion portfolio, we see that an amplification of 10 entails a ratio that can
be as high as 1.70. This is large but perhaps plausible since by construction this portfolio includes
stocks that analysts disagree about. However, for the short term dispersion portfolio an amplification
of 50 is implausible: it implies that the ratio of the most optimistic forecast to the most pessimistic

monthly forecast varies over time between about 2.0 and 14.0.

To understand the implications of amplification consider an example in which0 and the most
optimistic analyst’'s unamplified forecast of the gross market return is 1.011 and the most pessimistic
analyst’s unamplified forecast is 1.010. If we let the beliefs of agents be given by the numerator
of the right hand side of equation (22) then the beliefs of agents who correspond to the optimistic
and pessimistic analysts are 1.1156 and 1.1046 respectively which are, perhaps, unreasonably high.

However, note that because of our specificatioh,pfll that matters for our analysis are ratios of the
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form (ﬁmit+1|t)9 /Zizl At (ﬁmktﬂ‘t)e. This ratio is unaffected if we replage,;;1; for all i with
Amir+1)e/ e fOr any constant,. We could set), = 1.1 and let the beliefs of the agents who correspond

to the optimistic and pessimistic analysts be 1.0142 and 1.0042. These beliefs are plausible and would
not change the parameter estimates in our consumption-based model. Note that we are free to divide

by different constants at different dates and our empirical results would not change.

6.2 Biases

Table 7 provides estimates of the consumption-based model when there are biases. We estimate 12
different combinations od, ¢, 3, and~ for two different values of and¢. The assets are the same

as in the previous subsection, though the 12 models do not correspond to the 12 models estimated in
Tables 6. In models one through fourjs fixed at one and is fixed at 0.8118. In models five and

six, ¢ is fixed at 0.05 and is fixed at 0.8118. In models seven through teis fixed at one and is

fixed at 0.9. In models 11 and 12,s fixed at 0.05 and is fixed at 0.9.

When we include biases we find that optimal estimated afe remarkably stable and range
between 0.04 and 0.06. if = 0.05 and{ = 0.8118 then when analysts on average state a buy
recommendation, analysts are about 1% more optimistic than individuals about returns on the asset
sinceexp [—d (1 — ()] = .99. If d = 0.05 and¢ = 0.8118 then when analysts on average state a hold
recommendation, analysts are about 4% more pessimistic than individuals about returns on the asset

sinceexp [—d (0 — ()] ~ 1.04. We find both of these numbers reasonable.

When¢ = 0.8118, ¢ = 1 and we estimaté, ¢, 3, and~ the value of the GMM criterion is 0.1849,
which is much lower than it was when we gkt 0 and estimated, 5 and~ in model 12 of Table 6.
Both dispersion and bias seem to be important. In model three, when we don’t allow for dispersion
and estimatel, 5, and~ the model does not do as well. In models nine and ten we see that when
¢ is fixed at 0.9, this is not always the case. In these models dispersion adds very little over bias
which suggest in some circumstances biases may be more important than dispersion. However, since
model four does better than model 10, we believe our evidence shows both dispersion and bias matter.

Though our estimates é¢fandd are usually not significantly different from zero.

It is well known from Hansen and Singleton (1982), Mehra and Prescott (1985), Hansen and

Jagannathan (1991), Kocherlakota (1996) and many others, that in consumption-based models optimal
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estimates ofy tend to be unreasonably large whens restricted to be zerd. Many researchers
consider any estimate aflarger than five to be unreasonable. Moreover consumption-based models
have a difficult time accounting for the difference between returns on stocks and returns on risk-free
bonds. This is referred to as the equity premium puzzle. Can including analyst forecasts help resolve
the equity premium puzzle? The standard model has trouble accounting for the equity premium
because the variance of consumption growth and the correlation of consumption growth with stock
returns is low. In the models presented in this paper, the agents’ perceived variance of unconditional
consumption growth increases and the agents perceived unconditional correlation with stock returns
is affected. However our results indicate that our model can not satisfactorily account for the equity
premium. In addition, although there is a tradeoff betwéemd~, the estimates of are still too

large. Interestingly when and@ are jointly estimated the estimatesptan be larger than whehis

fixed at zero. One possible reason for this is that when0, v affects the value of,,.

7 Conclusions

The contribution of this paper is to empirically implement dynamic general equilibrium models with
heterogeneous agents, being careful about measuring agents’ actual beliefs. We examine whether the
heterogeneity of beliefs is priced and show factors constructed from the disagreement among analysts
about expected (short-term and long-term) earnings is a risk factor affecting both expected returns
and volatility. While previous research has documented positive and significant association between
dispersion, returns and volatility, almost none of these tests have examined how dispersion affects
asset pricing model¥. Second, we establish the out-of-sample properties of dispersion in predicting
volatility and returns. We suggest the disagreement among analysts about expected earnings is a good
proxy that measures the heterogeneity of beliefs and has attributes that correspond to the theoretical
predictions. We show dispersion of earnings forecasts is a priced factor in traditional factor asset
pricing models and is a good predictor of return volatility in out-of-sample tests. Our results indicate
dispersion has better out-of-sample properties for individual firms than for portfolios of stocks, but
the general findings about the importance of a factor that captures the heterogeneity of beliefs still

remains.
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Next, having established that the heterogeneity of beliefs matters for asset pricing we turn our
attention to estimating a structural model. We develop a model in which agents have the correct
beliefs about expected consumption growth but possibly incorrect beliefs about all other variables
including the higher moments of consumption growth. We link the beliefs of agents about expected
stock returns to the stated beliefs of analysts allowing the beliefs to differ according to the average
level of recommendations. Since there is a representative agent whose beliefs are a weighted beliefs
of analysts, the impact of heterogeneity is channelled through its affect on average beliefs. As in
Shefrin (2001) the mean beliefs may not equal the true beliefs. When they don’'t heterogeneity/bias
matter. We estimate the discount factdrand risk aversion parameterand the determinants of
agents’ beliefs via analyst forecasts. Our results suggest that including analyst forecasts can improve
the performance of asset pricing models. However the estimates of the parameters which determine

amplification and bias are usually not significant.

It is common to ignore the heterogeneity of beliefs in empirical asset pricing models. Implement-
ing such models can be troublesome and the available data can be of low quality. Our paper is an
attempt to address these issues, suggesting factor specifications and suggesting how to empirically
incorporate the heterogeneity of beliefs in stochastic discount fundamental asset pricing equations.
The results in our paper suggest that heterogeneity is a “missing factor” when it comes to predicting
returns and volatility. The results also suggest that traditional asset pricing models have improved

empirical fits when heterogeneity is taken into account.
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Appendix A. Pricing with heterogeneous agents

This appendix derives equation (5). We use more formal notation than in the texd, betthe state of the economy at
time ¢t which captures both exogenous and endogenous information. We take the number of possible valfiesaf
givent to be finite, though our approach applies more generally.tet (wq...w;) be the history of states from time
zero to timet. Let 7; (w¥|w?®) be the probability, based on information available in the histotythat agents of type
believe that the history of states will b&' at timev. Let 7 (w”|w®) be the true probability, based on information available
in the historyw?, that the history of states will actually b’ at timew. If the history of states is/* at timet then let

¢ (w') be aggregate consumption); (w') be the consumption of agent);; (w') be the Pareto weight of ageitand

oy (w?) be the fraction of aggregate consumption that ageosnsumes. Also consider an asset which has atipriee

of one and pays,;; (w'™!) attimet + 1.

Let there bel agents who have identical power reward functions with the same discount factor. To compute an

equilibrium we can solve the following Pareto optimal problem: maximize

S he (o) m ()

i=1 t=0 wt

by choice of consumption allocations for all dates and histories subject to
I
Z Cit (wt) <c (wt)
=1
Cit (wt) >0

for all dates and historieg.\;o (w°) };1 are the initial Pareto weights which we construct to sum to one.

The solution to this problem entails that the optimal one period consumption allocation rules are

Cit (wt) =yt (wt) ct (wt) (A1)
where
i0 (W) 15 (W w?)] ™
Qi (wt> _ I[)\zO ( ) ( ‘ )] T (AZ)
> =1 Mo (W0) 7 (wh|wO)]
= I[)‘it (Wt)}; . (A3)
Ej:l e (Wh]~

can be written so that they only depend on the current Pareto weights;). The current Pareto weights are defined
so that the right hand side of equation (A3) equals the right hand side of equation (A2). Under this definition the Pareto

weights evolve as
Ait (W) (Wi Hw?)

it (Wh) 5 (Wi w?)

. (A4)
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The denominator normalizes the term so that the tirRareto weights sum to one. If agents have the same beliefs then

the Pareto weights will be constant over time. The pricing equation (3) becomes

1= Z Br; (W' w") {4% (izrl)_]w?“pﬂrl (W),

et citt1 (

Substituting in first from equations (A1) and (A3), second then from equation (A4), and then rearranging allows us

to obtain

! Ce+1 (

= Z 1) Z)\jt (wt) T (wt+1|wt) Q (le) {%] Tpt4+1 (w”l)

Wi+l j=1 Ct+1 (
¢ 5
= Z Aje (') Z T (W w') B (W) [ctfltgzt)“)} rprg1 (W)
j=1 Wi+l

where we define .

0 () = | Zizs Dot (]
ot Pt (@)

to reflect the change in the distribution of wealth from periotis ¢ + 1. Notice that if agents have logarithmic reward

functions ¢ = 1) then®), (w'*!) always equals one. Also if the distribution of wealth is the same in histofiemnd

w'! then(), (w'!) will equal one. We will assume the distribution of wealth, as measured by,

2=

> i (@

j=1

is constant and consequently our pricing equation becomes

! t Y
1= 3 (@) o m () 8| ] e (). (n5)

j=1 Wit Ce1 (

Equation (A5) is a formal version of equation (5) in the text.
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Appendix B. Correct higher order log conditional central

moments

We show that Assumption 2 implies that all agents correctly know the second and higher order conditional central moments
of log(x). To see this let: be a scalar and note that conditional expected vallegaf; . ; from the point of view of agent
iis
Hoit1)e = /log Typ1 Azt (T41)
= /log Tip1 Aot (g1 * forsrye / Pait1)e)
= / (Y141 + 108 figirs1pe — 108 prgriaye) d€at (Yet1)

= 108 pgity1)t — 1Og paty1)e + M;t+1|t

WhereM;tJrllt is the true conditional mean &dg x;.1. Then > 1 conditional central moment dbg x;,1 from the point

of view of agenti is

/ (10g93t+1 - M;it—i—llt) dizt (Te41) = / (10g$t+1 - M;it+1|t> A€t (g1 * farsre [ Hait41)t)
= / (yt+1 + log Hgit+1)t — log Hat+1)t — :U';it—i-1|t) d&et (Ye41)

n
(yt+1 - M;Hut) d&et (Ye41)

which is the equal to the actuath conditional central moment &g ;. ;. This argument can be extended to the case in

which z is a vector.

Appendix C. Justification of Assumption 6

This appendix justifies the specification @f;;11:/f1p¢+1: IN Assumption 6. Let the ratio of the beliefs of financial

analysti about the conditional mean of stogko the true conditional mean be

(pit 1)
Zézl Akt (ﬂpktﬂ\t)e

(C1)

and let equation (23) hold. Recall that a tyipmgent’s utility function from time onward is

, 11—y
°© s (wis + Zzzl Pips—1Tps — 22:1 Soips)
Eit Z &) 1_
s=t v
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where the term in parenthesis is equatfa At time ¢ the derivative of this utility function with respect to holdings of

asselp between periodsandt + 1 is

~
_ C;
Dipt = ﬁtcit’yEit |:ﬁ ( Zt ) rpt+1 — 1:| (CZ)
Cit+1
ci Tr ;
_ §'eE, K ithgt1)t > pt+1Mpit+1)t 1] (C3)
Cit+1Hgit+1]t Hpt41t

where we use Assumption 2 to replaBg in equation (C2) withE;. Since agents maximize their utility, given their
beliefs,D;,,: will always equal zero. Moreover, the derivative of a ty@gent’s lifetime utility function using the beliefs

of financial analyst is

_ = C; v
Dipt = ﬁtcit‘yEit |:ﬂ ( ¢ ) Tpt4+1 — 1:| (C4)
Cit41
;o Cithhgt+1)t | Tpitl (ﬂpit+1|t)9
=B,y - - —1 (C5)
Cit+1Hgit+1lt ) S At (ﬁpktﬂ\t)

where E;; denotes the expectation with respect to analgsbeliefs. We have used the fact that there are no biases in

consumption growthD;,,, may or may not equal zero. We assume that

D,
ﬁtji? = exp [d (byr1je — ¢)] — 1 (C8)
it

whered is a positive constant. Notice that the right hand side does not depend\tren financial analysts on average
recommend holding stogk (so thath,, .1, = ¢) we view that as indicating analysts believe agents are optimizing under
analysts’ beliefs and hend®;,;, = D;,; = 0. When financial analysts on average recommend buying a shpck ¢ >

¢), analysts believe that agents could obtain more utility by purchasing more of stacid henceD;,; > 0 = Dj.
When financial analysts on average recommend selling a sigck (. < ¢), we view that as indicating analysts believe
agents could obtain more utility by selling staeknd hence;,; < 0 = D;,,;. Rearranging equation (C3) usifiy,; = 0

and rearranging equation (C5) using equation (C6) yields

v -1
Hpit+1]t Citlgt+1]t
Hpit+1jt |:Et (l-‘?i') Tpt+1:| (C7)
Hpt+1t Cit+1Hgit+1])t

_ 9
(Tipit+1)t) _ |:Et< Citlgt1t

o —1
Z£:1 Akt (ﬂpkt+1\t)9 Cit+1“9it+1t> Tptﬂ} b [d By = )] o

Dividing equation (C7) by equation (C8) and rearranging terms yields the formula given in Assumption 6 of the text.
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Notes
!For example see the arguments presented in Browning, Hansen, and Heckman (2000).

2t is impossible to cite the many papers in this area. See, however, the recent surveys and general
discussions by Barberis and Thaler (2002) and Daniel, Hirshleifer, and Teoh (2002).

3An earlier version of the decomposition in Section 1.4 that applied to the model of Detemple and
Murthy (1994) appeared in Ghysels and Juergens (2001). That version only applied when agents have
logarithmic utility and did not link the beliefs of agents to available data. The earlier version was
written independently and simultaneously to the work by Shefrin (2001) who reported similar results
and related them to the behavioral finance literature. The latter will be further discussed in Section
5. The more general version of the decomposition included in this paper was written before we were
aware of the work of Shefrin (2001).

“The agent’s labor income does not enter this equation and will play no direct role in this paper.

°In an ideal world, we would not only have mean forecasts across analysts for each stock, but we
would also have some measure of dispersion of each analysts’ beliefs regarding the distribution of
forecasts. Graham and Harvey (2003), using survey data of CFOs about the expected risk premium,
are able to obtain a distribution of beliefs for each individual respondent. In the future, work along
the lines of Graham and Harvey (2003) may eventually yield more data regarding the distribution of

beliefs for individual stocks or portfolios.
5We thank the referee for the suggestion to call the following assumption homotopy.

"In this paper the vectar will consist of variables which are gross returns and hence non-negative
by construction. We make the additional assumption that,; and .1 for all i are strictly

positive.

8This is true from the point of view of an econometrician faced with a fixed data set. In general,
since heterogeneity can affect the return of assets it also can affe(:g[g”@wpm) and hence can

alter the fundamental component of the return.

9Throughout this paper, unless explicitly said otherwise, we use “analyst” to refer to the fictitious

analyst constructed from the views of all analysts in a particular brokerage house.

46



19The computations of the conditional mean forecast of stock returns is described in Section 3.2.

'We assume that agents do not use the fact that the analysts are correct on average when formulat-

ing their beliefs.

2Since consumption growth is an endogenous variable chosen by agents, an increase in dispersion
of consumption is interpreted as increase in the dispersion of the information available to agents which

in turn creates dispersion in their optimal choices.

13This data along with a description of how the factors are formed is available on Ken French’s

web site.

4The average returns reported within are more closely aligned with those found by Griffin (2002)
who also examines a later time period (1981-1995) than Daniel and Titman (1997) and Fama and

French (1993).

15Qu, Starks, and Yan (2003) construct factors for both short-term earnings forecast dispersion
which impacts returns through differing private information as well as the volatility of that dispersion
which captures uncertainty about firm fundamentals. However, they argue that rather than being
“new” factors, dispersion captures elements of other well-documented, but often less easily explained,

risk factors such as size and book-to-market.

1\Womack (1996) documents price drift measurable up to six months following a recommendation

change.

I"Given the documented biases that exist in analyst forecasts, we will explicitly test this hypothesis.

This material is deferred to Section 6 as we only deal with dispersion here.

18We believe this is reasonable considering that one metric used in ranking analysts is the timeliness
and accuracy of forecasts. Stickel (1992) shows compensation is directly linked to rankings, thus

forecasts should be updated as beliefs about valuation change.

Y0ther breakpoints, including quintiles and deciles were examined. The results are robust to

various specifications of high and low dispersion.

20 Alternatively, we can rely on the short-sale restriction literature for justification of high dispersion

firms having greater risk than low dispersion firms. Chen, Hong, and Stein (2000) show as the breadth
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of ownership decreases (conversely, the dispersion of agents’ beliefs increases), expected returns
decline. Thus we could expect similar results for analysts’ forecasts as well, where high forecast
dispersion firms would have lower future expected returns. However, we have no reason to believe

that short-sale constraints would necessarily be binding for high dispersion firms.

2IThe six brokerage firms that we include are Credit Suisse First Boston, Lehman Brothers, Paine

Webber, Prudential Bache, Salomon Brothers, and Smith Barney.

2The justification of using a modification of the constant dividend discount model can be found in
Brav, Lehavy, and Michaely (2003); Crombez (2001); Gebhardt, Lee, and Swaminathan (2001); and
Guay, Kothari, and Shu (2003); among others.

230ne reason for this is that customers might become confused if different analysts within a bro-

kerage gave different predictions for the same stock.

24Medians, rather than upper and lower quartile rankings, are used because of the limited size of

the sample in each month.

%|deally, the Pareto weights should be based on consumption or wealth shares of agents. Unfortu-
nately data on assets under management are not readily obtainable nor comparable among the various

institutions we include in our study.

%6 The factors they examine include the Fama-French factors (Fama and French 1993), technical
or past-return factors (Chan, Jegadeesh, and Lakonishok 1996, Jegadeesh and Titman 1993), macroe-
conomic factors (Fama and Gibbons 1984), principal component or statistical factors (Connor and

Korajcyzk 1988), and the return on the market portfolio.

2"When we move to the empirical investigation of structural asset pricing models our analysis will

be more discriminatory with regards to such alternative interpretations.

BThe latter is also closely related to the work of Amihud and Mendelson (1986) and numerous
subsequent papers that try to test whether less liquid assets have a premium and are held by a different
clientele, which have longer investment horizons. Here heterogeneity pertains to investment horizons,

not beliefs, and therefore is a separate issue.

2 Although the CAPM is the standard benchmark for asset pricing models, standard asset pricing

models based on the CAPM do not do very well at predicting returns or volatility out of sample.
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Therefore, we include models which exclude the market in an attempt to determine whether non-

market based factors have superior predictive ability for either returns or volatility.

30Fama-MacBeth regressions are also performed. While the parameter estimates and their sta-
tistical significance are quantitatively similar to those presented in Table 3, the fit of the models is
substantially reduced (adjustedsRare approximately 13%). Results are available upon request. In-
dividual portfolios based on size and book-to-market breakpoints as well as the aggregate of these
portfolios are also examined. In the aggregate, only the market factor is significant in the models 1-9,
while models 10-15 indicate that dispersion factors are positively and significantly related to portfolio
excess returns and HML is negatively and significantly related to portfolio excess returns. Moreover,
time series regressions that utilize the original Fama-French factors provide results similar to those
found in Fama and French (1993), implying that the results obtained are not likely sample specific and
dispersion may be a priced risk factor for other firms. Individual portfolio results are also available

upon request.

3LA two-step regression analysis is also performed. Residuals from excess returns projected onto
traditional factors are projected onto the dispersion factors. We find that dispersion is significantly
related to the residuals and explain between 3% and 25% of the pricing error. Results are available

upon request.

32Unlike the analysis performed in the previous subsections, we use individual firm data rather
than a value-weighted portfolio for estimating returns and volatilities out-of-sample. Because of the
limited First Call data, we do not have complete 60-month rolling samples in the early years. Since
the initial First Call data on both short-term and long-term forecasts began in earnest in March 1989,
we have only 21 months of data for the initial month of the sample (January 1991). While this could
lead to problems with estimation of returns and variances, we do not find any statistical difference
between those observations with the full 5-year estimation period and those with reduced estimation

periods.
33Results from estimation of out-of-sample returns are available upon request.

34An abundance of references should be cited here which appear in a systematic, organized way in
the recent surveys of Barberis and Thaler (2002) and Daniel, Hirshleifer, and Teoh (2002). A detailed

overview of biases in analyst forecasts and recommendations is provided in Section 3.1.1.
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%5De Bondt (1993), using primarily experimental settings, observes that individual investors tend
to follow trends, while expert investors mean revert. In contrast, (LaPorta 1996) finds excessive
optimism (pessimism) following good (bad) announcements when he proxies for the beliefs of naive

investors with analyst forecasts.

36When we say “stated beliefs” we mean the return forecasts constructed (using Assumption 4)

from earnings forecasts.

37As mentioned earlier we use “analyst” to refer to the fictitious analyst constructed from the views

of all analysts in a particular brokerage house.

3The notion of symmetry used here is as follows: tebe a non-negative constant that can vary
over time and be arbitrarily chosen at any particular date. Beliefs are symmetric if fertamytotal
Pareto weight on agents who believe the conditional mean of a variabige éxual to the total Pareto

weight of agents who believe the conditional mean j9.

39The group of investment houses is held fixed across time and portfolios. See Section 3.2 for more

detalils.

40Analysts’ stated recommendations for the market vary over time. One could use this to allow for
biases in the market return. Our approach assumes there are never any biases in the market return.
This is partially justified because as we see from Table 5 the stated market recommendations have
a very low standard deviation over time. From a practical standpoint another reason we choose to
assume there are no biases in the market is that we don’t have recommendations for all stocks in the

market.

I This heterogeneity/bias componéhnt,) in our work captures all deviations from fundamentals
and plays the same role as the sentiment component in Shefrin (2001). We prefer the label hetero-
geneity/bias component to sentiment component because sentiment has a connotation that agents are
irrational and somehow are using a mechanical procedure to form their beliefs. As Shefrin states in a
book about behavioral finance: “A consistent theme in this book is that sentiment is the reflection of
heuristic-driven bias”, page 53. The heterogeneity/bias component is present because of heterogeneity

and bias whether or not they are heuristically driven.

“2\We use the fixed weighting matrix’ = (Emg)*l wherer, is the vector of gross returns on the

five assets used in our estimation. The expectation is approximated with the sample average. Hansen
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and Jagannathan (1997) show that this weighting matrix has a number of appealing properties. While

not all of those properties hold in the setting of this paper, it is a convenient fixed weighting matrix.

430ur theory tell us that the Pareto weights should vary from month to month if agents have differ-

ent beliefs. Holding the Pareto weights fixed during a year is an approximation.

4“Whend = 0, the value ofy does not matter so the estimates presented for models four through

six in panel A are identical to the estimates in panel B.

4There have been many proposed solutions to the equity premium puzzle including Campbell and
Cochrane (1999) and Bansal and Yaron (2000). See Benartzi and Thaler (1995) and Barberis, Huang,

and Santos (2001) for proposed behavioral solutions.

46The exception is Easley, Hvidkjaer, and O’Hara (2000), which uses a measure of private infor-

mation and its relation to return in Fama-French type models.
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Figure 1. Average L evel of Dispersion throughout the Fiscal Year
The top figure displays the average monthly dispersion of short-term (one-year ahead) analyst earnings forecasts in dollars
for S&P 500 Index firms. The bottom figure shows the average monthly long-term (five-year average growth rate of
earnings) dispersion. Average dispersion is computed as the equal-weighted average of S&P 500 firm’s dispersion in each
month of a firm’s fiscal year (where month 12 is the final month in the fiscal year). Results are reported on an annual basis

as well as averaged across the full sample (1991-1997).
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Figure 2: Dispersion of beliefs
This figure plots a measure of the dispersion of beliefs for several different valugs &ach figure dis-
plays the ratio of most optimistic forecast to the least optimistic forecast across houses for a given asset:
{ [max; ppies1pe] / [ming ppieaye] b = Hmaxi (ﬂgitﬂn)}/{mmi (ﬂzztmtﬂ } In each row, the left figure displays
the ratio for the market portfolio and the right figure displays the ratio for the high short term dispersion portfolio. In row

onefd =1, inrow twod = 10, in row threef = 50, and in row fourd = —4.
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Table 1: Descriptive Statistics for S& P 500 Stocks (1991-1997)
This table provides summary data for the S&P 500 Index firms between 1991 and 1997. Panel A provides summary
statistics. Excess returns € ), market capitalization (Mkt. Cap.), a proxy for firm size, and the book-to-market ratio
(BE/ME) are averaged cross-sectionally across 25 portfolios formed on size and book-to-market (Fama and French 1993).
The dispersion of short-term (Disp. ST) and long-term earnings forecast (Disp. LT), the number of analysts reporting
short-term (Analysts ST) and long-term forecast (Analysts LT), are calculated annually for individual firms. Summary
statistics are based on time series averages across the sample period. Panel B provides a comparison of average returns,
size, book-to-market ratios, institutional ownership and the number of analysts between high and low dispersion portfolios.
Panel C examines the percentage of firms in each year that switch from high to low dispersion (or vice versa), where high

dispersion firms are those with average dispersion above the median. P-values are in parentheses.

Panel A
Summary Statistics of S&P 500 Stocks
Mean Std.Dev. Min Q1 Median Q3 M ax

r—rp 1.23 0.18 0.98 1.07 1.23 1.37 1.53
Mkt. Cap. 6763 7732 657 2007 3602 6376 26147
BE/ME (%) 0.57 0.31 0.18 0.36 0.52 0.71 1.19
Disp. ST ($) 0.20 0.41 0.00 0.03 0.08 0.21 8.64
Analysts ST 15 7 2 10 15 20 37

Disp. LT (%) 4.14 4.34 0.00 1.95 3.16 490 129.27
AnalystsLT 12 5 2 8 12 15 33

Panel B

Comparison of High and Low Dispersion Firm Characteristics

Short-term Long-term
Low High t-stat Low High t-stat
r—rp 1.76 1.51 2.98 164 164 0.02

Mkt. Cap. 8546 6686 4.02 8876 6392 5.39
BE/ME 049 0.66 -12.87 0.54 0.60 -4.84
Inst. Own. 0.58 0.60 -3.72 0.57 0.62 -6.93
Analysts 15 16 -3.07 13 13 -041

Panel C
Annual Switching Between High and Low Dispersion Portfolios
1992 1993 1994 1995 1996 1997
Disp. ST 39.60% 29.95% 31.83% 32.48% 31.79% 28.75%
Disp. LT 19.49% 17.61% 16.20% 12.05% 14.68% 14.02%
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Table 2: Descriptive Statistics for Explanatory Factors

Summary data on the independent explanatory factors is provided in this table. The factors include the Fama and French

(1993) risk factorsr,,, — r;, (the systematic risk factor of the excess market return over the risk-free rate), SMB (the risk

factor for small firms over large firms), and HML (the risk factor for high book equity to market equity firms over low book-

to-market firms). A factor to capture momentum, UMD, is also included. Risk factors to capture heterogeneity of beliefs,

DISP (the risk factor between firms with high and low dispersion of earnings forecasts) and LTGDISP (the risk factor

between firms with high and low dispersion of long-term earnings growth forecasts), are also presented. Panel A describes

summary statistics (in returns) which are pooled monthly from January 1991 to December 1997. Autocorrelations through

lag 12 are also included. Panel B provides pairwise Pearson correlation coefficients for the explanatory factors. P-values

are in parentheses.

Panel A

Summary Statistics of Fama-French, Momentum, and Dispersion Factors: N = 84

Autocorr.
Mean Std. Dev. t-stat 1 2 12
I'm —TI'b 1.16 3.09 346 -0.21 0.11 -0.06
SMB 0.14 2.68 0.47 0.10 -0.09 0.10
HML 0.47 244 1.75 0.21 -0.06 0.13
UMD 0.78 2.52 284 0.04 0.01 0.12
DISP -0.28 1.44 -1.75 0.14 0.00 0.16
LTGDISP 0.23 0.27 096 0.09 -0.07 0.11
Panel B
Cross-Sectional Correlation Coefficients: N = 84
'm—Tb SMB HML UMD DISP
SMB 0.0203
(0.8543)
HML -0.4420  -0.3049
(0.0001) (0.0048)
UMD 0.1662  -0.2108 -0.0136
(0.1308) (0.0543)  (0.9023)
DISP 0.1120 0.3574 0.1159 -0.3546
(0.3103) (0.0008)  (0.2938)  (0.0009)
LTGDISP 0.2495 0.5052 -0.3511 -0.2263 0.4913
(0.0221) (0.0001)  (0.0011)  (0.0385)  (0.0001)
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Table 3: Regressions of Excess Returns on Explanatory Factors

This table provides time-series regression coefficients of excess returns on explanatory factors for a value-weighted port-
folio of the S&P 500 firms from January 1991 to December 1997 (N = 84). The explanatory factors include the excess
market factor, the size factor, the book-to-market factor, the momentum factor, the short-term dispersion factor and the
long-term dispersion factor. The general form of the model follows from equations (19) and (20). t-statistics in paren-
theses and adjustectRare reported for each model. Model 1 is a one-factor model that uses the excess return on the
value-weighted market index, which corresponds to the standard CAPM. Model 2 supplements the excess market return
with size and book-to-market factors (Fama and French 1993). Model 3 represents the Carhart (1997) four-factor model,
which includes the market, size, and book-to-market factors, plus a factor which captures momentum. Models 4 and 5 ex-
amine the excess market return in conjunction with the short-term and long-term dispersion factors, respectively. Models
6 and 8 combine the three-factor model with short-term and long-term dispersion, while Models 7 and 9 augment Models

6 and 8 with the momentum factor.

Model Intercept r,, —r, SMB HML UMD DISP LTGDISP Adj-R?

1 0.06 1.03 0.9516
(0.73) (40.42)

2 -0.07 1.08 0.10 0.14 0.9614
(-0.88) (42.04) (3.71)  (4.06)

3 0.01 1.10 0.08 0.14 -0.13 0.9701
(0.14) (47.98) (3.10)  (4.60)  (-4.94)

4 0.15 1.02 0.26 0.9639
(1.99) (45.92) (5.39)

5 0.06 1.01 0.12 0.9570
(0.74) (40.68) (3.36)

6 0.04 1.05 0.06 0.10 0.19 0.9667
(0.45) (42.63) (1.90)  (2.83) (3.69)

7 0.06 1.08 0.05 0.11 -0.10 0.12 0.9718
(0.86) (45.83) (1.94) (354) (3.92) (2.37)

8 -0.08 1.06 0.06 0.15 0.13 0.9659
(-1.07) (43.20) (1.90)  (4.73) (3.39)

9 -0.01 1.08 0.05 0.15 -0.11 0.09 0.9725
(-0.09) (48.07) (1.69) (5.12) (-4.47) (2.79)

56



Table 4. Performance of Variance Forecasting Modelsfor Individual Firms
This table displays forecasts of monthly return variances (in %) generated from 15 models based on a rolling 60-month
window of data for each stock. Reported are the Pearson correlation coefficients, the slope coefficient in the regression
of realizations on forecasts and the adjustédv®ues for those regressions. Model 1 contains the market factor. Model
2 is the Fama and French (1993) three-factor model, while Model 3 is the three-factor model plus the momentum factor.
Model 4 (5) is computed from the market factor plus short-term (long-term) dispersion. Model 6 (8) expands on 4 (5) by
adding size and book-to-market factors, while Model 7 (9) expands on 6 (8) with the inclusion of the momentum factor.
Model 10 (11) isolates the impact of the short-term (long-term) dispersion factor. Models 12, 13, 14, and 15 exclude the

impact of the market factor from models 6, 7, 8, and 9, respectively.

Model Correlation Slope Adj-R?
1 0.5403 0.66  0.2990
2 0.4203 0.63 0.2267
3 0.5339 0.59 0.2851
4 0.5404 0.66 0.2987
5
6
7
8
9

0.5388 0.66 0.2968
0.4170 0.60 0.2208
0.5367 0.61 0.2880
0.4172 059 0.2236
0.5337 0.61 0.2848

10 0.5457 0.68 0.3051
11 0.4874 0.66 0.3033
12 0.5358 0.65 0.2927
13 0.5358 0.62 0.2870
14 0.5332 0.63 0.2898
15 0.5347 0.61 0.2859
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Table5: Comparison of actuals, forecasts and recommendations, (April 1994- December 1997)

This table provides summary statistics for the actual gross returns, the average forecasted gross returns, and the analyst
recommendations for the portfolios used in our GMM estimations. The first return used is from April to May of 1994
and last return used is from November to December of 1997. All returns are adjusted for inflation with the CPI. At each
date, the average forecasted return is computed by weighting the forecasts of each investment house by their importance.
The means reported in the table are the means over all dates in our sample. The recommendations were computed as
follows. A single analyst recommendation of a single stock is assigned a -2 if the analyst strongly recommends selling
the stock, -1 if the analyst recommends selling the stock, 0 if the analyst recommends holding the stock, 1 if the analyst
recommends buying the stock, and 2 if the analyst strongly recommends buying the stock. Recommendations for the
portfolios are constructed by taking a weighted average across analysts (where the weights are the importance of the
analysts) and a weighted average across the stocks in the portfolio (where the weights are determined by the market share
of the stocks. The market recommendations reported are only for the subset of stocks for which we have data — the
returns forecasts and the actual returns are for a larger group of stocks. We also don’t have any data on the return forecasts

or the recommendations of the nominal risk-free bond used in our estimations.

Comparison of actual returns, return forecasts, and recommendations

Actual returns Return forecasts Recommendations
Mean  Std. Mean  Std. Mean Std.
M arket 1.0198 0.0333 1.0205 0.0062 0.8118* 0.0052*
High volatility portfolio 1.0178 0.0454 1.0039 0.0095 0.9055 0.0876
High short-term dispersion portfolio 1.0002 0.0391 0.9895 0.0222 0.7473  0.0690
High long-term dispersion portfolio  1.0194 0.0397 1.0031 0.0093 0.8596  0.0909
Nominal Risk-free bond 1.0040 0.0004 — — — —
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Table 6: Estimates of the consumption-based model
This table displays GMM estimates 6f 3, and v in the consumption-based model with five assets — the market, a
nominal risk-free bond, and three portfolios. The portfolios consist of stocks with a high degree of past volatility, a high
degree of long term dispersion, and a high degree of short term dispersion. The standard errors of the parameters are
listed under the variables in parenthesis. If there is no standard error present then the variable was fixed and not estimated.
In this case the value of the variable in the estimate column is the value at which it is fixed. Objective is the value of the

GMM criterion. In panelA we fix ¢ at one and in pandB we fix ¢ at 0.05.

Panel Aip =1 Panel B:¢ = 0.05
M odel 0 16} ~ Objective 0 I6] ~y Objective
1 88.70 0.999 1 0.5206 476.05 0.999 1 0.5412
(35.98) (250.85)
2 40.70 0.999 5 0.5188 180.88 0.999 5 0.5326
(14.21) (87.27)
3 28.91 0.999 10 0.5068 125.85 0.999 10 0.5234
(9.77) (54.99)
4 0 1.005 5 0.6038 0 1.005 5 0.6038
(0.030) (0.030)
5 0 0.999 447.07 0.3698 0 0.999 447.07 0.3698
(235.41) (235.41)
6 0 0.966 457.29 0.3692 0 0.966 457.29 0.3692
(0.3831)  (318.57) (0.3831)  (318.57)
7 1 1.005 5 0.6036 1 1.005 5 0.6038
(0.030) (0.030)
8 1 0.999 445.20 0.3626 1 0.999 447.10 0.3694
(235.51) (235.41)
9 1 0.953 459.70 0.3618 1 0.966 457.31 0.3690
(0.3956)  (321.30) (0.3832)  (318.60)
10 40.63 1.003 5 0.5096 179.89 1.009 5 0.5326
(14.32)  (0.004) (88.48)  (0.005)
11 3.68 0.999 229.87 0.3188 1893 0.999 439.54 0.3110
(2.01) (229.87) (9.88) (238.51)
12 -4.60 0.688 497.00 0.2932 19.01 0.956 453.64 0.3104
(1.97)  (0.530) (414.47) (9.54)  (0.414)  (343.07)
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Table 7: Estimates of the consumption-based model with biases
This table displays GMM estimates df#, 3, and~ in the consumption-based model with biases. The assets are the
market, a nominal risk-free bond, and three portfolios. The portfolios consist of stocks with a high degree of past volatility,
a high degree of long term dispersion, and a high degree of short term dispersion. The standard errors of the parameters are
listed under the variables in parenthesis. If there is no standard error present then the variable was fixed and not estimated.
In this case the value of the variable in the estimate column is the value at which it is fixed. Objective is the value of the
GMM criterion. In models one through foug,is fixed at one and is fixed at 0.8118. In models five and sixis fixed at
0.05 and is fixed at 0.8118. In models seven through teis fixed at one and is fixed at 0.9. In models 11 and 132,
is fixed at 0.05 and is fixed at 0.9.

Modéel d 0 Ié] ~ Objective

1 0.040 0 0.999 5 0.5312
(0.031)

2 0.048 43.90 1.003 5 0.4038

(0.076)  (13.77)  (0.006)

3 0.048 0 0.879 498.59 0.2501
(0.037) (0.478)  (354.02)
4 0.047 -451 0.674 509.04 0.1849

(0.196)  (0.3084) (0.549) (362.96)

5 0.059 243.60 0.991 5 0.4014
(0.031)  (55.60) (0.034)

6 0.044 1791 0.928 473.54 0.2120
(0.787)  (36.66) (0.782) (537.54)

7 0.068 0 0.999 5 0.4210
(0.034)
8 0.058 26.68 1.004 5 0.4070

(0.277)  (38.46)  (0.011)

9 0.051 0 0.981 443.11 0.2282
(0.037) (0.400) (328.51)
10 0.047 2.45 0.922 447.65 0.2256

(0.167)  (0.42)  (0.440) (333.60)

11 0.060 114.85 1.005 5 0.4109
(0.085) (101.06) (0.022)

12 0.053 0.00 0.993 442.18 0.2282
(0.163)  (7.44)  (0.393) (329.06)
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