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Suppose on a probability space ( $\Omega, \mathbf{F}, \mathbf{P}$ ), a partially observable random process $\left(x_{t}, y_{t}\right), t \geqslant 0$; is given where only the second component $\left(y_{l}\right)$ is observed. Furthermore assume that ( $x_{1}, y_{i}$ ) satisfy the following system of stochastic differential equations driven by independent Wiener processes ( $W_{1}(t)$ ) and ( $W_{2}(t)$ ):

$$
\begin{array}{ll}
d x_{t}=-\beta x_{t} d t+d W_{1}(t), & x_{0}=0 \\
d y_{t}=\alpha x_{t} d t+d W_{2}(t), & y_{0}=0 ; \quad \alpha, \beta \in(a, b), a>0 .
\end{array}
$$

We prove the local asymptotic normality of the model and obtain a large deviation inequality for the maximum likelihood estimator (m.l.e.) of the parameter $\theta=(\alpha, \beta)$. This also implies the strong consistency, efficiency, asymptotic normality and the convergence of moments for the m.l.e. The method of proof can be easily extended to obtain similar results when vector valued instead of one-dimensional processes are considered and $\theta$ is a $k$-dimensional vector. © 1991 Academic Press, Inc.

## 1. Introduction

Suppose on a probability space ( $\Omega, \mathbf{F}, \mathbf{P}$ ), a partially observable random process ( $x_{t}, y_{t}$ ),t 2 ; is given where only the second component $\left(y_{t}\right)$ is observed (both the components could be vector valued). Furthermore assume that $\left(x_{t}, y_{t}\right)$ satisfy the following system of stochastic differential equations (SDE):

$$
\begin{array}{ll}
d x_{t}=F x_{t} d t+G d W_{1}(t), & x_{0}=X_{0}, \\
d y_{t}=H x_{t} d t+d W_{2}(t), & y_{0}=0, \tag{1}
\end{array}
$$

where ( $W_{1}(t)$ ) and ( $W_{2}(t)$ ) are independent standard Wiener processes and $F, G, H$ are nonrandom matrices of appropriate order. The initial value $X_{0}$
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is assumed to be a Gaussian random variable independent of both ( $W_{1}(t)$ ) and ( $W_{2}(t)$ ).
Let $\theta$ (a point in $R^{k}$ ) be the vector of unknown parameters in $H, G$, and $F$. Estimation of $\theta$ using observations ( $y_{t}, 0 \leqslant t \leqslant T$ ) is known as system identification. It appears that this problem of system identification was first considered by Balakrishnan [2], who proved the weak local consistency of the maximum likelihood estimator (m.l.e.) under suitable regularity and identifiability assumptions. Later Bagchi and Borkar [1] showed the strong global consistency of the m.l.e. for a slightly more general model. In their case the signal process could be an infinite dimensional process of the following kind:

$$
x_{t}=\int_{0}^{t} S_{t-s} D d W_{1}(s),
$$

where $S_{t}, t \geqslant 0$, is a strongly continuous semigroup with generator $A$ on a separable Hilbert space $\mathbf{H}, W_{1}$ is a Brownian motion on a separable Hilbert space $K$, and $D$ is a bounded linear operator from $\mathbf{K}$ to $\mathbf{H}$. The observation process $y_{t}$, however, is finite dimensional and satisfies the following SDE:

$$
y_{t}=\int_{0}^{t} C x_{s} d s+W_{2}(t)
$$

where $C$ is a bounded linear operator from $\mathbf{H}$ to $R^{q}$ and $W_{2}$ is $R^{q}$ valued Brownian motion independent of $W_{1}$. The vector of unknown system parameters $\theta$ is assumed to be a point from a compact set in $R^{k}$.
It is important to note that even if the signal process is assumed to be finite dimensional their proof cannot be easily extended to obtain either the rate of convergence or the asymptotic normality of the m.l.e. Also, in addition to standard smoothness (with respect to $\theta$ ), stability and controllability assumptions on $A, D$, and $C$, the smoothness of the error covariance operator $P$ and uniform growth requirements on the semigroup $Y_{t}$, a perturbation of $S_{t}$ introduced by them, are assumed rather than proved (see Bagchi and Borkar [1, (3.1a), (3.1b), p. 210). These assumptions are automatically satisfied in our case. No example of an infinite dimensional system satisfying the above mentioned assumptions is given.
It was Kutoyants [8] who first considered the question of asymptotic normality of the m.l.e. in this setting. However, he only considered the following special case of the model in (1):

$$
\begin{array}{ll}
d x_{t}=-\beta x_{t} d t+d W_{1}(t), & x_{0}=0 \\
d y_{t}=\alpha x_{t} d t+d W_{2}(t), & y_{0}=0 ; \quad \alpha, \beta \in(a, b), a>0 . \tag{2}
\end{array}
$$

(All the processes involved in (2) are assumed to be one-dimensional). In the above model, when $\beta$ is a known constant, Kutoyants obtained a large deviation inequality for the m.l.e. of $\alpha$ which in turn implies the strong consistency, asymptotic normality, and the convergence of moments. In fact, without mentioning so explicitly, the "local asymptotic normality" (LAN) property of the model is also established, thus proving the efficiency of the m.l.e. in a large class of estimators (see, for instance, Basawa and Scott [5, Chap. 2]).

Here we extend this result to the m.l.e. of the bivariate parameter $\theta=(\alpha, \beta)$. It should be emphasized that Kutoyants's technique cannot be applied to this bivariate estimation problem (not even for the univariate estimation of $\beta$ when $\alpha$ is a known constant). On the other hand, it will be clear that the method we have used can be applied without any major modification to the general model considered in (1) if, besides identifiability, the following standard conditions are satisfied: (i) The parameter space $\Theta$ is an open, bounded subset of $R^{k}$. (ii) $F, G, H$ are continuously differentiable with respect to $\theta$. (iii) For every $\theta$ the pair $(F, H)$ is completely observable and the pair ( $F, G$ ) is completely controllable. (iv) The eigenvalues of the matrix $F$ lie in the open left-half of the complex plane (i.e., $F$ is stable).

The main results along with the necessary notation are given in Section 2 and the proofs are in Section 3.

## 2. Notation and Statements of Results

From now on, unless mentioned otherwise, the signal and observation processes $x_{t}, y_{t}, t \geqslant 0$; will refer to the solution of the SDE in (2). Also assume that the bivariate parameter $\theta=(\alpha, \beta)$ is an element of $\theta=(a, b) \times$ ( $a, b$ ), $a>0, b<\infty$. The letter $C$ (with or without a subscript) will denote a positive constant independent of $T$ (the time parameter); it need not be the same in two different expressions.

For $0 \leqslant t$ let $\hat{x}_{\text {}}$, be the conditional expectation of $x_{t}$ given the observations up to time $t$, i.e.,

$$
\begin{equation*}
\hat{x}_{t}=E\left(x_{t} \mid \mathbf{F}_{t}^{\mathbf{y}}\right), \tag{3}
\end{equation*}
$$

where $\mathbf{F}_{t}^{\mathbf{y}}$ is the $\sigma$-field generated by $\left\{y_{s}, 0 \leqslant s \leqslant t\right\}$ and all the $\mathbf{P}$-null sets; furthermore, let

$$
\begin{equation*}
d v_{t}=d y_{t}-\alpha \hat{x}_{t} d t . \tag{4}
\end{equation*}
$$

Then it is well known that $\left(v_{t}\right)$ is a Wiener process and, moreover, the process ( $\hat{x}_{t}$ ) satisfies the SDE

$$
d \hat{x}_{t}=-\beta \hat{x}_{t} d t+\alpha a_{t} d v_{t}, \quad \hat{x}_{0}=0 ;
$$

where $a_{t}$ is the (unique) solution of a (deterministic) differential equation known as the Riccati equation. More precisely, $a_{t}$ is the solution of the following nonlinear differential equation:

$$
\frac{d}{d t} a_{t}=1-\alpha^{2} a_{t}^{2}-2 \beta a_{t}, \quad a_{0}=0 .
$$

It is also known that as $t \rightarrow \infty, a_{t} \rightarrow a_{\theta}, a_{\theta}=\left(-\beta+\sqrt{\alpha^{2}+\beta^{2}}\right) / \alpha^{2}$. All these facts can be found in Liptser and Shiryayev [9, Vol. II, 16.2]. Now we make a simplifying assumption commonly made in the literature (see, e.g., Kutoyants [8, p. 103]). We assume that the system has reached the steady state, i.e., we assume that $\hat{x}$, satisfies the SDE:

$$
\begin{equation*}
d \hat{x}_{t}=-\beta \hat{x}_{t} d t+\alpha a_{\theta} d v_{t}, \quad \hat{x}_{0}=0 . \tag{5}
\end{equation*}
$$

Then from (4) and (5), it is easy to verify that

$$
\begin{equation*}
\hat{x}_{t}=\alpha a_{\theta} \int_{0}^{t} e^{-b} \theta^{(t-s)} d y_{s}, \tag{6}
\end{equation*}
$$

where $b_{\theta}=\sqrt{\alpha^{2}+\beta^{2}}$.
Let $C_{T}$ denote the space of real valued continuous functions defined on $[0, T]$ endowed with the sup-norm topology and let $\mathbf{C}_{\mathbf{T}}$ be the $\sigma$-field of Borel sets in $C_{T}$. Furthermore, let $P_{T}^{A}$ denote the measure induced by the paths ( $y_{s}, 0 \leqslant s \leqslant T$ ) on ( $C_{T}, \mathbf{C}_{\mathbf{T}}$ ).

Then in view of the relation

$$
\begin{equation*}
d y_{t}=\alpha \hat{x}_{t} d t+d v_{t}^{\theta} \tag{7}
\end{equation*}
$$

and the fact that $v_{t}^{\theta}$ is a Wiener process, it follows that $P_{T}^{\theta}$ is equivalent to the standard Wiener measure $\mu_{W}$ defined on ( $C_{T}, \mathrm{C}_{\mathbf{T}}$ ). Furthermore the density or the likelihood function of the data $\left(y_{s}, 0 \leqslant s \leqslant T\right)$ at $\theta$ is given by

$$
\begin{equation*}
\frac{d P_{\theta}^{T}}{d \mu_{W}}(y)=\exp \left(\int_{0}^{T} \alpha \hat{x}, d y_{t}-1 / 2 \int_{0}^{T} \alpha^{2} \hat{x}_{t}^{2} d t\right) . \tag{8}
\end{equation*}
$$

The verification of this fact is quite straightforward; for example, it follows from the combination of two results (Theorems 7.3.1 and 7.3.2, p. 176) from Kallianpur [7].
Let $l(\theta)=l(\theta, y)$ be the loglikelihood function of the data. For each $T>0$ define a random function $Z_{T}(u)$ as

$$
\begin{equation*}
U_{T}=\sqrt{T}(\Theta-\theta)=\sqrt{T}(a-\alpha, b-\alpha) \times(a-\beta, b-\beta) . \tag{9}
\end{equation*}
$$

For $u \in U_{T}$,

$$
\begin{equation*}
Z_{T}(u)=l(\theta+u / \sqrt{T})-l(\theta) \tag{10}
\end{equation*}
$$

(Clearly $Z_{T}$ and $U_{T}$ depend on $\theta$ but this dependence is suppressed for notational convenience.) Now we can state the main result of this section.

Theorem 2.1. The random functions $Z_{T}(u)$ have continuous sample paths and satisfy the following three properties:

$$
\begin{equation*}
\sup _{\substack{|u|,|w| \leq M \\ u, w \in U_{T}}} E_{\theta}\left|Z_{T}(u)-Z_{T}(w)\right|^{4} \leqslant C M^{4}|u-w|^{4} \tag{I}
\end{equation*}
$$

(II) For $u \in U_{T}$ and $T$ large, $T>T_{0}$,

$$
E_{\theta} \exp \left(1 / 4 Z_{T}(u)\right) \leqslant \exp \left(-C^{\prime}|u|^{2}\right)
$$

(III) As $T \rightarrow \infty$ the finite dimensional distributions of $Z_{T}(u)$ converge to the finite dimensional distributions of $Z(u)$, where for $u \in R^{2}$,

$$
Z(u)=u^{\prime} Y_{\theta}-1 / 2 u^{\prime} \Sigma_{\theta} u
$$

here $Y_{\theta}$ is a zero mean bivariate normal variable with invertible covariance matrix $\Sigma_{\theta}$ and $u^{\prime}$ denotes the transpose of the vector $u$. (Note that $Z(u)$ is a real valued, continuous random function defined on $R^{2}$ which attains its maximum at a unique (random) point $\Sigma_{\theta}^{-1} Y_{\theta}$.)

The elements of the matrix $\Sigma_{\theta}$ are described as follows: Suppose that $H_{\theta}$, $G_{\theta}$, and $R_{\theta}$ are trace class operators ( $R_{\theta}$ is self-adjoint) defined on $L^{2}[0, T]$ with kernels:

$$
\begin{align*}
& H_{\theta}(t, s)=\frac{\alpha}{\sqrt{\alpha^{2}+\beta^{2}}}\left[1+\beta(t-s)-\sqrt{\alpha^{2}+\beta^{2}}(t-s)\right] e^{-\sqrt{\alpha^{2}+\beta^{2}}(t-s)}  \tag{11}\\
& G_{\theta}(t, s)=\left(-1+\frac{\beta}{\sqrt{\alpha^{2}+\beta^{2}}}\right)[1+\beta(t-s)] e^{-\sqrt{\alpha^{2}+\beta^{2}}(t-s)}
\end{align*}
$$

if $0 \leqslant s \leqslant t \leqslant T$ and equal to zero otherwise;

$$
\begin{equation*}
R_{\theta}(t, s)=\frac{e^{-\beta|t-s|}-e^{-\beta(t+s)}}{2 \beta}, \quad 0 \leqslant s, t \leqslant T \tag{12}
\end{equation*}
$$

Let $H^{*}$ and $G^{*}$ denote the corresponding adjoint operators. Then it is easy to verify the following (see Lemma 3.2 in the next section):
(i) $\lim _{T \rightarrow \infty} 1 / T \operatorname{trace}\left[H R H^{*}+H H^{*}\right]=\sigma_{1}^{2}<\infty$,
(ii) $\lim _{T \rightarrow \infty} 1 / T \operatorname{trace}\left[G R G^{*}+G G^{*}\right]=\sigma_{2}^{2}<\infty$, and
(iii) $\lim _{T \rightarrow \infty} 1 / T \operatorname{trace}\left[H R G^{*}+H G^{*}\right]=\sigma_{12}<\infty$.

Then $\Sigma_{\theta}$ denotes the $2 \times 2$ symmetric matrix with $\Sigma_{11}=\sigma_{1}^{2}, \Sigma_{22}=\sigma_{2}^{2}$, and $\Sigma_{12}=\sigma_{12}$. It is easy to check that $\Sigma$ is strictly positive definite.

The above result verifies all the conditions of two results in Ibragimov and Hasminski [6, Theorem 10.1, Chap. 1, and Corollary 1.1 in Chap. 3]. The conditions are slightly modified in the sense that loglikelihood ratios are used rather than the likelihood ratios. The equivalence of these two versions is not very difficult to see (see, e.g., Selukar [11, Theorem 2.2, p. 22]). The property (III) is the uniform LAN property. The next theorem which is the result of practical interest follows as a corollary.

Let $\hat{\theta}_{T}(y)$ be the m.l.e. of $\theta$ based on observations $\left(y_{t}\right), 0 \leqslant t \leqslant T$; i.e., the maximum of the likelihood ratio is attained at $\hat{\theta}_{T}$.

Theorem 2.2. The m.l.e. of $\theta$ has the following properties:
(i) $\hat{\theta}_{T}$ is a strongly consistent and asymptotically efficient estimator of $\theta$.
(ii) As $T$ tends to infinity the distribution of $\sqrt{T}\left(\hat{\theta}_{T}-\theta\right)$ converges to the normal distribution with zero mean and covariance matrix $\Sigma^{-1}$. Furthermore, for every $p>0$, the pth moment of the norm of $\sqrt{T}\left(\hat{\theta}_{T}-\theta\right)$ converges to the pth moment of the norm of this normal variable.
(iii) For $h>0$ and large $T, T>T_{0}$,

$$
P_{\theta}^{T}\left\{\sqrt{T}\left|\left(\hat{\theta}_{T}-\theta\right)\right|>h\right\} \leqslant B_{0} \exp \left(-b_{0} h^{2}\right)
$$

where $B_{0}, b_{0}>0$ are constants.
The efficiency in (i) above is to be understood in the sense of the second result from Ibragimov and Hasminski mentioned above. In particular, the m.l.e. is efficient under the quadratic loss.

## 3. Proof

It suffices to verify the conditions of Theorem 2.1 which will be done using several lemmas. The first two lemmas are technical. Let ( $Y_{t}$ ), $0 \leqslant t \leqslant T$, be a mean square integrable zero mean Gaussian process with covariance $R(t, s)$. Let $R$ be the corresponding covariance operator. It is well known that $R$ is a self-adjoint, non-negative definite trace class operator and

$$
\begin{equation*}
\operatorname{trace}(R)=\int_{0}^{T} R(t, t) d t=E \int_{0}^{T} Y_{t}^{2} d t \tag{13}
\end{equation*}
$$

Lemma 3.1. (i) For all $k \geqslant 1$,
(ii)

$$
E\left(\int_{0}^{T} Y_{t}^{2} d t\right)^{k} \leqslant k^{k}\left[E\left(\int_{0}^{T} Y_{t}^{2} d t\right)\right]^{k}
$$

$$
E \exp \left(-\int_{0}^{T} Y_{t}^{2} d t\right) \leqslant \operatorname{cxp}\left(-\frac{\operatorname{trace}(R)}{1+2\|R\|}\right)
$$

where $\|R\|$ is the operator norm of $R$.
Proof. Let $\left\{f_{j}\right\}$ be the system of eigenfunctions of $R$ and $\lambda_{j}$ 's be the corresponding eigenvalues then, using the Karhunen-Loeve expansion of $\left(Y_{t}\right)$, we obtain

$$
\begin{equation*}
\int_{0}^{T} Y_{t}^{2} d t=\sum_{j-1}^{\infty} \lambda_{j} X_{j}^{2} \quad \text { and } \quad E \int_{0}^{T} Y_{t}^{2} d t=\sum_{j=1}^{\infty} \lambda_{j}=\lambda^{*} \quad \text { say. } \tag{14}
\end{equation*}
$$

The coefficients $\left(X_{j}\right)$ are i.i.d. $N(0,1)$ random variables. From (14)

$$
E\left(\int_{0}^{T} Y_{t}^{2} d t\right)^{k}=E\left(\sum_{j=-}^{\infty} \lambda_{j} X_{j}^{2}\right)^{k}=\left(\lambda^{*}\right)^{k} E\left[\left(\lambda^{*}\right)^{-1} \sum_{j=1}^{\infty} \lambda_{j} X_{j}^{2}\right]^{k}
$$

Then the application of Jensen's inequality in the square bracket and the i.i.d. nature of $\left(X_{j}\right)$ s imply

$$
E\left(\int_{0}^{T} Y_{t}^{2} d t\right)^{k} \leqslant\left(\lambda^{*}\right)^{k-1} E\left(\sum_{j=1}^{\infty} \lambda_{j} X_{j}^{2 k}\right)=\left(\lambda^{*}\right)^{k} E X_{1}^{2 k}
$$

Morcover, because $X_{1}$ is $N(0,1)$, using Stirling's approximation (see Rao [10, p. 59]),

$$
E\left(\int_{0}^{T} Y_{t}^{2} d t\right)^{k} \leqslant\left(\lambda^{*}\right)^{k} \frac{(2 k)!}{2^{k} k!} \leqslant k^{k}\left(\lambda^{*}\right)^{k}
$$

This, together with (14) proves (i). The last inequality is easy to deduce from (14) and the fact that if $X$ is a $N(0,1)$ variable then, for $\beta<\frac{1}{2}$, $E \exp \left(\beta X^{2}\right)=(1-2 \beta)^{-1 / 2}$.

For $\lambda>0$ and $m$ a non-negative integer, let $L$ be an integral operator defined on $L^{2}[0, T]$ with kernel $L(t, s)$ given by

$$
\begin{aligned}
L(t, s) & =(t-s)^{m} e^{-\lambda(t-s)}, & & 0 \leqslant s \leqslant t \leqslant T \\
& =0 & & \text { otherwise }
\end{aligned}
$$

That is, for $f \in L^{2}[0, T]$,

$$
\begin{equation*}
(L f)(t)=\int_{0}^{T} L(t, s) f(s) d s \tag{15}
\end{equation*}
$$

$L$ is a special case of a Volterra operator. Let $\|L\|$ be the operator norm of $L$ and $L^{*}$ denote the adjoint of $L$. Then $L L^{*}$ is a self-adjoint trace class operator and it is easy to check that

$$
\begin{aligned}
\operatorname{trace}\left(L L^{*}\right) & =\int_{0}^{T} \int_{0}^{s} L^{2}(t, s) d s d t \\
& =T \int_{0}^{T} u^{2 m} e^{-2 \lambda u} d u-\int_{0}^{T} u^{2 m+1} e^{-2 \lambda u} d u .
\end{aligned}
$$

The conclusions of the following lemma are simple consequences of the above expression for the trace of $L L^{*}$ and the definition of $L$.

Lemma 3.2. (i) $\|L\| \leqslant \sqrt{2}\left(\Gamma(m+1) / \lambda^{m+1}\right)$
(ii) $\operatorname{trace}\left(L L^{*}\right) \leqslant\left(\Gamma(2 m+1) /(2 \lambda)^{2 m+1}\right) T$
(iii) For large $T$, $\operatorname{trace}\left(L L^{*}\right) \geqslant\left(\Gamma(2 m+1) /(2 \lambda)^{2 m+1}\right) T / 2$
(iv) $\lim _{T \rightarrow \infty} 1 / T \operatorname{trace}\left(L L^{*}\right)=\Gamma(2 m+1) /(2 \lambda)^{2 m+1}$
(v) If $L_{1}$ and $L_{2}$ are two Volterra operators of the above type (i.e., with Gamma kernels) then the operator $L_{1} L_{2}$ is also a Volterra operator which is a finite linear combination of the operators of the above type.

Proof. First observe that $L(t, s) \geqslant 0$ and for each $t, \int_{0}^{T} L(t, s) d s \leqslant$ $\Gamma(\alpha+1) / \lambda^{\alpha+1}$. Hence

$$
(L f)^{2}(t)=\left(\int_{0}^{t} L(t, s) f(s) d s\right)^{2} \leqslant \Gamma(\alpha+1) / \lambda^{\alpha+1}\left(\int_{0}^{t} L(t, s) f^{2}(s) d s\right)
$$

Therefore,

$$
\begin{aligned}
\|L f\|^{2} & =\int_{0}^{T}(L f)^{2}(t) d t \\
& \leqslant \Gamma(\alpha+1) / \lambda^{\alpha+1} \int_{0}^{T} \int_{0}^{t} L(t, s) f^{2}(s) d s d t \\
& \leqslant 2\left(\Gamma(\alpha+1) / \lambda^{\alpha+1}\right)^{2}\|f\|^{2} .
\end{aligned}
$$

This proves the first assertion. The others are even simpler to prove so the proofs are omitted.

Remark 3.1. Note that the operator norm of $L$ has a bound independent of $T$ and the trace of $L L^{*}$ is of the same order as that of $T$. It is obvious that statements of the above lemma can also be obtained for an operator $M$ which is a linear combination of $L_{i} \mathrm{~s}$.

Let $\hat{X}_{\theta}(t, y)=\alpha \hat{x}_{t}$. Then, using ( 6 ),

$$
\begin{equation*}
\hat{X}_{\theta}(t, y)=\left(-\beta+\sqrt{\alpha^{2}+\beta^{2}}\right) \int_{0}^{t} e^{-\sqrt{\alpha^{2}+\beta^{2}}(t-s)} d y_{s} . \tag{16}
\end{equation*}
$$

From (8) and (10)

$$
l(\theta, y)=\int_{0}^{T} \hat{X}_{\theta}(t, y) d y_{t}-1 / 2 \int_{0}^{T} \hat{X}_{t}^{2}(\theta, y) d t
$$

Therefore,

$$
\begin{aligned}
Z_{T}(u)= & l\left(\theta+\frac{u}{\sqrt{T}}\right)-l(\theta) \\
= & \int_{0}^{T}\left[\hat{X}_{t}\left(\theta+\frac{u}{\sqrt{T}}, y\right)-\hat{X}_{t}(\theta, y)\right] d y_{t} \\
& -1 / 2 \int_{0}^{T}\left[\hat{X}_{t}^{2}\left(\theta+\frac{u}{\sqrt{T}}, y\right)-\hat{X}_{t}^{2}(\theta, y)\right] d t .
\end{aligned}
$$

If we complete the square in the second term of the RHS and rearrange the terms we obtain

$$
\begin{align*}
Z_{T}(u)= & \int_{0}^{T}\left[\hat{X}_{t}\left(\theta+\frac{u}{\sqrt{T}}, y\right)-\hat{X}_{t}(\theta, y)\right] d v_{t}^{\theta} \\
& -1 / 2 \int_{0}^{T}\left[\hat{X}_{t}\left(\theta+\frac{u}{\sqrt{T}}, y\right)-\hat{X}_{t}(\theta, y)\right]^{2} d t \tag{17}
\end{align*}
$$

where $d v_{t}^{\theta}=d y_{t}-\hat{X}_{t}(\theta, y) d t$. Recall that under $P_{\theta}^{T}, v_{t}^{\theta}$ is a standard Wiener process.

From now on, unless stated otherwise, all the expectations are taken w.r.t. the true probability measure $P_{\theta}^{T}$. Also, in order to simplify the notation we may sometimes write, $Z(u)=Z_{T}(u), \hat{X}_{t}(u)=\hat{X}_{t}(\theta+u / \sqrt{T}, y)$ and $d v_{t}=d v_{t}^{\theta}$. The next lemma verifies the first assertion of Theorem 3.1.

Lemma 3.3. For $u, w \in U_{T},|u|,|w| \leqslant M$,

$$
E\left(Z_{T}(u)-Z_{T}(w)\right)^{4} \leqslant C M^{4}|u-w|^{4}
$$

where $C$ depends only on $a$ and $b$. Recall that $\Theta=(a, b) \times(a, b)$.
Proof. From (17),

$$
\begin{aligned}
Z_{T}(u)-Z_{T}(w)= & \int_{0}^{T}\left[\hat{X}_{t}(u)-\hat{X}_{t}(w)\right] d v_{t} \\
& -1 / 2 \int_{0}^{T}\left\{\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right]^{2}-\left[\hat{X}_{t}(w)-\hat{X}_{t}(0)\right]^{2}\right\} d t \\
= & \text { TERM1 -1/2 TERM2 say. }
\end{aligned}
$$

Then,

$$
\begin{equation*}
E(Z(u)-Z(w))^{4} \leqslant 16\left\{E(\text { TERM } 1)^{4}+1 / 16 E(\text { TERM } 2)^{4}\right\} . \tag{18}
\end{equation*}
$$

Consider $E(T E R M 1)^{4}$ :

$$
\begin{align*}
E(\text { TERM } 1)^{4} & =E\left\{\int_{0}^{T}\left[\hat{X}_{t}(u)-\hat{X}_{t}(w)\right] d v_{t}\right\}^{4} \\
& \leqslant 16 E\left\{\int_{0}^{T}\left[\hat{X}_{t}(u)-\hat{X}_{t}(w)\right]^{2} d t\right\}^{2} \\
& \leqslant 64\left\{\int_{0}^{T} E\left[\hat{X}_{t}(u)-\hat{X}_{t}(w)\right]^{2} d t\right\}^{2} . \tag{19}
\end{align*}
$$

(The first step follows from Burkholder's martingale inequality and the fact that $\left(v_{t}\right)$ is a Wiener process under $P_{\theta}^{T}$. The last step is a consequence of Lemma 3.1(i).)
Note that from (16),

$$
\begin{equation*}
\hat{X}_{t}(u)-\hat{X}_{t}(w)=\int_{0}^{t}\left(L_{u}-L_{w}\right)(t, s) d y_{s} \tag{20}
\end{equation*}
$$

where $L_{u}=L_{\theta+u / \sqrt{T}}$ is given as

$$
\begin{array}{rlrl}
L_{u}(t, s)= & A_{u} e^{-B_{u}(t-s)}, & & 0 \leqslant s \leqslant t \leqslant T, \\
= & 0, & & \text { otherwise, }  \tag{21}\\
A_{u}=A_{\theta+u / \sqrt{T}}= & -\left(\beta+\frac{u_{2}}{\sqrt{T}}\right) \\
& +\left\{\left(\beta+\frac{u_{2}}{\sqrt{T}}\right)^{2}+\left(\alpha+\frac{u_{1}}{\sqrt{T}}\right)^{2}\right\}^{1 / 2},
\end{array}
$$

and

$$
B_{u}=B_{\theta+u / \sqrt{T}}=\left\{\left(\beta+\frac{u_{2}}{\sqrt{T}}\right)^{2}+\left(\alpha+\frac{u_{1}}{\sqrt{T}}\right)^{2}\right\}^{1 / 2} .
$$

(Note that $u=\left(u_{1}, u_{2}\right)$ is a point in $U_{T} \subset R^{2}$ ).
Now recall that (see (2))

$$
\begin{equation*}
d y_{t}=\alpha x_{t} d t+d W_{2}(t), \tag{22}
\end{equation*}
$$

where the "signal" $\left(x_{t}\right)$ and the observation "noise" $\left(W_{2}(t)\right)$ are independent. Let $R(t, s)$ denote the covariance function of $x_{t}$, i.e., $R(t, s)=E\left(x_{t} x_{s}\right)$. Then, since $x_{t}$ is the familiar Ornstein-Uhlenbeck process, it follows that

$$
\begin{equation*}
R(t, s)=\frac{e^{-\beta|t-s|}-e^{-\beta(t+s)}}{2 \beta} \tag{23}
\end{equation*}
$$

If $R$ is the integral operator with the kernel $R(t, s)$. Then it is easy to check that $R=R_{1} R_{1}^{*}$, where $R_{1}$ is the Volterra operator with kernel

$$
R_{1}(t, s)=e^{-\beta(t-s)} \quad \text { for } \quad 0 \leqslant s \leqslant t \leqslant T
$$

Therefore, by Lemma 3.2, $R$ is a trace class operator and

$$
\begin{equation*}
\|R\| \leqslant 2 / \beta^{2} \tag{24}
\end{equation*}
$$

From (20), (22), and the independence of $\left(x_{t}\right)$ and $\left(W_{2}(t)\right)$ it follows that

$$
\begin{aligned}
& \int_{0}^{T} E\left[\hat{X}_{t}(u)-\hat{X}_{t}(w)\right]^{2} d t \\
&= \int_{0}^{T} \int_{0}^{t} \int_{0}^{t}\left(L_{u}-L_{w}\right)(t, v) R(v, s)\left(L_{u}-L_{w}\right)(t, s) d s d v d t \\
&+\int_{0}^{T} \int_{0}^{t}\left(L_{u}-L_{w}\right)^{2}(t, s) d s d t \\
&= \operatorname{Trace}\left\{\left(L_{u}-L_{w}\right) R\left(L_{u}-L_{w}\right)^{*}\right\}+\operatorname{Trace}\left\{\left(L_{u}-L_{w}\right)\left(L_{u}-L_{w}\right)^{*}\right\}
\end{aligned}
$$

where $L_{u}$ denotes the integral operator with kernel $L_{u}(t, s)$ and $\left(L_{u}\right)^{*}$, its adjoint. Next, using (24) and the fact that for any two non-negative definite trace class operators $J_{1}$ and $J_{2}$,

$$
\begin{equation*}
\operatorname{Trace}\left(J_{1} J_{2}\right) \leqslant \operatorname{Trace}\left(J_{1}\right) \cdot\left\|J_{2}\right\| \tag{25}
\end{equation*}
$$

where $\left\|J_{2}\right\|=$ the operator norm of $J_{2}$, it follows that

$$
\begin{align*}
\int_{0}^{T} E\left[\hat{X}_{t}(u)-\hat{X}_{t}(w)\right]^{2} d t & \leqslant\left(1+2 / \beta^{2}\right) \operatorname{Trace}\left(L-u-L_{w}\right)\left(L_{u}-L_{w}\right)^{*} \\
& =\left(1+2 / \beta^{2}\right) \int_{0}^{T} \int_{0}^{t}\left(L_{u}-L_{w}\right)^{2}(t, s) d s d t \\
& \leqslant C\left\{\left(u_{1}-w_{1}\right)^{2}+\left(u_{2}-w_{2}\right)^{2}\right\} \tag{26}
\end{align*}
$$

The last step is obtained using the Taylor expansion and Lemma 3.2 as

$$
\begin{aligned}
L_{u}(t, s)-L_{w}(t, s)= & \left(u_{1}-w_{1}\right) / \sqrt{T} \frac{\delta}{\delta \alpha} L_{\mathbf{u}}(t, s) \\
& +\left(u_{2}-w_{2}\right) / \sqrt{T} \frac{\delta}{\delta \beta} L_{\mathbf{u}}(t, s)
\end{aligned}
$$

where $\mathbf{u} \in\left(\alpha+u_{1} / \sqrt{T}, \alpha+w_{1} / \sqrt{T}\right) \times\left(\beta+u_{2} / \sqrt{T}, \beta+w_{2} / \sqrt{T}\right) \subset \Theta$. (u may depend on $t$ and $s$.) Therefore,

$$
\begin{aligned}
\left(L_{u}-L_{w}\right)^{2}(t, s) \leqslant & 4 / T\left[\left(u_{1}-w_{1}\right)^{2}+\left(u_{2}-w_{2}\right)^{2}\right] \\
& \times \sup _{\theta \in \Theta}\left\{\left(\frac{\delta}{\delta \alpha} L_{\theta}\right)^{2}+\left(\frac{\delta}{\delta \beta} L_{\theta}\right)^{2}(t, s)\right\} \\
\leqslant & 4 / T\left[\left(u_{1}-w_{1}\right)^{2}+\left(u_{2}-w_{2}\right)^{2}\right] \\
& \times\left\{\left(C_{1}+C_{2}(t-s)+C_{3}(t-s)^{2}\right) \exp \left(-C_{4}(t-s)\right)\right\}
\end{aligned}
$$

$C_{i}$ 's are positive constants which depend on $a>0$ and $b$ only. (Recall that $\Theta=(a, b) \times(a, b)$ ). Therefore from Lemma 3.2(ii) and Remark 3.1,

$$
\begin{aligned}
(1+ & \left.2 / \beta^{2}\right) \int_{0}^{T} \int_{0}^{t}\left(L_{u}-L_{w}\right)^{2}(t, s) d s d t \\
& \leqslant 4 / T\left[\left(u_{1}-w_{1}\right)^{2}+\left(u_{2}-w_{2}\right)^{2}\right] \\
& \times \int_{0}^{T} \int_{0}^{t}\left\{\left(C_{1}+C_{2}(t-s)+C_{3}(t-s)^{2}\right) \exp \left(-C_{4}(t-s)\right)\right\} d s d t \\
& \leqslant C\|u-w\|^{2} / T \times T .
\end{aligned}
$$

Thus, from (19) and (26) it follows that

$$
\begin{equation*}
E(\text { TERM } 1)^{4} \leqslant C\|u-w\|^{4} . \tag{27}
\end{equation*}
$$

Now consider TERM2:

$$
\begin{aligned}
(\mathrm{TERM} 2)^{4}= & \left(\int_{0}^{T}\left\{\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right]^{2}-\left[\hat{X}_{t}(w)-\hat{X}_{t}(0)\right]^{2}\right\} d t\right)^{2} \\
\leqslant & \left(\int_{0}^{T}\left(\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right]+\left[\hat{X}_{t}(w)-\hat{X}_{t}(0)\right]\right)^{2} d t\right)^{2} \\
& \times\left(\int_{0}^{T}\left(\hat{X}_{t}(u)-\hat{X}_{t}(w)\right)^{2} d t\right)^{2}
\end{aligned}
$$

We have used the identity $\left(x^{2}-y^{2}\right)=(x+y)(x-y)$ and then applied the Cauchy-Schwartz inequality. Again applying the Cauchy-Schwartz inequality, Lemma 3.1(i) and from calculations similar to TERM1 we have

$$
\begin{aligned}
E(\text { TERM } 2)^{4} \leqslant & \left\{E\left(\int_{0}^{T}\left(\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right]+\left[\hat{X}_{t}(w)-\hat{X}_{t}(0)\right]\right)^{2} d t\right)^{4}\right. \\
& \left.\times E\left(\int_{0}^{T}\left(\hat{X}_{t}(u)-\hat{X}_{t}(w)\right)^{2} d t\right)^{4}\right\}^{1 / 2} \\
\leqslant & \left\{16\left(C 4^{4}\left[\|u-0\|^{8}+\|w-0\|^{8}\right]\right) \times C\|u-w\|^{8}\right\}^{1 / 2}
\end{aligned}
$$

Thus, since $\|u\|,\|w\|<M$,

$$
\begin{equation*}
E(\text { TERM } 2)^{4}<C M^{4}\|u-w\|^{4} \tag{28}
\end{equation*}
$$

The statement of the lemma follows from (18), (27), and (28).
Lemma 3.4. For $u \in U_{T}$ and $T$ large,

$$
E \exp \left(1 / 4 Z_{T}(u)\right) \leqslant \exp \left(-C^{\prime}\|u\|^{2}\right)
$$

where $C^{\prime}>0$, depends on $a$ and $b$ only.
Proof. From (17) and an application of the Cauchy-Schwartz inequality,

$$
\begin{aligned}
E \exp \left(1 / 4 Z_{T}(u)\right)= & E \exp \left(1 / 4 \int_{0}^{T}\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right] d v_{t}^{\theta}\right. \\
& \left.-1 / 8 \int_{0}^{T}\left[\text { over } T \hat{X}_{t}(u)-\hat{X}_{t}(0)\right]^{2} d t\right) \\
\leqslant & E\left\{\operatorname { e x p } \left(1 / 2 \int_{0}^{T}\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right] d v_{t}^{\theta}\right.\right. \\
& \left.-1 / 8 \int_{0}^{T}\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right]^{2} d t\right) \\
& \left.\times E \exp \left(-1 / 8 \int_{0}^{T}\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right]^{2} d t\right)\right\}^{1 / 2}
\end{aligned}
$$

Note that the first term of the product in the bracket is a density (w.r.t. $P_{\theta}^{T}$ ). Therefore,

$$
E \exp \left(1 / 4 Z_{T}(u)\right) \leqslant\left\{(1) \cdot E \exp \left(-1 / 8 \int_{0}^{T}\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right]^{2} d t\right)\right\}^{1 / 2}
$$

The RHS above can be easily bounded by applying Lemma 3.1 (ii), since $\xi_{t}=\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right]$ is a Gaussian process. Let $F(t, s)$ be the covariance function of this process and $F$ be the corresponding covariance operator. Then,

$$
E \exp \left(1 / 4 Z_{T}(u)\right) \leqslant \exp \left(-1 / 16 \frac{\operatorname{trace} F}{1+2\|F\|}\right)
$$

From the calculations made in order to bound $E(T E R M 1)^{2}$ in Lemma 3.3 (with $u=u$ and $w=0$ ) we can make the following observations:
(i) $F=\left(L_{u}-L_{0}\right) R\left(L_{u}-L_{0}\right)^{*}+\left(L_{u}-L_{0}\right)\left(L_{u}-L_{0}\right)^{*}$
(ii) $\|F\| \leqslant C^{\prime}$
(iii) $\operatorname{trace} F=\operatorname{trace}\left(L_{u}-L_{0}\right) R\left(L_{u}-L_{0}\right)^{*}+\operatorname{trace}\left(L_{u}-L_{0}\right)$ ( $\left.L_{u}-L_{0}\right)^{*}$ and, since the first term is always positive, trace $F \geqslant$ $\operatorname{trace}\left(L_{u}-L_{0}\right)\left(L_{u}-L_{0}\right)^{*} \geqslant C\|u\|^{2}$.

In order to see (iii) first recall that

$$
\operatorname{trace}\left(L_{u}-L_{0}\right)\left(L_{u}-L_{0}\right)^{*}=\int_{0}^{T} \int_{0}^{t}\left(L_{u}-L_{0}\right)^{2}(t, s) d s d t .
$$

Now

$$
\begin{aligned}
L_{u}(t, s)-L_{0}(t, s)= & \left(u_{1}\right) / \sqrt{T} \frac{\delta}{\delta \alpha} L_{\mathbf{u}}(t, s) \\
& +\left(u_{2}\right) / \sqrt{T} \frac{\delta}{\delta \beta} L_{\mathbf{u}}(t, s),
\end{aligned}
$$

where $\mathbf{u} \in\left(\alpha+u_{1} / \sqrt{T}, \alpha\right) \times\left(\beta+u_{2} / \sqrt{T}, \beta\right) \subset \Theta$. (u may depend on $t$ and $s$.) Therefore,

$$
\begin{aligned}
&\left(L_{u}-L_{0}\right)^{2}(t, s) \\
& \geqslant 4 / T\left[\left(u_{1}\right)^{2}+\left(u_{2}\right)^{2}\right]\left\{\inf _{\theta \in \theta}\left(\frac{\delta}{\delta \alpha} L_{\theta}\right)^{2}+\inf _{\theta \in \theta}\left(\frac{\delta}{\delta \beta} L_{\theta}\right)^{2}(t, s)\right\} \\
& \geqslant 4 / T\left[\left(u_{1}\right)^{2}+\left(u_{2}\right)^{2}\right]\left\{\left(C_{1}+C_{2}(t-s)+C_{3}(t-s)^{2}\right) \exp \left(-C_{4}(t-s)\right)\right\} ;
\end{aligned}
$$

$C_{i}$ 's are positive constants which depend on $a>0$ and $b$ only. (Recall that $\Theta=(a, b) \times(a, b)$.) Therefore, from Lemma 3.2(iii) and Remark 3.1,

$$
\begin{aligned}
& \int_{0}^{T} \int_{0}^{t}\left(L_{u}-L_{0}\right)^{2}(t, s) d s d t \\
& \quad \geqslant 4 / T\|u\|^{2} \int_{0}^{T} \int_{0}^{t}\left(C_{1}+C_{2}(t-s)+C_{3}(t-s)^{2}\right) \\
& \quad \quad \times \exp \left(-C_{4}(t-s)\right) d s d t \\
& \geqslant 4 / T\|u\|^{2} C \cdot T=C \cdot\|u\|^{2} .
\end{aligned}
$$

for large $T$. Thus (iii) follows and we finally obtain that, for large $T$,

$$
E \exp \left(1 / 4 Z_{T}(u)\right) \leqslant \exp \left(-C^{\prime}\|u\|^{2}\right),
$$

where $C^{\prime}>0$, depends on $a$ and $b$ only. This is the statement of the lemma.

For $u=\left(u_{1}, u_{2}\right) \in R^{2}$ let

$$
\begin{equation*}
Z_{\theta}(u)=u^{\prime} Y_{\theta}-1 / 2 u^{\prime} \Sigma u, \tag{29}
\end{equation*}
$$

where $Y_{\theta}$ is a zero mean bivariate normal variable with covariance matrix $\Sigma$.

Now we will show that finite dimensional distributions of $Z_{T}(u)$ converge to the finite dimensional distributions of $Z_{\theta}(u)$ as $T \rightarrow \infty$. This is done in two steps. First we define random functions $Z_{T}^{*}(u)$ such that for any fixed $u \in U_{T}$,

$$
\begin{equation*}
E\left(Z_{T}(u)-Z_{T}^{*}(u)\right)^{2} \rightarrow 0 \quad \text { as } \quad T \rightarrow \infty \tag{30}
\end{equation*}
$$

Next we show that finite dimensional distributions of $Z_{T}^{*}(u)$ converge to the finite dimensional distributions of $Z_{\theta}(u)$. These two steps are clearly sufficient for our purpose.

Let us begin the first step: For $u \in U_{T}$ let

$$
\begin{aligned}
Z_{T}^{*}(u)= & \int_{0}^{T}\left[u_{1} / \sqrt{T} h_{t}(\theta)+u_{2} / \sqrt{T} g_{t}(\theta)\right] d v_{t}^{\theta} \\
& -1 / 2 \int_{0}^{T}\left[u_{1} / \sqrt{T} h_{t}(\theta)+u_{2} / \sqrt{T} g_{t}(\theta)\right]^{2} d t
\end{aligned}
$$

where

$$
\begin{aligned}
h_{t}(\theta) & =\int_{0}^{t} \frac{\delta}{\delta \alpha} L_{\theta}(t, s) d y_{s} \\
& =\int_{0}^{t} \alpha / \sqrt{\alpha^{2}+\beta^{2}}\left[1+\beta(t-s)-\sqrt{\alpha^{2}+\beta^{2}}(t-s)\right] e^{-\sqrt{\alpha^{2}+\beta^{2}}(t-s)} d y_{s} \\
& =\int_{0}^{t} H_{\theta}(t, s) d y_{s}
\end{aligned}
$$

and

$$
\begin{align*}
g_{t}(\theta) & =\int_{0}^{t} \frac{\delta}{\delta \beta} L_{\theta}(t, s) d y_{s} \\
& =\int_{0}^{t}\left(-1+\beta / \sqrt{\alpha^{2}+\beta^{2}}\right)[1+\beta(t-s)] e^{-\sqrt{\alpha^{2}+\beta^{2}}(t-s)} d y_{s} \\
& =\int_{0}^{t} G_{\theta}(t, s) d y_{s} . \tag{31}
\end{align*}
$$

(Recall the two integral operators $H_{\theta}, G_{\theta}$ with kernels $H_{\theta}(t, s)$ and $G_{\theta}(t, s)$ defined in Section 2 (see (11).) It turns out that $H_{\theta}(t, s)=(\delta / \delta \alpha) L_{\theta}(t, s)$ and $G_{\theta}(t, s)=(\delta / \delta \beta) L_{\theta}(t, s)$.)

Lemma 3.5. For $u \in U_{T}$,

$$
E\left(Z_{T}(u)-Z_{T}^{*}(u)\right)^{2} \rightarrow 0 \quad \text { as } \quad T \rightarrow \infty .
$$

Proof. This proof is almost identical to that of Lemma 3.3. From (17) and (31)

$$
\begin{equation*}
Z_{T}(u)-Z_{T}^{*}(u)=\text { TERM } A-1 / 2 \text { TERM } B, \tag{32}
\end{equation*}
$$

where

$$
\operatorname{TERM} A=\int_{0}^{T}\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)-\left(u_{1} / \sqrt{T} h_{t}(\theta)+u_{2} / \sqrt{T} g_{t}(\theta)\right)\right] d v_{t}^{\theta}
$$

and

$$
\operatorname{TERM} B=\int_{0}^{T}\left(\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)\right]^{2}-\left[u_{1} / \sqrt{T} h_{t}(\theta)+u_{2} / \sqrt{T} g_{t}(\theta)\right]^{2}\right) d t .
$$

Let us consider $E(\text { TERM } A)^{2}$. Since $\left(v_{t}\right)$ is a Wiener process, $E(\text { TERM } A)^{2}$

$$
\begin{aligned}
& =E \int_{0}^{T}\left[\hat{X}_{t}(u)-\hat{X}_{t}(0)-\left(u_{1} / \sqrt{T} h_{t}(\theta)+u_{2} / \sqrt{T} g_{t}(\theta)\right)\right]^{2} d t \\
& =E \int_{0}^{T}\left[\int_{0}^{t}\left(L_{u}-L_{0}-\left(u_{1} / \sqrt{T} H+u_{2} / \sqrt{T} G\right)\right)(t, s) d y_{s}\right]^{2} d t \\
& \leqslant\left(1+2 / \beta^{2}\right) \int_{0}^{T} \int_{0}^{t}\left(L_{u}-L_{0}-\left(u_{1} / \sqrt{T} H+u_{2} / \sqrt{T} G\right)\right)^{2}(t, s) d s d t .
\end{aligned}
$$

The last step is obtained using the same arguments as in (17)-(26). Now note that, using the Taylor expansion,

$$
\begin{aligned}
\left(L_{u}\right. & \left.-L_{0}-\left(u_{1} / \sqrt{T} H+u_{2} / \sqrt{T} G\right)\right)(t, s) \\
& =\left(u_{1}^{2} / 2 T \frac{\delta^{2}}{\delta \alpha^{2}} L_{\mathrm{u}}+u_{2}^{2} / 2 T \frac{\delta^{2}}{\delta \beta^{2}} L_{\mathbf{u}}+u_{1} u_{2} / 2 T \frac{\delta^{2}}{\delta \alpha \delta \beta} L_{\mathrm{u}}\right)(t, s)
\end{aligned}
$$

for some $\mathbf{u} \in(\theta, \theta+u / \sqrt{T}) \subset \Theta$. Therefore,

$$
\begin{aligned}
\left(L_{u}-\right. & \left.L_{0}-\left(u_{1} / \sqrt{T} H+u_{2} / \sqrt{T} G\right)\right)^{2}(t, s) \\
\leqslant & C / T^{2}\left(u_{1}^{2}+u_{2}^{2}\right)^{2} \\
& \times \sup _{\theta \in \theta}\left[\left(\frac{\delta^{2}}{\delta \alpha^{2}} L_{\theta}\right)^{2}+\left(\frac{\delta^{2}}{\delta \beta^{2}} L_{\theta}\right)^{2}+\left(\frac{\delta^{2}}{\delta \alpha \delta \beta} L_{\theta}\right)^{2}\right](t, s) \\
\leqslant & C\|u\|^{4} / T^{2}\left[\sum_{i=0}^{4}(t-s)^{i}\right] \exp \left(-C_{1}(t-s)\right)
\end{aligned}
$$

(The positive constants $C$ and $C_{1}$ depend on $a$ and $b$ only.) Therefore

$$
\begin{aligned}
(1+ & \left.2 / \beta^{2}\right) \int_{0}^{T} \int_{0}^{t}\left(L_{u}-L_{0}-\left(u_{1} / \sqrt{T} H+u_{2} / \sqrt{T} G\right)\right)^{2}(t, s) d s d t \\
& \leqslant C\|u\|^{4} / T^{2} \int_{0}^{T} \int_{0}^{t}\left[\sum_{i=0}^{4}(t-s)^{i}\right] \exp \left(-C_{1}(t-s)\right) d s d t \\
& \leqslant C\|u\|^{4} / T^{2} \cdot T \rightarrow 0 \quad \text { as } \quad T \rightarrow \infty
\end{aligned}
$$

(since $u \in U_{T}$ is fixed). Thus $E(\text { TERM } A)^{2} \rightarrow 0$ as $T \rightarrow \infty$.
The steps to show that $E(\text { TERM } B)^{2} \rightarrow 0$ as $T \rightarrow \infty$ are also very similar. This concludes the proof of Lemma 3.5.

Now let us begin the second step: First we state a version of the central limit theorem which is useful for our purpose (see Basawa and Prakasa Rao [4, Theorem 2.1, Appendix 2, p. 405]).

Let $\{W(t), t \geqslant 0\}$ denote the standard $m$-dimensional Brownian motion. Suppose that $F(s)=\left(\left(f_{k j}(s)\right)\right)_{n \times m}$ is a random matrix valued function such that its elements $f_{k j} \in H[0, T]$ for all $T>0$. (A random function $f \in H[0, T]$ iff it is adapted to the Wiener filtration and

$$
\left.E \int_{0}^{T} f^{2}(t) d t<\infty .\right)
$$

Set $\mathbf{f}_{\mathbf{k}}(s)=\left(f_{k 1}(s), \ldots, f_{k m}(s)\right), 1 \leqslant k \leqslant n$.

Theorem 3.1. Suppose that the random matrix valued function $F(s)$ satisfies

$$
1 / T \int_{0}^{T}\left(\mathbf{f}_{\mathbf{k}}(s)\right)^{\prime} \mathbf{f}_{\mathbf{j}}(s) d s \rightarrow c_{k j}
$$

in probability as $T \rightarrow \infty$, where $c_{k j}, 1 \leqslant k, j \leqslant n$, are finite. Then the distribution of

$$
T^{-1 / 2} \int_{0}^{T} F(s) d W(s)
$$

converges to the normal distribution with mean zero and covariance matrix $C=\left(c_{k j}\right)$ as $T \rightarrow \infty$.

Note that just as $Z_{\theta}(u)$ (see (29)) we can write

$$
Z_{T}^{*}(u)=u^{\prime} Q_{T}(\theta)-1 / 2 u^{\prime} \Delta_{T}(\theta) u
$$

where $Q_{T}(\theta)$ is a bivariate normal random variable and $\Delta_{T}(\theta)$ is a $2 \times 2$ random symmetric matrix described below:

$$
\begin{gathered}
Q_{T}(\theta)=\left(1 / \sqrt{T} \int_{0}^{T} h_{t}(\theta) d v_{t}, 1 / \sqrt{T} \int_{0}^{T} g_{t}(\theta) d v_{t}\right)^{\prime} \\
\Delta_{T}(1,1)=1 / T \int_{0}^{T} h_{t}^{2}(\theta) d t, \quad \Delta_{T}(2,2)=1 / T \int_{0}^{T} g_{t}^{2}(\theta) d t \\
\Delta_{T}(1,2)=1 / T \int_{0}^{T} g_{t}(\theta) h_{t}(\theta) d t .
\end{gathered}
$$

From the above result, the fact that $\left(v_{t}\right)$ is a Wiener process, and the special forms of $Z_{T}^{*}(u)$ and $Z_{\theta}(u)$, it is clear that we only have to show that $\Delta_{T}(\theta)$ converges to $\Sigma$ in probability and $Q_{T}(\theta)$ converges to $Y_{\theta}$ in distribution. Since the former implies the latter we only have to show that $\Delta_{T}(\theta)$ converges to $\Sigma$ in probability.

Let us first show $1 / T \int_{0}^{T} h_{t}^{2}(\theta) d t \rightarrow \sigma_{1}^{2}$. We will show that

$$
\begin{equation*}
E\left(1 / T \int_{0}^{T} h_{t}^{2}(\theta) d t-\sigma_{1}^{2}\right)^{2} \rightarrow 0 \quad \text { as } \quad T \rightarrow \infty \tag{33}
\end{equation*}
$$

Let $M_{T}=E 1 / T \int_{0}^{T} h_{z}^{2}(\theta) d t$. Then

$$
\begin{aligned}
& E\left(1 / T \int_{0}^{T} h_{t}^{2}(\theta) d t-\sigma_{1}^{2}\right)^{2} \\
& \quad \leqslant 2 E\left(1 / T \int_{0}^{T} h_{t}^{2}(\theta) d t-M_{T}\right)^{2}+2\left(M_{T}-\sigma_{1}^{2}\right)^{2}
\end{aligned}
$$

Consider the first term on the RHS:

$$
\begin{aligned}
E\left(1 / T \int_{0}^{T} h_{t}^{2}(\theta) d t-M_{T}\right)^{2} & =E\left(1 / T \int_{0}^{T} h_{t}^{2}(\theta) d t\right)^{2}-\left(M_{T}\right)^{2} \\
& =1 / T^{2} \int_{0}^{T} \int_{0}^{T}\left(E h_{t}^{2} h_{s}^{2}\right) d s d t-\left(M_{T}\right)^{2}
\end{aligned}
$$

Let $J(s, t)=E h_{t} h_{s}$; then, since $\left(h_{t}\right)$ is a Gaussian process,

$$
E h_{t}^{2} h_{s}^{2}=2 J^{2}(s, t)+J(t, t) J(s, s) .
$$

This, together with the fact that $M_{T}=1 / T \int_{0}^{T} J(t, t) d t$, implies that

$$
\begin{aligned}
E\left(1 / T \int_{0}^{T} h_{t}^{2}(\theta) d t-M_{T}\right)^{2} & =2 / T^{2} \int_{0}^{T} \int_{0}^{T} J^{2}(s, t) d s d t \\
& =2 / T^{2} \operatorname{trace}\left(J J^{*}\right) \\
& \leqslant 2 / T^{2} \operatorname{trace}(J)\|J\|,
\end{aligned}
$$

where $J$ is the integral operator corresponding to the symmetric kernel $J(s, t)$.
Since $h_{t}=\int_{0}^{t} H_{\theta}(t, s) d y_{s}$, it is easy to check that $J=H R H^{*}+H H^{*}$. Therefore, using Lemma3.3(i) and (ii) we obtain that $\|J\|<C$ and trace $J \leqslant C T$. Thus

$$
E\left(1 / T \int_{0}^{T} h_{t}^{2}(\theta) d t-M_{T}\right)^{2} \leqslant 2 / T^{2} C T \rightarrow 0
$$

as $T \rightarrow \infty$. Therefore (33) is proved if we show that

$$
M_{T} \rightarrow \sigma_{1}^{2} \quad \text { as } \quad T \rightarrow \infty
$$

However, note that

$$
\begin{aligned}
M_{T} & =E 1 / T \int_{0}^{T} h_{t}^{2}(\theta) d t=1 / T \int_{0}^{T} J(t, t) d t \\
& =1 / T \operatorname{trace} . J=1 / T\left[\operatorname{trace}\left(H R H^{*}\right)+\operatorname{trace}\left(H H^{*}\right)\right] .
\end{aligned}
$$

Therefore

$$
\lim _{T \rightarrow \infty} M_{T}=\sigma_{1}^{2} .
$$

The verification of $1 / T \int_{0}^{T} g_{t}^{2}(\theta) d t \rightarrow \sigma_{2}^{2}$ is exactly identical. Then only $1 / T \int_{0}^{T} g_{t}(\theta) h_{t}(\theta) d t \rightarrow \sigma_{1,2}$ remains to be verified. Let

$$
V_{T}=E 1 / T \int_{0}^{T} g_{t}(\theta) h_{t}(\theta) d t .
$$

Consider

$$
\begin{aligned}
& E\left(1 / T \int_{0}^{T} g_{t}(\theta) h_{t}(\theta) d t-V_{T}\right)^{2} \\
& \quad=E\left(1 / T \int_{0}^{T} g_{t}(\theta) h_{t}(\theta) d t\right)^{2}-\left(V_{T}\right)^{2} \\
& \quad=1 / T^{2} \int_{0}^{T} \int_{0}^{T}\left(E g_{t} g_{s} h_{t} h_{s}\right) d s d t-\left(V_{T}\right)^{2} .
\end{aligned}
$$

Note that if $\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}$ are jointly normal then

$$
E\left(\xi_{1} \xi_{2} \xi_{3} \xi_{4}\right)=E\left(\xi_{1} \xi_{2}\right) E\left(\xi_{3} \xi_{4}\right)+E\left(\xi_{1} \xi_{3}\right) E\left(\xi_{2} \xi_{4}\right)+E\left(\xi_{1} \xi_{4}\right) E\left(\xi_{2} \xi_{3}\right) .
$$

Therefore, if $I(s, t)=E\left(g_{r} g_{s}\right)$ and $K(s, t)=E\left(h_{s} g_{t}\right)$,

$$
E g_{t} g_{s} h_{t} h_{s}=I(t, s) J(t, s)+K(t, t) K(s, s)+K(t, s) K(s, t) .
$$

Therefore,

$$
\begin{aligned}
1 / T^{2} \int_{0}^{T} & \int_{0}^{T}\left(E g_{t} g_{s} h_{t} h_{s}\right) d s d t-\left(V_{T}\right)^{2} \\
= & 1 / T^{2} \int_{0}^{T} \int_{0}^{T}(I(t, s) J(t, s)+K(t, t) K(s, s)+K(t, s) K(s, t)) d s d t \\
& \quad-1 / T^{2} \int_{0}^{T} \int_{0}^{T}(K(t, t) K(s, s)) d s d t \\
= & 1 / T^{2} \int_{0}^{T} \int_{0}^{T}(I(t, s) J(t, s)+K(t, s) K(s, t)) d s d t \\
\leqslant & 1 / T^{2}\left[\left(\int_{0}^{T} \int_{0}^{T} I^{2}(t, s) d s d t\right)^{1 / 2}\left(\int_{0}^{T} \int_{0}^{T} J^{2}(t, s) d s d t\right)^{1 / 2}\right] \\
& +1 / T^{2}\left[\left(\int_{0}^{T} \int_{0}^{T} K^{2}(t, s) d s d t\right)\right] .
\end{aligned}
$$

Using the facts from Lemma 3.2 and Remark 3.1 it is easy to see that the above terms tend to zero as $T \rightarrow \infty$. Let $K$ be the integral operator with kernel $K(s, t)$; then

$$
K=H R G^{*}+H G^{*} .
$$

Thus the verification is complete, since

$$
\begin{aligned}
\lim _{T \rightarrow \infty} V_{T} & =1 / T \lim _{T \rightarrow \infty} \int_{0}^{T} K(t, t) d t \\
& =1 / T \lim _{T \rightarrow \infty} \operatorname{trace}\left[H R G^{*}+H G^{*}\right]=\sigma_{1,2}
\end{aligned}
$$

This concludes the proof of Theorem 2.1.
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