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Yingxin Feng
Department of Physics
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Abstract

Ammonia assisted selective catalytic reduction (NH3-SCR) is a leading technology that is
used for NOx reduction to N2 and H2O in oxygen excess. Thanks to its high activity, high
selectivity, and durability, Cu-CHA is commercialized as an NH3-SCR catalyst. Despite
the superior catalytic performance, small amounts of nitrous oxide (N2O) are formed
during the NH3-SCR as an unwanted by-product. N2O has a strong greenhouse potential
and should be avoided. To further enhance the performance of NH3-SCR catalysts to
handle the increasingly stringent emission standards, understanding the mechanism for
NH3-SCR and, in particular, N2O formation over Cu-CHA is essential.

In this thesis, density functional theory (DFT) calculations and first principles microki-
netic simulations are used to investigate the reaction path and the reaction kinetics for low
temperature-NH3-SCR. Based on a previously proposed catalytic cycle for NH3-SCR over
Cu-CHA, an N2O formation path is put forward. It is proposed that N2O can form over
linear [Cu(NH3)2]+ complexes, which are present during low temperature operation. N2O
is formed from H2NNO, which is generated via NH2-NO coupling over a Cu-OOH-Cu
site. The reaction proceeds with a low barrier and rationalizes the low-temperature
N2O emission peak observed experimentally at high Cu-loadings. N2O formation at high
temperatures is instead proposed to occur through the decomposition of NH4NO3.

With a catalytic cycle including N2O formation, a first principles microkinetic model is
developed to investigate the reaction kinetics of NH3-SCR over Cu-CHA. When developing
the model, special attention is paid assessing the change in entropy for each reaction step.
The results from the kinetic model show good agreement with the experimental data of
apparent activation energies, reaction orders and N2O selectivity. The model links the
catalytic performance with structure and forms the basis for further developments of the
NH3-SCR technology.

Keywords: Catalysis, density functional theory, microkinetic modeling, Cu-CHA,
ammonia assisted selective catalytic reduction
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Chapter 1

Introduction

Our society relies on efficient transportation of people and goods. At present, the
transportation system is based mainly on combustion of liquid fossil fuels.1 However, the
extensive used of combustion engines is connected to emission of pollutants, such as nitrous
oxide (NOx), hydrocarbons (HC), and carbon monoxide (CO) that need to be controlled.2

Moreover, combustion of carbon-based fuels results in carbon dioxide (CO2) that is a
greenhouse gas.3 Thus, within a carbon-based transportation system, the fuel efficiency
should be enhanced in order to reduce CO2 emission. Thanks to the progress of engine
technology, the emissions of modern engines have been greatly reduced as compared to the
1970s.4–6 More importantly, the utilization of aftertreatment technologies has played an
integral role to further reduce the emissions.6;7 The current challenge within aftertreatment
research is to meet increasingly rigorous emission standards,8 and simultaneity improve
the fuel efficiency.6

One current dominant technology that is used in the aftertreatment systems is the
three-way catalyst (TWC). The application of TWC was a huge step forward for the
emission control of gasoline engines. With the TWC, CO and HC in the emissions are
oxidized to CO2 and H2O, while the NOx is reduced to N2.9;10 In a typical TWC, the
reactions occur over nanoparticles of noble metals, composed of Pt, Pd, and Rh, where
CeO2–ZrO2 mixed oxides are added to play the role of oxygen storage materials and
promoters.11 To provided a high surface area, Al2O3 is employed as a support and barium
and/or lanthana oxides are added to stabilize the surface area of Al2O3.11 TWC has an
obvious deficiency in that, it needs to operate under stoichiometric conditions, which
limits the fuel efficiency.

In recent years, lean-burn engines have been widely used owing to their higher fuel
efficiency.9 Under the lean-burn condition with high air/fuel ratios, most of the fuel can
be fully combusted into CO2 and only release a minimal amount of CO and HC. However
the challenge is that, the high temperature during the combustion will inevitably oxidize
nitrogen in the air to NOx. Therefore, there is an urgent need for catalysts that can
selectively reduce NOx in oxygen excess.

Currently, an efficient technology for NOx reduction in oxygen excess is ammonia
assisted selective catalytic reduction (NH3-SCR),12 which can reduce NOx into N2 and
water.

1.1 Heterogeneous catalysis

In general, catalysis is a process that accelerate the rate of chemical reactions with
the assistance of catalyst. By offering alternative and energetically favorable mecha-
nisms for the non-catalytic reactions, catalysts can adjust the temperature and pressure

1



required for the reactions and, thus, enable the reactions to proceed under more accessi-
ble conditions.13 (p.1-22) Catalysts can be divided into three main categories, which are
heterogeneous catalyst, homogeneous catalyst, and enzymatic catalyst. Among them,
heterogeneous catalysts are the most widely used and solid catalysts are used in about 90
percent of chemical processes.14

Catalysts facilitate reactions by providing active sites that promote the bond breaking
reactants and make new bonds while forming the products. For heterogeneous catalysts,
the active sites are usually at the surface of a solid and it is desirable to maximize
the number of active sites per reactor volume by increasing the specific surface area
of the catalyst. Therefore, in general, a heterogeneous catalyst is composed of active
substance, a support with a high-surface area, stabilizer and other additives. With
different phases, heterogeneous catalysts also have the advantage of being easily separated
from the reactants and products. On the contrary, in homogeneous catalysis, the catalysts
and reactants are both in the gas phase or in the liquid phase. Because of the full contact
with the reactants, homogeneous catalyst exhibits high catalytic efficiency. Moveover, its
uniform active site results in high selectivity. According to these strengths, homogeneous
catalysts are used extensively in chemical and pharmaceutical production, despite the
difficulty to separate catalysts and products.

In recent years, single-atom catalysts and metal-exchange zeolite catalysts have been the
subject to interest and research. By dispersing metals into atoms or forming homogeneous
complexes, catalysts can have the properties similar to homogeneous catalysts while
maintained in the solid phase.15;16 By linking homo- and heterogeneous catalysis, it is
anticipated that the selectivity and activity of heterogeneous catalysts can be improved.

1.2 Ammonia assisted selective catalytic reduction

Nitrogen oxide (NOx), is an undesirable byproduct during fuel combustion as it contribute
to the formation of smog and acid rain.17;18 In the field of NOx abatement, NH3-SCR is
the leading technology thanks to efficiency, selectivity and economy.17 Depending on the
NO/NOx ratio, the reaction is typically considered to occur via the schemes for standard-,
fast-, or NO2-SCR.12;19;20

As NOx emissions from diesel engines are dominated by NO and contain only a small
amount of NO2,21 standard-SCR reaction that only involve NO, NH3 and O2 is considered
to be the primary reaction path in the application:

4 NH3 + 4 NO + O2 → 4 N2 + 6 H2O (1.1)

When the content of NO2 increases until the ratio of NO and NO2 approaches 1:1, the
reaction can occur following the fast-SCR scheme:

2 NH3 + NO + NO2 → 2 N2 + 3 H2O (1.2)

In the cases where the amount of NO2 is more than twice of NO, the NO2-SCR reaction
that only requires NO2 and NH3 will be active:

8 NH3 + 6 NO2 → 7 N2 + 12 H2O (1.3)
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The sketched reactions are the ideal overall NH3-SCR reactions as they consume
NOx and fully convert them into N2 and H2O. However, depending on the reaction
conditions, a variety of side reactions can occur and produce undesirable byproducts. To
fulfil the demand of the applications and to restrain the reaction to the preferred direction,
improvement of catalyst materials is important.

1.3 Catalysts for NH3-SCR

In NH3-SCR, the ideal catalyst should have excellent activity at the conditions of applica-
tion, be resistance to hydrothermal aging and have a high selectivity toward N2. It is
important to note that the catalyst employed should have weak or even no activity for
NO oxidation as NO2 also is needed to be reduced.

According to the high thermal mass, the temperature before the SCR catalyst could
be up to 300 ◦C.12 However, in order to achieve better performance and be applicable at
different conditions, it is still desirable to achieve high activity also at low temperatures.
Presently, vanadia-based catalysts and Fe/Cu-exchanged zeolite catalysts are the main
types of catalysts that are utilized for NH3-SCR thanks to their favorable performance.

1.3.1 Vanadia-based catalysts

Vanadia-based catalysts is one of the common and early commercial catalysts for NH3-
SCR. Generally, vanadia-based catalysts contain 1∼3 % of V2O5 as the active component
dispersed on a TiO2 support. 10 % of WO3 is typically added as a promoter.12;22 Compared
with metal-exchanged zeolite, which is the other common SCR catalyst, vanadium-based
catalyst has a stronger resistant to sulfur poisoning.23 However, it shows a relatively
poor low-temperature performance and a weak high-temperature durability. However,
a small amount of vanadium can be emitted from the catalyst during high temperature
operations, for example during the combustion of coal and heavy fuel oil in industrial
combustors.24 The emitted vanadium compounds, especially vanadium pentoxide (V2O5),
are considered to be potentially hazardous or carcinogenic and should thus, be control.24

1.3.2 Fe/Cu-exchanged zeolite catalysts

As mentioned above, metal-exchanged (mostly Cu and Fe) zeolites have been found to be
good catalysts in NH3-SCR applications and their performance have markedly improved
during the last decades.12 The main advantages of metal-exchange zeolites are that they
have a greater hydrothermal stability than vanadia-based catalysts and show a high NOx

conversion over a wide operating temperature range.12;20;25

Zeolites are crystalline porous aluminosilicates that exist naturally and can be syn-
thesized.26 In Fig. 1.1 the structure of SSZ-13 is shown as an example. Owning to the
negatively charged oxide frameworks of aluminosilicates, extra positive ions are required
to balance the charge and thus make zeolites have the ability to exchange ions such
as Na+, K+, Cu+, and Fe2+. As a result, zeolites can provide a ligand system for the
exchanged metals and, thus, creating active sites for different reactions.27
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Figure 1.1: Framework structure of SSZ-13.

The pore size of the zeolites has been found to have a significant effect on the catalytic
performance, thus, different types of zeolites with varying pore size, such as MOR, FER,
BEA, ZSM-5 and SSZ-13 have been studied.28;29 It has been shown that zeolites with
small pore sizes give a better activity and selectivity for NH3-SCR.30;31 When comparing
the hydrothermal stability, low-temperature activity and N2 selectivity of NH3-SCR,
Cu-SSZ-13 with a chabazite structure (hereinafter referred to as Cu-CHA) is generally
superior to other catalysts.12;29;31;32 According to its excellent NOx reduction activity,
Cu-CHA has been brought into commercial applications.20;31 However, despite its good
catalytic properties, further research and improvement over Cu-CHA is necessary to meet
the increasingly stringent emission standards worldwide.

The detailed catalytic mechanisms of NH3-SCR over Cu-CHA have been studied and
debated over the past years. At present, based on in situ X-ray absorption spectroscopy
experiments and density functional theory calculations, it is general accepted that NH3-
SCR reaction proceeds via redox steps over mobile Cu species.33 During this reaction, the
Cu ions are reduced from Cu(II) to Cu(I) and oxidized back to Cu(II) in the oxidation
step. The intermediates HONO and H2NNO are formed over the Cu site and decomposed
over the Brønsted acid site.34 With the joint action of mobile Cu species and Brønsted
acid site, Cu-CHA gives a high activity of low-temperature NH3-SCR.

Noteworthy, a recent analogous study35 suggested that NH3SCR over Vanadia-based
and Cu-zeolite catalysts follow a similar general mechanism based on reduction/oxidation
half-cycles, which gives novel insights into the catalytic mechanism study.

1.4 N2O formation

The aim of introducing NH3-SCR catalysts in the aftertreatment system is to convert
the NOx in exhaust gases into harmless N2 and H2O. However, as the selectivity to N2

during the reaction is not complete, a small amount of by-products are generated. Among
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the byproducts, the most undesired one is nitrous oxide (N2O), which contributes to the
greenhouse effect and ozone layer depletion.36 According to its powerful greenhouse effect,
the emission of N2O needs to be reduced.

There are different perspectives on the exact mechanism of N2O formation during
NH3-SCR, but it is generally agreed that the reaction follows some of the general reaction
schemes below:37;38

4 NH3 + 4 NO + 3 O2 → 4 N2O + 6 H2O (1.4)

4 NH3 + 4 NO2 + O2 → 4 N2O + 6 H2O (1.5)

6 NH3 + 8 NO2 → 7 N2O + 9 H2O (1.6)

2 NH3 + 4 NO→ 2 N2 + N2O + 3 H2O (1.7)

It is currently assumed that under NH3-SCR reaction conditions, NH3 can react with
the surface nitrates forming ammonium nitrate (NH4NO3) over the catalysts.39 NH4NO3

can further decompose into N2O and H2O, which is the proposed source of N2O.39;40

NH4NO3 → N2O + 2 H2O (1.8)

In the NH3-SCR over Cu-CHA with low Cu-loading, N2O is mainly released above
250 ◦C, which is slightly lower than the formation of N2O from the gas phase thermal
decomposition of NH4NO3 (>290 ◦C).41;42 However, for cases with higher Cu-loading,
the N2O emission peak shifts to lower temperatures (about 200 ◦C) that is significantly
lower than the thermal decomposition of NH4NO3. Hence, there is a reason to suggest
that when a sufficient amount of copper is present in the catalyst, N2O can be generated
via a low-energy barrier pathway.

In addition to the Cu loading, the NO2/NOx ratio is also a factor that affects the
selectivity in NH3-SCR. The onset temperature for N2O does not depend sensitively on
the NO2/NOx ratio, however the yield of N2O increases with the NO2/NOx ratio.38;43

1.5 Objectives

The objective of this work is explore the catalytic mechanism of N2O formation during
NH3-SCR over Cu-CHA and provide strategies to enhance the selectivity to N2 during
NH3-SCR.

In Paper I, the formation of N2O over gas-phase, Al-free CHA and H-CHA from
NH4NO3 decomposition was explored. The comparison between Al-free and H-CHA show
that Brønsted acid site can promote the decomposition process. More importantly, a
novel path for N2O formation via H2NNO decomposition was suggested. This path is
based on the previously proposed multisite reaction mechanism which considered the
acitve site of NH3-SCR is the Cu-peroxo complex.34

In Paper II, a first principles microkinetic model was constructed to investigate
low-temperature NH3-SCR over Cu-CHA. This model is based on the proposed multisite
reaction and further improved by the alternative steps as well as the N2O formation path
in Paper I. The calculated values for activation energy and reaction orders based on the
model show a good agreement with the experimental data. Moreover, a degree of rate
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control analysis reveals how the rate-controlling step change with temperatures and gives
unique insights in the function od Cu-CHA catalysts for NH3-SCR.

The work gives a good example that it is possible to connect experimental and
theoretical catalysis in a direct manner. With this approach, it has been possible to clarify
the complex catalytic processes of NH3-SCR and provide theoretical guidance to promote
the catalytic performance of Cu-CHA. Moreover, one of the main goals of current work is
to contribute to the development of exhaust gas aftertreatment systems that can meet
the stringent emission standards.
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Chapter 2

Electronic structure calculations

‘The underlying physical laws necessary for the mathematical theory of a large part of
physics and the whole of chemistry are thus completely known, and the difficulty is only
that the exact application of these laws leads to equations much too complicated to be
soluble. It therefore becomes desirable that approximate practical methods of applying
quantum mechanics should be developed, which can lead to an explanation of the main
features of complex atomic systems without too much computation.’ Paul Dirac (1929)44.

The electronic energy and, thus, the calculation of electronic structure is the starting
point for first principles simulations of chemical transformations. The Schrödinger equation
is the cornerstone, and how to solve this many-body equation in a proper way is a long-
standing challenge. Approximations have evolved over the years and Hartree-Fock theory
as well as density functional theory (DFT) are the two main approaches to obtain the
electronic energy. The calculations in this thesis are performed using the DFT, and the
foundation as well as developments of DFT will be presented in this chapter.

2.1 The Schrödinger equation

The total energy of a set of electrons and nuclei is within quantum mechanics described
by the Schrödinger equation:

ĤΨ = EΨ (2.1)

Where Ĥ is the Hamiltonian operator corresponding to the total energy of the system
and Ψ is the wave function. In the absence of magnetic or electric fields, the Ĥ for a
many-body system of n nuclei and e electrons is given by (in atomic Hartree units):

Ĥ =

n∑

α=1


−∇

2
Rα

2nα
+

1

2

n∑

β=1

ZαZβ
|Rα −Rβ |


+

e∑

i=1


−∇

2
ri

2
+

1

2

e∑

j=1

1

|ri − rj |




− 1

2

e∑

i=1

n∑

α=1

Zα
|ri −Rα|

(2.2)

Here the first term is the nuclei kinetic energy and nuclei-nuclei interaction, the second
term is the electron kinetic energy and electron-electron interaction, and the last term is
the nuclei-electron interaction. Thus, the many-body Hamiltonian can be written as:

Ĥ = Ĥnn + Ĥee + Ĥne (2.3)
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2.2 The Born-Oppenheimer approximation

Although the Schrödinger equation describes the many-body system. It can only be
solved analytically for one-electron systems. In order to simplify the many-body problem,
the Born-Oppenheimer approximation45 is generally the first step. The approximation
separates the electronic and nuclear wavefunctions and is based on the large difference in
the speeds of electrons and nuclei. As electrons move much faster than the nuclei, it is
possible to treat the electrons as moving in the electrostatic field created by the nuclei.
Following the Born-Oppenheimer approximation, the many-body Hamiltonian Ĥ can be
represented by the electronic Hamiltonian Ĥe and nuclei Hamiltonian Ĥn. The electronic
Hamiltonian Ĥe is:

Ĥe = T̂ + V̂ext + V̂ee (2.4)

Where T̂ is the kinetic energy operator for the electrons, V̂ext is the external potential
of the nuclei field, and V̂ee is the electron-electron interactions. Although the Born-
Oppenheimer approximation simplifies the Schrödinger equation, it can not be solved
exactly for systems with many electrons.

2.3 The density functional theory

To bring Schrödinger equation into practical use, different methods have been developed
to actually solve the many-electrons problem. One of the most widely used approaches
today is DFT, which is based on the Hohenberg-Kohn theorems,46 which states that the
ground-state density n0(r) is a unique functional of the external potential V̂ext and the
ground-state energy can be determined by V̂ext. In this way, the energy and the intricate
many-body effects of the system can be described by the electron density.47

2.3.1 The Kohn-Sham formulation

Although the Hohenberg-Kohn theorem connects the electron density and the energy of
the system by an energy functional, the form of the functional is still unknown. With the
introduction of one electron orbitals, the Kohn-Sham formalism was developed, which
provides a possibility to treat many electrons systems with a reasonable accurately.48;49

The ground state energy is within the Kohn-Sham written as

E[n] = Ts[n] + J [n] + Vext[n] + Exc[n] (2.5)

The first term is the kinetic energy for a noninteracting reference system, the second
term is the classical electron-electron repulsion energy and the third term is the nuclei-
electron potential energy. These three terms can be calculated to obtain an exact solution.
However, the fourth term, which is the exchange-correlation energy (Exc[n]) has no explicit
form and will be discussed further in the next subsection.

With the explicit form of the first three term, the ground state electronic energy of a
system can be written as

E[n] =
∑

i

〈φi| −
1

2
∇2|φi〉+

1

2

∫∫
ρ(r) ρ(r′)

|r − r′| dr dr
′ +

∫
ρ(r) v(r)dr + Exc[n] (2.6)
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Here φi is the set of one-electron KS orbitals and ρ(r) is the electron density of the KS
reference system, which is given by

ρ(r) =
∑

i

|φi(r)|2 (2.7)

In the nuclei-electron potential energy term, v(r) is the external potential related to the
nuclei and can be represented by

v(r) = −
∑

A

(
ZA

|r− RA|

)
(2.8)

Where ZA is the charge of the nuclei, and |r−RA| is the distance between the nuclei and
the electron.

2.3.2 Approximations to the exchange-correlation functional

The exchange-correlation functional, which is the Exc[n] term in the Kohn-Sham for-
mulation is associated with the quantum mechanical effects of the electron-electron
interactions.49 Exc[n] can be regarded as the sum of an exchange term Ex[n] and a
correlation term Ec[n]. The description of the Exc[n] term is the biggest challenge of DFT
and the approximate nature of the exchange-correlation functional limits the accuracy of
the method.

Various approximations have been developed with the attempt to reach the “heaven”
of chemical accuracy, which is the famous Jacob’s ladder of approximations toward the
unknown exact exchange-correlation functional.49 Some common approximations are
discussed below.

Local density approximation

The local density approximation is the simplest approach to describe the exchange
functional. It used the expression of the uniform electron gas model46 to represent the
exchange energy of the electron density of the studied system. The early expression of
the exchange energy is given by Dirac in 193050

ELDA,Dirac
x [n] = −3

4

(
3

π

) 1
3
∫
ρ

4
3 dr (2.9)

The correlation energy Ec[n] can for the uniform electron gas be obtained by exact
quantum Monte Carlo simulation.51 Such simulations have been parametrization to
develop correlation functionals.52

Although the concept of LDA is relatively simple, this approximation is surprisingly
accurate especially for the simple metal systems that have close to homogeneous valence
electron densities. However, there are still some deficiencies, such as the incomplete
elimination of self-interaction.49 In applications, LDA gives reasonable geometries but
normally overestimate the ionization energies and bond strengths.47;49 As LDA is based
on the uniform electron gas model, systems with large gradients in the valence electron
density will not be accurately described.
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Generalized gradient approximation

To obtain an accurate description for molecular systems that have an inhomogeneous
electron density, better methods that not only depend on the density but also gradient of
the density (∆ρ(r)) have been developed.53 In the early work, the gradient expansion
approximation (GEA) was introduced to provide a gradient correction to the standard
exchange energy density in a situation with slowly varying density.54 The gradient
expansion is developed by the dimensionless reduced gradient, which is given by

x =
|∇ρ|
ρ

4
3

(2.10)

and the exchange energy from gradient expansion approximation can be represented as

EGEA
x = −

∫
ρ

4
3

[
3

4

(
3

π

) 1
3

+
7

432π(3π2)
1
3

x2 + ...

]
dr (2.11)

However, GEA can apply only for the systems that have slowly varying electron
densities. For systems that have exponentially decaying density (x→∞), GEA will not
be able to give a accurate result.47 The development of generalized gradient approximation
(GGA) reduces the problem by introducing the gradient expansion in the low x limit
(represented as F (x)), where the energy is given by:47

EGGA
x [n, x] =

∫
ρ

4
3F (x)dr (2.12)

There are many gradient correlated exchange functionals including B88, PW, and PBE
that are based on the GGA, which enhances the accuracy of the exchange-correlation
energy. In recent years, meta-GGA methods that take additional semi-local information
into account have been proposed and have shown to provide higher accuracy.55 In this
thesis, I have adopted the GGA functional PBE.53

Hybrid GGA

One of the main source of the inaccuracy in DFT is the self-interaction error (SIE),
which comes from the fact that the electron-electron interaction in the classical Coulomb
energy, is not cancelled the corresponding interaction in the exchange part.56;57 How-
ever, in the wavefunction-based Hartree-Fock theory, the self-interaction is cancelled
exactly. According to this property, hybrid functionals which are the combination of the
exchange-correlation functional from GGA method and a certain amount of Hartree-Fock
(HF) exchange were developed.47;57 With the successful cancellation of the SIE, hybrid
functionals reach higher level of accuracy.

Through the combination between several functionals and fitting parameters through
experiments, a new functionals called B3LYP58 was proposed:

EB3LYP
xc = 0.2 EHF

x + 0.8 ELDA
x + 0.72 ∆EB88

x + 0.81 ELYP
c + 0.19 EVWN

c (2.13)
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Although hybrid GGA can achieve high accuracy, it is still not a universal functional. For
the systems with homogeneous electron gas, the atomization energies from B3LYP are
inaccurate.59

In addition to B3LYP, the Heyd-Scuseria-Ernzerhof hybrid functional (HSE)60 is
another promising hybrid functional. In HSE, spatial decay of the HF exchange interaction
is accelerated by substitution of the full 1/r Coulomb potential with a screened one. In
this way, the computational cost for calculations in extended systems can be reduced
significantly and it also gives good accuracy for lattice constants and band gaps in oxides.

DFT+U

As mentioned, conventional LDA and GGA methods have difficulties to accurately describe
strongly correlated materials due to the pronounced trend to delocalize electrons in LDA
and GGA.61 To describe these correlated systems where electron should be localized
accurately, a Hubbard term have been introduced based on the assumption that the
strongly correlated d or f electrons are governed by on-site quasiatomic interactions.62

The definition of Hubbard parameter U is

U = E(dn+1) + E(dn−1)− 2E(dn) (2.14)

which measures the cost of Coulomb-energy for putting two electrons at the same site. In
this way, the self-interaction error can be partly eliminated and thus, make the DFT+U
method have better accuracy of correlated systems. In my work, it was been important
to use DFT+U to correctly describe the localize Cu(3d) electrons.

Van der Waals interaction

For unbound chemical species, long-range electronic correlations exist between the non-
overlapping densities and these correlations are the so-called van der Waals (vdW) inter-
actions. However, the vdW interactions are not included in pure DFT-based functionals47

and leads to an inaccuracy in the description of sparse matter.
The vdW-DF functional proposed by Lundqvist et al,63 take the long-range interactions

in to account by adding a long-range form of the interactions.
An alternative semi-empirical approach, is to introduce the correct attractive 1/R6

behavior by adding the empirical pairwise corrections. These functionals are called DFT-D
and DFT-D364 is employed in this work.

2.3.3 Solution to the Kohn-Sham equations

DFT is used in electronic structure calculations to simplify the many-body Schrödinger
equation to one-particle Kohn-Sham equations. To bring DFT into practice, different
approaches have been adopted to solve the Kohn-Sham equations. One important choice
is the method of expanding the wavefunctions. In this work, the studied system have
periodic boundary condition, thus, plane waves that have inherent periodicity is chosen
to expand the Kohn-Sham orbitals. Besides the way to expand the wavefunctions, one
needs to consider how to treat the core electrons. One of the most widely used methods
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is the projector augmented-wave (PAW) method proposed by Blöchl in 1994.65 In the
PAW method, the all-electron (AE) wavefunctions is transformed into computationally
convenient pseudo (PS) wavefunctions. Here the AE wavefunctions is a full one-electron
Kohn-Sham wavefunction while the PS wavefunctions is set to be the wavefunctions of
the pseudopotential approach or the envelope functionals of the linear methods. Through
the transformation, AE wavefunction can be describe by the equation below that from
the PS wavefunction:

|Ψ〉 = |Ψ̃〉+
∑

i

(|φi〉 − |φ̃i〉)〈p̃i|Ψ̃〉 (2.15)

Here |φi〉 is the AE partial waves, |φ̃i〉 is one PS partialwave, and |p̃i〉 is the projector
functional for each PS partial wave that localized with the augmentation region. In this
thesis, Vienna ab initio simulation package (VASP)66;67 is employed to do the calculations.

To obtain the ground state solution from the Kohn-Sham equations, a self-consistent
field (SCF) loop is applied in the calculations. A schematic is shown in Fig. 2.1. The
loop starts with an initial guess of the plane-wave weights and electron density. The
Kohn-Sham equation are solved by calculating the effective potential. A new electron
density and effective potential will be obtained. Every time after solving the equation, the
energy different between the latest effective potential (veff,j+1) and effective potential
from previous loop (veff,j) will be compared until the latest solution reaches the criteria
of convergence.
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Solve the equations:

Initial guess:
ni(r)

Calculate the effective potential:
veff, j(r) = v(r) + vxc(r) + vH(r)

Yes

No

Done

nout(r)

Compare the different between
veff, j+1(r) and veff, j(r) to see if criteria
of convergence is reached

Obtain new density nout(r) and
new effective potential veff, j+1(r)

Figure 2.1: Schematic of self-consistent field (SCF) loop to obtain the ground state.
Adapted from Ref. 68.
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Chapter 3

Calculations of measurable properties

The previous chapter introduced the approximations and methods connected to DFT,
which is how I calculated the total electronic energy. The development of DFT has greatly
advanced the practical use of theoretical calculations in materials science. With DFT it
is possible to calculate and predict geometrical structures, various physical properties
and reaction processes that involve electronic hybridizations. Calculations of measurable
properties is discussed in this chapter.

3.1 Geometry optimization

In the electronic structure calculation, the structure of investigated system is specified
by the atom type and position of the atoms that compose the system. For an arbitrary
structure, the electronic structure can be calculated and the corresponding total energy
can be obtained. By comparing the energy of the same system with different atomic
arrangements, it is possible to find the structure that has the lowest energy. The structure
with the lowest energy is the most stable structure and also the most probable structure.
The operation of finding the most stable structure is the, so-called, geometry optimization.
Various methods exist to optimize the structure in a proper way.69

By use of a local quadratic approximation, the first and second derivatives of the
energy for the geometrical parameters construct the potential energy surface via

E(x) = E(x0) + gT
0 ∆x +

1

2
∆xTH0∆x (3.1)

Here gradient (dE/dx) at x0 is represented by g0, the Hessian (d2E/dx2) at x0 is given
by the H0 and ∆x = x-x0. By probing the potential energy surface, it is possible to
obtain a minimum energy as well as the corresponding structure. The techniques used
for geometry optimization are presently mainly depended on the first derivative of the
energy. The current major methods are the Newton and quasi-Newton methods, and the
conjugate gradient methods, such as GDIIS. In VASP, the conjugate-gradient method
was implemented to find the optimized structure and minimum total energy.

In my work, which is focus on the reactions over Cu-CHA, it is difficult to search
for a local minimum due to the flat potential energy surface. To obtain the low-energy
configurations, ab initio molecular dynamics simulation was adopted as an additional
tool, which will be introduced in the next section.
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3.2 Ab initio molecular dynamics

The motion of molecules under different conditions or environments is a matter of great
interest in theoretical calculations. The concept of ab initio molecular dynamics (MD)70

is that the motion of the atoms can be calculated by solving the Newtons laws of motion
(F = ma) with a force obtained by DFT. By the Verlet algorithm, the equation of motion
is integrated via:70

ri(t+ ∆t) ∼= 2ri(t)− ri(t−∆t) +
Fi(t)

mi
∆t2 (3.2)

Besides of predicting the motion, MD calculations can be used to search for low-
energy configurations for systems with a flat potential energy surface. In this thesis,
Born-Oppenheimer MD (BOMD) was performed in the canonical (NVT) ensemble to
obtain the low-energy configurations.

3.3 Vibrational frequency analysis

Vibrational spectroscopy is of great importance in chemical research because it provides
fingerprints of molecules. Based on the vibrational modes, the composition and structure
of molecules can be determined. By the comparison of computed and observed frequencies,
many molecules have been identified.71 (p. 130) Moreover, the calculated frequencies are
also used to calculate the zero point energy, the vibrational entropy and to characterize
minimum and saddle points on the potential energy surface.

The vibrations of a molecule can be seen as displacements of the atoms from the
equilibrium structure. It is possible to expand the energy of the molecule around the
equilibrium bond length by a Taylor expansion. The harmonic approximation neglects the
higher order terms in the Taylor expansion and the vibrational frequency can be obtained
by combining Newton’s and Hooke’s laws.72 For a system that have N atoms, there will
be 3N degree of freedom and the Taylor expansion of the energy for the atoms in the
local minimum r0 can be expressed as:

E = E0 +
1

2

3N∑

i=1

3N∑

j=1

[
∂2E

∂xi∂xj

]

x=0

∆xi∆xj (3.3)

where ∆xi is the displacement and a 3N × 3N matrix which is the so-called Hessian
matrix, is defined by the derivatives. Following that, the normal modes are given by the
3N eigenvalues of the matrix. It should be noted that non-linear molecules have 3N -6
vibrations while linear molecules have 3N -5 vibrations. The removed frequencies included
3 translations and 3 (or 2) rotations.

3.4 Transition state and energy barriers

Based on the experimental observations, Arrhenius proposed an empirical expression for
the rate constant of a reaction. The Arrhenius equation is given by:

k = Ae
− Ea
kBT (3.4)
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Here A is the pre-exponential factor, k is the reaction rate constant at the absolute
temperature (T ), kB is Boltzmann’s constant, and Ea is the activation energy.

The concept of activation energy is highlighted in the Arrhenius equation and arisen
also in transition state theory (TST).13 (p. 107-109) In TST, it is assumed that the reactants
(R) are activated to the transition state (R#) in order to form the product (P).13 (p. 108)

R# is the configuration that have the highest energy along the reaction coordinate. The
schematic of transition state is shown in Fig. 3.1. The energy difference (∆E) between
R# and R is the activation energy of the reaction.

R

ΔE

R#

P

Figure 3.1: Schematic of the transition state theory (TST).

Following the assumptions, a reaction can be described by reaction coordinate, which
is usually a vibration. The rate of a reaction to reach the transition and end up at the
product can be evaluated by the frequency of the reaction coordinate. The expression of
rate constant within TST is:

kTST =
kBT

h

Z‡

Z
(3.5)

Here T is temperature, and h is Planck’s constant. Z and Z‡ are the partition functions
of the initial state and the transition state without the reaction coordinate, respectively.
In TST, the initial and transition states are assumed to be in equilibrium, which leads to
the following expression for the rate constant:73 (p. 109)

kTST =
kBT

h
e−∆G‡/kBT =

kBT

h
e∆S‡/kBe−∆H‡/kBT ≈ kBT

h
e∆S‡/kBe−∆E‡/kBT (3.6)

Where ∆G‡ is the difference in Gibbs free energy between the initial and transition states.
∆S‡ and ∆H‡ are the corresponding differences in entropy and enthalpy, respectively.
The pV -dependence in the enthalpy is neglected so the change enthalpy becomes equal to
the change in energy (∆E‡).

By evaluating the reaction rate and derive other experimentally measurable kinetic
parameters, theoretical calculations can be connected and compared with experimental
measurements.
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3.4.1 Transition state search

In a transition state search, the minimum energy path between the initial and final state
is probed. The top of the minimum energy path is the transition state, which is also the
saddle point of the potential surface. It should be noted that the saddle point is the local
maxima along the reaction direction but the local minimum in all other directions. To
find the minimum energy path, different methods have been developed and the nudged
elastic band (NEB) method is an efficient method that being widely used.74

The NEB method works by constructing a number of images between the initial
and final state. Spring forces are added along the band between images to ensure the
continuity of the path and that is also why the method is called elastic band. When
finding the lowest energy possible of each image, the tangent to the path will be estimated
at every iteration in order to decompose the true force and the spring force. Only the
perpendicular component of the true force and the parallel component of the spring force
are included during the minimization74

3.5 Bader charge analysis

Bader charge analysis75 is a useful method to evaluate the distribution of the electron
density, which can also provide information on change transfer. The principle of charge
analysis is to split the characteristic of the molecule into contributions from each atom.
Bader suggested that the space in the systems can be divide by the charge density and the
divided space is called Bader volumes. The difficulty of Bader analysis is the calculation
of Bader volumes. The grid-based Bader algorithm used in this thesis allows convergence
in the limit of fine charge density lattices and thus, suitable for large DFT calculations.76
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Chapter 4

Evaluation of entropy

From eq. (3.6), it can be inferred that accurate estimations of entropy and enthalpy
changes are important to obtain rate constants that reflect the actual reaction. As the
NH3-SCR reaction is carried out in Cu-CHA, the system is more complex than typical
surface reactions. There are two main types of adsorption sites of NH3 in Cu-CHA,
namely the Brønsted acid site and the Cu-site. When NH3 is adsorbed on the Brønsted
acid site, it will exist in the form of NH+

4 . For the adsorption on the Cu-site, up to four
NH3 can bind to one Cu at the same time and form [Cu(NH3)n]+ (n = 1 - 4). Without
NH3 adsorption, the Cu cation is initially located in the centre of the six-membered ring
in the CHA. When the first NH3 is adsorbed on Cu+, the Cu cation is pulled up but still
bonded to the CHA framework. Once [Cu(NH3)n≥2]+ is formed, the complex will leave
the framework and become a mobile species. The optimized structures of NH+

4 in H-CHA,
framework-Cu, and [Cu(NH3)n]+ (n = 1 - 4) from DFT calculation are shown in Fig.
4.1. The mobility of NH3-solvated Cu-complexes has been verified by X-ray absorption
spectroscopy measurements.77;78

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.1: Structures of CHA models. (a) Al-free CHA, (b) H-CHA, (c) NH3

on Brønsted acid site (forming NH+
4 ) (d) Cu cation on Al-CHA, and (e - h)

[Cu(NH3)n]+ (n = 1 - 4) in CHA. Atomic color codes: H (white), N (blue), O
(red), Si (yellow), Al (pink) and Cu (bronze).

This chapter elaborates on the method used in the entropy evaluations and shows
the validation that has been done by comparisons to NH3-temperature programmed
desorption (NH3-TPD) experiments.

19



4.1 Entropy evaluation in different cases

Based on statistical mechanics and thermodynamics,79 the entropy (S) is calculated from
the partition function (Z):

S = − ∂

∂T
(−kBT lnZ)V,N = kBlnZ + kBT

1

Z

(
∂Z

∂T

)

V,N

(4.1)

Z is the product of the contributions from translations, rotations, and vibrations. The
entropy depends mainly on translations and the partition function of translations can be
significantly influenced by restricting this degree of freedom. In order to have a accurate
evaluation of the entropy of different Cu complexes in Cu-CHA, different methods have
been adopted.

4.1.1 Entropy for gas-phase molecules

A gas-phase molecule is a free translator in a confined three-dimensions space. The
volume of this space is given by the pressure through the ideal gas law for one molecule
(pV = kBT ). In this case, the total partition function and the total entropy is73 (p. 87-91):

Zgas = Zgas
rot Z

gas
vibZ

gas
trans (4.2)

Sgas = Sgas
vib + Sgas

rot + Sgas
trans (4.3)

Here, Sgas
vib , Sgas

rot , and Sgas
trans are the vibrational, rotational, and translational entropies,

respectively.

Contributions from translations

The translational partition function for gas-phase molecule is:73 (p. 86)

Zgas
trans = (

2πmkBT

h2
)

3
2V (4.4)

m is the mass of the molecule and the volume (V ) is obtained by the pressure and
temperature (V = kBT/p). Following eq. (4.1), the translational entropy per molecule
is:80

Sgas
tran = kB(ln(Zgas

transe) + T (
3

2T
)) = kB(lnZgas

trans +
5

2
) (4.5)

Contributions from rotations

The rotational partition function of a molecule depends on the structure and have different
expression for linear (4.6) and non-linear (4.7) molecule:

Zgas
rotlinear

=
1

σ
(
8π2IkBT

h2
) (4.6)

20



Zgas
rotnon−linear

=

√
π

σ
(
8π2IkBT

h2
)

3
2

√
IxIyIz (4.7)

Here σ is the symmetry factor of molecule and Ii are the moments of inertia. The Ii
values used in this thesis were obtained through the Atomic Simulation Environment
(ASE).81;82 The partial derivative term of Zrot is equal to 3/2T for non-linear molecule
while it is 1/T in linear molecule. Thus, the equation of rotational entropy per molecule
can be expressed as:

Sgas
rotlinear

= kB(lnZgas
rotnon−linear

+ 1) (4.8)

Sgas
rotnon−linear

= kB(lnZgas
rotnon−linear

+
3

2
) (4.9)

Contributions from vibrations

As mentioned in section 3.3, the number of vibrational frequencies is 3N -6 for non-linear
molecules, while it is 3N -5 for linear molecules when N is the number of atoms in the
molecule. Based on the harmonic approximation,73 (p. 90) the vibrational entropy can be
described by the vibrational frequencies:

Sgas
vib = kB(ln(Zgas

vib e) + T (
∂lnZgas

vib

∂T
)V )

= kB

∑

m

(
Θv,m/T

eΘv,m/T − 1
− ln(1− e−Θv,m/T ))

(4.10)

Here the vibrational mode is represented by m. In the zero-point energy calculations, the
first vibrational energy have been chosen as the reference point, thus, the equation of
vibrational entropy per molecule is expressed as:

Sgas
vib = kB(ln(Zgas

vib e) + T (
∂lnZgas

vib

∂T
)V )

= R
∑

m

(
1

(1− e−Θv,m/T )
)

(4.11)

Here Θ is the vibrational temperature, which is defined as:

Θv,m =
hv

kB
(4.12)

where v is the vibrational frequency.

4.1.2 Entropy for adsorbates

Depending on the adsorption situation, two different methods have mainly been used
to estimate the entropy of adsorbates in CHA. It is generally assumed that when the
molecule is pinned by a chemical bond to the surface, it will lose all the rotations and
translations. In this way, the entropy of adsorbates on surface can be calculated with the
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vibrational modes by the harmonic approximation. However, for [Cu(NH3)]+, which is
bound to CHA framework, due to the single bond between Cu and the framework, Cu
still maintains a part of translations and rotations, which make the entire complex more
mobile than adsorbates on surface. In this case, the total entropy of [Cu(NH3)]+ will be
underestimated using the harmonic approximation only for the adsorbed NH3. Therefore,
the entropy of [Cu(NH3)]+ is evaluated as the vibrational entropy of the entire complex
which have 5 atoms. In the harmonic approximation, only the last three modes have been
removed. Herein, 12 modes of [Cu(NH3)]+ were used for the entropy calculation.

For the entropy of framework-Cu species, we turned to a more refined approach
rather than the harmonic approximation, which is the complete potential energy sampling
(CPES) method.83 In this approach, the translational partition function is estimated by
explicit calculations of the potential energy of the adsorbates. This semiclassical canonical
partition function is given by:

ZCPES
trans =

2πmkBT

h2

∫∫
exp

(−V (x, y)

kBT

)
dx dy (4.13)

Where the integration is performed numerically over the surface cell, and V (x, y) is the
potential energy as a function of position (x, y) as obtained by first principles calculations.
The potential energy V (x, y) is obtained in practice by interpolation between a set of
calculated points in the surface cell. In this thesis, the complete potential energy sampling
of Cu cation adsorbed on the six-membered ring of CHA is performed and the potential
energy landscape is given in Fig. (4.2).
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Figure 4.2: Potential energy landscape for Cu on the six-membered ring of CHA.
The energies are given with respect to minima for Cu. The black dashed line
represented the six-membered ring of CHA and the blue dots are the sampling
points.

The comparison between the entropy of framework Cu from harmonic approximation
and CPES method shows that the harmonic approximation results in an overestimation
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of the entropy by 9.7 J/K in the investigated temperature range (200 - 900K). Thus, in
the thesis we adopted the CPES results.

4.1.3 Entropy for mobile molecules in CHA

When molecules are present in the zeolites, they are restricted as compared to gas-phase
molecules, although they still have a considerable degree of freedom. A common method
to evaluate the entropy of the molecule in zeolite is treat them as adsorbates, where all
degrees of freedom are treated as vibrations.84 However, this method often underestimates
the molecular entropy for species in zeolites as they are weakly bound and still maintain
a part of translations and rotations.

By comparing with the CPES simulation mentioned in 4.1.2, it was found that for
non-bound small molecules in zeolites, about 2/3 of their translational and rotational
entropy in gas-phase should be retained.34;84 Thus, the expression of entropy for the
species in zeolite, Szeo, is given by:

Szeo = Szeo
vib + γ (Sgas

rot + Sgas
trans) (4.14)

Where Szeo
vib is the vibrational entropy calculated in the zeolite. γ is the effective coefficient

and it was set as 2/3 for non-bound small molecules in zeolites. However, for the bulky
molecules, they are likely to be more significantly hindered by the zeolite structure, γ
should be reduce.

4.2 NH3-temperature programmed desorption simulations

One way to verify the entropy calculations is to compare with temperature programmed
desorption (TPD) experiments. In this thesis, NH3-TPD was used in this way. Experi-
mentally, NH3-TPD is a method to determine the bond strength of acid sites in zeolite.
Following the method proposed in previous works,85;86 we simulated NH3-TPD profiles. In
this section, the method of simulation and the way we determined the effective coefficient
in eq. (4.14) will be presented.

4.2.1 Evaluation of NH3-TPD

The simulation of NH3-TPD is based on the equilibrium between the gas-phase NH3 and
the adsorbed NH3:

NH∗3
kd−⇀↽−
ka

NH3(g) + ∗ (4.15)

Where * is the adsorption site and NH3(g) is the gas-phase ammonia. The adsorption
and desorption rate constants are denoted by ka and kb, respectively. When taking the
re-adsorption into account, the corresponding rate equation is:

dθ

dt
= ka

pg

p0
(1− θ)− kdθ (4.16)
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Here θ is the NH3 coverage, pg is the pressure of NH3, and p0 is the standard atmospheric
pressure. Combining the ideal gas law (pV = kBT ) with eq. (4.16), the concentration of
NH3 can be presented as:

Cg =
θ

1− θ
p0

kBT
K (4.17)

Where K is the equilibrium constant that can be evaluated by the enthalpy and entropy
changes (∆H and ∆S):

K =
ka
kd

= exp

(
−∆H

kBT

)
exp

(
∆S

kBT

)
(4.18)

In this thesis, the ∆H is approximated as the differential desorption energy with zero
point correction of NH3 from the adsorption sites in Cu-CHA. The change in entropy
(∆S) is the difference in entropy before and after each desorption step.

In the TPD experiments, the amount of NH3 that enter and exit from the catalyst
can be measured and the mass balance is given by:

FCg = −A0W
dθ

dt
(4.19)

where F , A0, and W are the flow rate of the carrier gas, the number of sites per weight
catalyst and the weight of the catalyst, respectively. Owing to the linearly increase of
temperature in the TPD, the relation between the change in time and temperature is
dT = βdt. β is the heating rate. In this way, the expression of Cg can be written by:

Cg = −βA0W

F

dθ

dt
=

θ

1− θ
p0

kBT
exp

(
−∆H

kBT

)
exp

(
∆S

kBT

)
(4.20)

The concentration as a function of temperature is solved numerically by stepping the
coverage:

θi+1 = θi +

(
dθ

dT i

)
∆T (4.21)

4.2.2 Determination of γ by fitting to experimental NH3-TPD

In the NH3-TPD simulation, the change in enthalpy of each desorption step is calculated
through DFT including the zero-point correction. The entropy of each species is evaluated
by the methods introduced in section 4.1.

The NH3-TPD of Brønsted acid sites can be obtained by TPD measurements from
H-CHA. As a weakly bound molecule, the evaluation of NH+

4 entropy should follow eq.
(4.14). In the first attempt, γ was set to 2/3 according to the previous studies,34;84 and
the comparison between experiment and simulation curves is shown in Fig. 4.3(a). It can
be seen that there is a clear difference between the experimental and the simulation curve
where the simulated desorption peak appear at higher temperatures. This results indicated
that the entropy of NH+

4 is overestimated within this approximation. By reducing the γ
value, the desorption peak shifts to lower temperature and agree with the experimental
desorption temperature when γ is set to 0.29 which in shown in Fig. 4.3(b and c).
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Figure 4.3: Simulated and experimental NH3 desorption profiles in H-CHA(a, b
and c) and Cu-CHA(d). The experimental profiles (green dashed line and purple
dashed lines) is measured after NH3 adsorption at 70 ◦C. The simulated profiles
contains the NH3 desorption from Brønsted acid site (orange lines), [Cu(NH3)]+

(blue line), [Cu(NH3)2]+ (red line), and the sum of NH3 desorption from each
sites(black line). The experiment data is provided by Ton V.W. Janssens, Umicore.

Owing to the difference in the mobility between complexes, the simulation of the
NH3-TPD from the Cu site is more complicated. In the entropy evaluation part, the
entropy of framework Cu is calculated by the CPES method. [Cu(NH3)]+ is evaluated
by the harmonic approximation with 12 vibrational modes. The rest of the complexes
are calculated following eq. (4.14). Similar fitting as for NH3-TPD of Brønsted acid sites
have been performed to get a reasonable γ value. It is interesting to note that γ = 0.29
also provides a good fit as it shown in Fig. 4.3(d).

4.2.3 Entropy change for O2 absorption over Cu-CHA

Oxygen adsorption over a pair of [Cu(NH3)2]+ complexes is a key step in NH3-SCR.87

Through the adsorption process, [Cu2(NH3)4O2]2+ complex forms (shown in Fig. 4.4)
and allows the CuI → CuII oxidation. It is worth noting that as the complexes before and
after the adsorption are both relatively mobile, the entropy change during this process is
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difficult to estimate by conventional methods. In this thesis, we used the γ value from 4.2.2
to evaluated the entropies of [Cu(NH3)2]+ and [Cu2(NH3)4O2]2+ complex. Furthermore,
the entropy differences of O2 adsorption in the forward (∆Szeof ) and backward reaction
(∆Szeob ) were evaluated by:

∆Szeo
f = Szeo

TS,[Cu2(NH3)4O2]2+ − (2 Szeo
[Cu(NH3)2]+ + Sgas

O2
) (4.22)

∆Szeo
b = Szeo

TS,[Cu2(NH3)4O2]2+ − Szeo
[Cu2(NH3)4O2]2+ (4.23)

Szeo
TS,[Cu2(NH3)4O2]2+ and Szeo

[Cu2(NH3)4O2]2+ are the entropies of the transition and final
state configurations of the adsorption, respectively. Szeo

[Cu(NH3)2]+ is the entropy of the

[Cu(NH3)2]+ complex in the zeolite.

Figure 4.4: Side view of the chabazite cages showing the Al positions in the
six-membered ring. The large cage includes the [Cu2(NH3)4(O2)]2+ complex.

In the recent experimental work of the O2 adsorption on a pair of [Cu(NH3)2]+

complexes, the entropy loss was measured to be 142 J/mol · K.88 With the method
proposed above, our computational estimate is 152 J/mol · K, which shows a good
agreement with the measured entropy change. The successful evaluation of entropy loss
from first principles calculation further validates the obtained γ value obtained by fitting
with experimental NH3-TPD.
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Chapter 5

Microkinetic modeling

First principles-based reaction kinetics makes it possible to establish connections between
experiments and atomistic simulations. Moreover, this kind of simulations provides detailed
insights that are difficult to obtain from experiments alone. This chapter describes the
basic of mean-field kinetic models.

5.1 Microkinetic modeling

Mean-field microkinetic modeling is here used to simulate reaction kinetics. The basic
mean-field approximations are that all adsorbates are distributed randomly over the
surface and that the interactions between the adsorbates are small.73 (p. 52) However,
repulsive interactions can be handled, and such dependence on pre-exponential factors
and activation energy has been taken into account. The equilibrium reaction rate and
coverages are in the mean-field approach achieved by the numerical solutions of a set of
coupled ordinary differential equations. The differential equation that describe the time
evolution if the adsorbate coverages of species i can be written as:

dθi
dt

=
∑

j

rj(
−→
θ )cij (5.1)

Here θi is the fractional coverage of species i and the rate of reaction j is represented by rj .

rj depends on the fractional coverages (
−→
θ ). cij is the number of i-molecules consumed in

reaction j. I used the ode23s solver within MATLAB to integrate the system of differential
equations numerically until steady-state is reached. According to eq. (3.5) and eq. (3.6),
the rate constant of each elementary step can be calculated by their respective changes in
energy and entropy. For each elementary step, the net rate can be written as:

rj = k+
j

∏

f

θf − k−j
∏

b

θb (5.2)

Here f is the reactant species that participate in forward reaction of elementary step j,
while b represented the backward reaction.

It is worth noting that the model is not built in a one-step process. Fig. 5.1 illustrate
the workflow of how we constructed the model. The reaction mechanism was established
based on experiments and DFT calculations. With the elementary steps and inputs (∆E,
∆S), rate constant and the other kinetic data was obtained. By comparing experimental
and simulated kinetics, the validly of the kinetic model was confirmed. In situations of
the model with poor agreement, improvements was made to the mechanism and input,
and the next round of rate constant calculation and comparison with experiments was
made until an agreement was obtained.
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Compare with
experiment

Propose reaction mechanism
and define elementary steps

Obtain simulated kinetics
(TOF, reaction order, Eapp, ...)

Adjust ΔE and ΔS Build the model with
elementary steps

and inputs from DFT
(ΔE and ΔS)

Figure 5.1: Illustration of the workflow for constructing a microkinetic model based
on first principles calculations.

5.2 Analysis of reaction kinetics

One of the major roles of kinetic models is to provide kinetic data that can be compared
with experimental measurements and in this way validate proposed reaction paths. This
section will focus on the data that can be generated and the analysis that can be performed
based on kinetic models.

5.2.1 Turnover frequency and coverage

The turnover frequency (TOF) is defined as the number of reactant molecules that are
converted over one site per second.73 (p.174) As the net rate from the kinetics can also
represent the reactant consumption and product formation, the TOF can be obtained by
summing up the rate of elementary steps that generate the product molecule. Generally,
there could be a large difference in numerical values between the experimental results
and the simulated TOFs due to the approximations and uncertainties in the model.
However, the trend of TOF affected by reaction conditions like temperature and reactant
concentration should agree with experimental results for the model to be valid.

It is worth noting that TOF is not the only criterion to judge catalyst efficiency. The
selectivity is also of great importance. In the kinetic model, the selectivity of the target
product is the ratio of product yield to the TOF of the reactant.

The coverage of each potential species could be obtained directly by solving eq. (5.1)
and the coverage should sum up to the saturating coverage. The comparison between
the simulated most abundant species and experimental spectroscopy measurement is
helpful to determine the validity of the model and can be used for the adjustment of the
parameters in the model.

5.2.2 Reaction order and apparent activation energy

The reaction orders and apparent activation energies are commonly used to characterize cat-
alytic reactions experimentally and computationally. Based on the rate equation,73 (p.38-41)

the relationship between rate r, rate constant k, and the concentration of the reactants
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can be expressed as:

r = k
∏

i

pnii (5.3)

where pi is the partial pressure of species i and ni is the reaction order of i. In both
experiments and simulations, the reaction order of reactant i can be evaluated by studying
the variation of reaction rate (or TOF) at a certain pressure gradient of i when the
pressure of the other reactants are kept fixed.

By combining the Arrhenius equation shown in eq. (3.4) and eq. (5.3), the following
equation is obtained:

r = A exp

(
−Eapp
kBT

)∏

i

pnii (5.4)

here Eapp is the apparent activation energy. In experiments, the natural logarithm is
generally taken for both side of the reaction to plot a figure of lnr vs 1/T as shown in
Fig. 5.2, which provides apparent activation energy.

Within a narrow temperature range, the plot of lnr vs 1/T will be presented as a
straight line and the slope is equal to −Eapp/kB.

1/T

ln r

Figure 5.2: Schematic of an Arrhenius plot, yielding the apparent activation energy
as the slope.

5.2.3 Degree of rate control

The success of a kinetic model can be determined by comparison of the simulated TOF
and reaction order with experimental results. With a successful model, it is desirable to
further analyze the effect of each elementary steps on the overall reaction. To achieve
this, the degree of rate control (χi) analysis that can be used to understand the extent
to which a particular elementary step determines the simulated catalytic rate.89;90 The
calculation of χi is performed as:

χi =
ki
r

(
∂TOF

∂ki

)

Ki

(5.5)

Here ki is the rate constant of step i and Ki is the equilibrium constant. The analysis is
carried out by changing the value of rate constants for the forward and backward reaction
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for each elementary step a small amount (1% in this thesis) while keeping the equilibrium
constant and the rate constants of all the other steps constant. The value of χ shows the
relative importance of each elementary reaction and the step that have largest χ can be
considered as the rate determining step at that particular reaction condition. The sum of
χi for a single branch reaction should be one.
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Chapter 6

Microkinetic model for NH3-SCR over
Cu-CHA

In Chapter 1, we stressed the importance to reduce N2O emissions during the NH3-SCR.
However, the research on the reaction mechanism of N2O formation over Cu-CHA is still
limited. This chapter will first discuss the results from a N2O formation mechanism study
(Paper I) in which we proposed a low barrier N2O formation path over Cu-site, which
is in line with experimental observations. To investigate the kinetic of NH3-SCR over
Cu-CHA and explore ways to promote the activity as well as selectivity to N2, a first
principles microkinetic model including N2O formation was developed (Paper II). The
results and analysis from the microkinetic model will also be discussed in this chapter.

6.1 N2O formation during NH3-SCR over Cu-CHA

According to the proposed reaction cycles (see Ref. 34 and Fig. 6.2), the NH3-SCR
reaction starts with O2 adsorption over the [Cu(NH3)2]+ pairs forming Cu-peroxo,
[Cu2(NH3)4O2]2+. Following that, NH3 and NO react over the Cu-peroxo yielding
H2NNO and [Cu2(NH3)4OOH]2+ complex. The H2NNO intermediate diffuses to Brønsted
acid site and decomposes into N2 and H2O with the assistance of ammonium (NH+

4 ).
Based on the similar onset temperature of N2 and N2O formation in NH3-SCR observed
experimentally, it is reasonable to suppose a N2O formation path that occur over the
same active site as N2 formation and has a similar reaction barrier.

In Paper I, the decomposition of the H2NNO intermediate over [Cu2(NH3)4OOH]2+

was investigated. It was found that the protons on H2NNO easily can transfer to the
-OOH group of [Cu2(NH3)4OOH]2+. This reaction path involves spin-flip processes due to
the changes of oxidation state over the Cu cations. When the spin state of Cu is allowed
to change along the reaction, this path is barrierless as shown in Fig. 6.1(b). To confirm
the reaction barrier, a spin constrained simulation was performed giving an activation
barrier of 0.24 eV. N2O and H2O are generated after the sequential proton transfers
and the Cu active goes to [Cu2(NH3)4OH]2+, which is also a state within the reaction
cycles.34 Therefore, this N2O formation path can be coupled to the original reaction cycle
as a side reaction, and provide a possibility for calculating selectivity of N2O from the
kinetic model.

6.2 Establishment of the microkinetic model

Based on the proposed reaction cycle (marked by black arrows in Fig. 6.2 and the N2O
formation path (marked by red dashed arrow in Fig. 6.2), a microkinetic model was
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Figure 6.1: (a) Structures of key configurations in the N2O formation over a
[Cu(NH3)2-OOH-(CuNH3)2]2+ complex and (b) the corresponding reaction land-
scape. The spin configurations are schematically shown by arrows in (b). The two
lower states refer to the two Cu atoms, whereas the single upper state refers to the
electronic state of the adsorbate (H2NNO, HNNO, or N2O). The formal charges on
the Cu-ions following the least stable potential energy curve (solid line) are show
in (a). The molecular structures in (b) show the spin density at an iso-surface of

0.09 e/Å
3
. Atomic color codes: H (white), N (blue), O (red), and Cu (bronze).

developed and an analysis of the reaction kinetics was performed to allow for comparisons
with experiments. Generally, the coverage, θi, is defined as the ratio of species i to the
number of sites. However, in the kinetic model in this thesis, the fractional coverages is
understood as the fraction of Cu-site being in a certain state of the reaction cycle.

In the initial attempt, the adopted ∆E and ∆S are all from DFT calculations. However,
these values results in an extremely low fractional coverage of Cu-peroxo and a low TOF.
While in the experiment,87 it shows that with a sufficient amount of [Cu(NH3)2]+, the
adsorption of O2 should be possible. To improve the model and achieve a better agreement
with the experiments, some corrections and additions of the model were made.

6.2.1 Correction of the underestimated O2 adsorption energy

The low fractional coverage of Cu-peroxo originates from the underestimated adsorption
energy of O2 (0.2 eV) in the DFT calculations. To improve the kinetic model, the recent
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Figure 6.2: Proposed reaction cycle for low-temperature NH3-SCR over Cu-CHA.

reported experimental value of 0.82 eV in Ref. 88 was adopted as a correction. The
different of O2 adsorption energy between calculated and experimental can be attributed
to the difficulty describing properly O2 in the gas phase with the exchange-correlation
that applied in this work and the arbitrariness of initial state for the [Cu(NH3)2]+ pairs.
By adopting experimental value for O2 adsorption, this elementary step can be conducted
at a plausible forward reaction rate and the subsequent steps in the second version of
the model were able to proceed. However this model did not agree with experimental
light-off measurements and reaction orders.

6.2.2 Inclusion of the NH3 blocking step

In experiments,15;91 that have an NH3/NO ratio close to 1, the reaction order with respect
to NH3 is zero or slightly negative and the apparent activation energy for NH3-SCR has
been reported to be about 0.4 to 0.8 eV. However, this model gives a positive reaction
order (0.05) for NH3 and a relatively low apparent activation barrier of 0.31 eV. These
results indicate that NH3 should have a hindering effect on the reaction in the experiment
with the second version of the model did not reproduce.

Recent experimental work over the Cu-peroxo observed that excess NH3 can adsorb
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on the Cu-peroxo leading to a partial reduction of Cu.92 Related DFT calculations
were performed in this thesis and it was shown that the extra NH3 on the Cu site of
Cu-peroxo (shown in Fig. 6.3) have an adsorption energy of 0.98 eV, which is higher
than NO (Eads−NO = 0.70 eV). More importantly, NO is not be able to react over this
[Cu2(NH3)5(O2)]+ complex, which indicated that the adsorption of the extra NH3 will
hinder the NH3-SCR reaction. Thus, the NH3 adsorption step is added into the reaction
cycle (r15) as a competitive step for NO adsorption in the third version of the model.
With the hindering effect of NH3, the reaction order with respect to NH3 reduces to -0.22
and gives an apparent activation energy of 0.75 eV, which are in good agreement with
experiments.

(b)(a)

Figure 6.3: Two structures of [Cu2(NH3)5(O2)]2+. Atom color codes: Cu (bronze),
Si (yellow), Al (pink), O (red), N (blue) and H (white).

The analysis of fractional coverage and degrees of rate control indicated that the rate of
NH3-SCR is mainly determined by NO adsorption, which is hinder by the inhibiting-NH3.
Given that the potential energy surface of the proposed reaction mechanism is flat, it is
the adsorption of inhibiting-NH3 that actually determines the reaction rate and mainly
contributes to the apparent activation energy.

6.2.3 Consideration of the probability for Cu pairing

With the correction of O2 adsorption energy and the inclusion of NH3 blocking step, the
microkinetic model was consistent with experimental kinetic data. However, the absolute
value of the calculated TOF, although following the experimental trend, was significantly
overestimated. To close the gap between simulation and experiment, the probability of
having Cu pair in the same cage was also taken into account. The third kinetic model
(6.2.2) was based on having a pair of [Cu(NH3)2]+ in the same cage and once O2 has
been adsorbed, the sequential elementary steps start. However, as reported in previous
work,87 a certain energy difference exists to have two complexes in the same cage rather
than in different cages. In this thesis the barrier was estimated to be 0.3 eV,87 which
corresponds to a probability of 6 × 10−4 having two complexes in the same cage.

After taking the probability of having two Cu-complexes in the same CHA cage into
consideration, simulated TOFs that comparable with experimental values were obtained.
The experimental fits over the reaction order measurements for 1.6 wt% Cu-CHA sample
and the TOFs evaluated from the first principles microkinetc model was shown in Fig.
6.4. The TOFs from the model is simulated with the similar reaction conditions as the
experiments for reaction order measurements.
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Figure 6.4: Experimental reaction rate (black dots) over the 1.6 wt% Cu-CHA
sample and simulated TOFs (red dashed line) versus the concentration of (a)NO,
NH3, and (b) O2 at 200 ◦C. The experiment data is provided by Xueting Wang
from the Competence Centre for Catalysis at Chalmers and the experiment details
are given in Paper II.

The comparisons show a very good agreement on both the reaction orders and reaction
rates. For NH3, the experimental and simulated curves basically overlap. For oxygen,
the trend is consistent although the rates are slightly overestimated in the simulations.
For the simulated TOF of NO, it fits at low NO concentrations but starts to divide with
increasing concentrations. We attribute this overestimation to the lack of possible side
reactions in the model that consumes NO without producing any N2. Nevertheless, the
experimental and computational TOFs are within a factor of 2, which confirms the validity
of the model.

6.2.4 The effect of Cu/Al ratio and O2 pressure

The successful establishment of the microkinetic model provides the possible to predict ex-
perimental phenomena through the model. One of the issues that has received widespread
attention is the effect of Cu/Al ratio. In the proposed reaction cycle, the selectivity of
N2O is based on the probability of the reaction following r5 or r16 (Fig. 6.2). Moreover,
as the NH3-SCR reaction requires both the Cu sites and Brønsted acid sites, while N2O
formation only needs the Cu sites, the selectivity of N2O should be affected by the Cu/Al
ratio.

100 150 200 250

7

8

5

4

6

3

2

1

0

Se
le

ct
iv

ity
to

N
2O

(%
)

Temperature (°C)
100 150 200 250

Temperature (°C)

Cu/Al = 0.5

Cu/Al = 0.33

Cu/Al = 0.09

N
2O

pr
od

uc
tio

n
(s

- ¹)

7

8 ×10-3

5

4

6

3

2

1

0

Cu/Al = 0.5

Cu/Al = 0.33

Cu/Al = 0.09

Figure 6.5: Simulated N2O production (top) and selectivity (bottom) over Cu-CHA
with different Cu/Al ratios.
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In our model, the Cu/Al ratio was set to 0.5 which gives an N2O selectivity of 4 %
at 250 ◦C. We further modeled the formation of N2O with different Cu/Al ratio (shown
in Fig. 6.5). When the Cu/Al ratio decreases, selectivity also shows a decreasing trend
which is matches the experimental observation.

On the other hand, the reaction order with respect to O2 has been measured to be
reduced with increasing O2 pressure.93 A series of simulations with Cu/Al ratio of 0.23
which is the same as in the experiment were conducted and shown in Fig. 6.6. The
results show that our kinetic model closely follows the experimental results while the
simulated rate at low pressures increases steeper than the experiment. This phenomenon
could be attributed to the overestimation of the formation of the peroxo species at low
temperatures as well as that all Cu-sites may not be used experimentally.
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Figure 6.6: Turnover frequency of NO consumption over Cu-CHA with a Cu/Al
ratio of 0.23 using the cycle in Fig. 6.2 (solid line). The experiments (dots)
are taken from Ref. 93. The simulations and experiments are performed at a
temperature of 473 K with partial pressures of NO and NH3 being both 0.03 kPa.
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Chapter 7

Conclusions and outlook

The main aim of this thesis is to investigate the reaction kinetics of low-temperature
NH3-SCR over Cu-CHA by establishing a first principles microkinetic model. To achieve
this aim, different attempts have been made to refine the a previously proposed reaction
mechanism and evaluate the entropy. After several iterations, the model achieved good
agreement with the experiment and provided new insights for further understanding of
NH3-SCR over Cu-CHA.

To start with, a N2O formation path that can be coupled in the multisite mechanism
was proposed. The low reaction barrier and critical role of Cu-site for the proposed path
provided an explanation for the nearly simultaneous emission peaks of N2 and N2O that
observed in experiments.

Following that, a first principles microkinetic model was developed. To obtain rate
constants that can reflect the actual situation of the elementary steps, delicate estimations
of the entropy were performed. The simulation of NH3-TPD was introduced to assist in
determining the accuracy of evaluated entropies. By fitting to experimental NH3-SCR,
the validity of the methods used to estimate entropy was confirmed. Similar method was
used to evaluate the entropy loss of O2 adsorption over Cu(NH3)2 pairs, which showed a
good agreement with experimental measurement. Through comparisons with experiments,
our model was revised by adopting the experimental adsorption energy of O2, adding the
NH3 inhibition effect, and the considering the possibility of having a pair of Cu(NH3)2

complexes in the same cage. The final version of the model reached a good agreement
with the experimental kinetics.

By comparing the models with the presence and absence of inhibiting-NH3, the
significant impact of NH3 on the NH3-SCR was revealed. The analysis of coverage and
the degree of rate control further uncovered how the inhibiting-NH3 determine the onset
temperature of NH3-SCR. With the model, it can be concluded that the reaction cycles
contain four types of NH3, with different roles in the low-temperature NH3-SCR reaction:

1. Ligand-NH3: NH3 that adsorbs on the Cu-cations, forming mobile [Cu(NH3)2]+

complexes, which enable facile formation of pairs for O2 adsorption. The ligand-NH3

does not participate in the low-temperature SCR reaction provided that NH3 is in
excess.

2. Inhibiting-NH3: NH3 that adsorbs strongly on the [Cu2(NH3)4O2]2+ species, and
thereby blocks the adsorption of NO, which is required for NH3 SCR reaction.

3. Reactant-NH3: NH3 that takes part in the reaction by reacting with NO.

4. NH+
4 : NH3 that is adsorbed at the Brønsted acid sites forming NH+

4 .
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In low-temperature NH3-SCR, NH3 acts simultaneously as reactant, spectator and in-
hibitor. It is close to impossible to obtain such information by experiment alone, which
shows the significance and necessity of developing microkinetic models.

7.1 Outlook

By introducing a factor that reflects the probability of having a pair of Cu(NH3)2

complexes in the same cage, the kinetic model provided a reaction rate that is close to
the experimental value. However, the dependence of this factor on Cu/Al ratios, and
Al distribution is still not accounted for. As a next step, we would like to explore these
effects.

Although the model can reproduce experimental data fairly well, it is only valid
for low temperature NH3-SCR. As the temperature increases, the NH3 ligands on the
Cu-complexes desorb and Cu will gradually exist in the form of framework bound Cu. The
mechanism of NH3-SCR and N2O formation over framework bound Cu is still unclear and
is not included in our model. Therefore, work is needed to explore the reaction mechanisms
and develop a microkinetic model for high-temperature NH3-SCR. In addition, there are
experiments showing that water has an effect on the activity and the selectivity of the
NH3-SCR, which is not considered in our model but could be a topic for future studies.
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