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Rapid changes inmicrobial water quality in surface waters pose challenges for production of safe drinkingwater.
If not treated to an acceptable level, microbial pathogens present in the drinking water can result in severe con-
sequences for public health. The aim of this paper was to evaluate the suitability of data-driven models of differ-
ent complexity for predicting the concentrations of E. coli in the river Göta älv at thewater intake of the drinking
water treatment plant inGothenburg, Sweden. The objectiveswere to (i) assess how the complexity of themodel
affects the model performance; and (ii) identify relevant factors and assess their effect as predictors of E. coli
levels. To forecast E. coli levels one day ahead, the data on laboratory measurements of E. coli and total coliforms,
Colifast measurements of E. coli, water temperature, turbidity, precipitation, andwaterflowwere used. The base-
line approaches included Exponential Smoothing and ARIMA (Autoregressive Integrated Moving Average),
which are commonly used univariate methods, and a naive baseline that used the previous observed value as
its next prediction. Also, models common in themachine learning domainwere included: LASSO (Least Absolute
Shrinkage and Selection Operator) Regression and Random Forest, and a tool for optimising machine learning
pipelines – TPOT (Tree-based PipelineOptimization Tool). Also, amultivariate autoregressivemodel VAR (Vector
Autoregression) was included. The models that included multiple predictors performed better than univariate
models. Random Forest and TPOT resulted in higher performance but showed a tendency of overfitting. Water
temperature, microbial concentrations upstream and at the water intake, and precipitation upstream were
shown to be important predictors. Data-driven modelling enables water producers to interpret the measure-
ments in the context of what concentrations can be expected based on the recent historic data, and thus identify
unexplained deviations warranting further investigation of their origin.
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1. Introduction

Rapid changes in microbial water quality in surface waters compli-
cate the optimisation of thewater treatment at thedrinkingwater treat-
ment plants. If not treated to an acceptable level, microbial pathogens
still present in the drinking water can result in severe consequences
for public health as they may cause waterborne disease outbreaks
(WHO, 2017). Waterborne outbreaks could also cause lower trust
from consumers, increase their perceived risk, and decrease their accep-
tance for drinking water (Bratanova et al., 2013). Changes in themicro-
bial water quality of surface water are often caused by heavy rainfall
leading to wastewater discharges from sewer systems and increased
runoff from grazing areas and agricultural fields. Laboratory analyses
of microbial water quality are available only with a delay in time. It is
therefore of value to predict and forecast the microbial concentrations
in the incoming water to the drinking water treatment plant to be
able to implementmeasures, e.g., use an alternative water source or op-
timize the treatment processes.

Microbial water quality can be predicted using data-driven
models. For example, artificial neural networks have been success-
fully applied to predict microbial water quality in terms of compli-
ance with recreational water quality regulations (Avila et al., 2018;
Choi and Bae, 2018; Laureano-Rosario et al., 2019; Vijayashanthar
et al., 2018), often alongside various regression methods (Mas and
Ahlfeld, 2007; Motamarri and Boccelli, 2012; Thoe et al., 2012,
2014, 2015), as well as classification trees (Avila et al., 2018;
Stidson et al., 2012). In the context of drinking water supply, there
are also some recent attempts to predict the concentrations of micro-
organisms using, e.g., zero-inflated regressionmodels, random forest
regression model, adaptive neuro-fuzzy inference system, and
Gaussian process for machine learning (Mohammed et al., 2017a,
2017b, 2017c, 2018), as well as of other pollutants (Asheri Arnon
et al., 2019; Samanipour et al., 2019; Speight et al., 2019;
Stevenson and Bravo, 2019). A recent review (Francy et al., 2020)
provides several examples when data-driven methods are used in
operational nowcasting systems for public notification and water
management. In the literature cited above, data-driven models are
based on monitoring data for target variables, most often faecal
indicators, but also on other explanatory variables, for which the
datasets are easier to obtain. The explanatory variables used in
these data-driven approaches can be divided into meteorological
(most often precipitation, but also solar radiation and wind condi-
tions), hydrological (most often river flow, but also sea level or tide
conditions), and water quality (most often turbidity, but also water
temperature, pH, salinity, electrical conductivity, colour, alkalinity,
and past microbial concentrations).

Water producers need to manage their operation in response to
rapid variations in microbial water quality. Currently, this is largely
done based on monitoring data on faecal indicator concentrations.
However, monitoring cannot fully capture the high variability of micro-
bial concentrations over time and in space, and the laboratory results for
microbial concentrations are often available only after the water has al-
ready been treated, due to the time required for microbial analyses. In
case of the river Göta älv, the drinking water source for the city of
Gothenburg, frequent microbial data (two measurements per day) are
obtained using at-line monitoring. Moreover, earlier studies have
shown that precipitation drives variations in microbial water quality
in this river (Åström et al., 2007; Tornevi et al., 2014). Here, we explore
whether at-line monitoring of E. coli can be combined with hydromete-
orological data in a data-drivenmodel to predict concentrations of E. coli
at a drinking water intake. The novelty of this paper lies in using the
uniquely extensive dataset of frequent at-linemonitoring of E. coli to de-
velop a data-driven model.

The aim of this paper was to evaluate the suitability of data-driven
models of varying complexity for predicting the concentrations of
E. coli at the drinking water intake for the city of Gothenburg in
2

Sweden. The objectives were to (i) assess how the complexity of the
model affects the model performance; and (ii) identify relevant factors
and assess their effect as predictors of E. coli levels.

2. Methodology

2.1. Study area and data

Göta älv is a river that drains Lake Vänern into the strait Kattegat at
the city of Gothenburg on the west coast of Sweden (Fig. S1). The total
catchment area of the river Göta älv is 50,233 km2, which constitutes
approximately 10% of the area of Sweden. The part of the catchment
area that is located downstream of Lake Vänern is approximately
3500 km2. The length of the river between the outflow from Lake
Vänern and the mouth of the river is 93 km. The vertical drop of the
river is approximately 44 m. The water flow in the river Göta älv is reg-
ulated by several hydropower stations (Fig. S1) and varies strongly; the
mean and the maximum water flows are 550 and 1000 m3/s, respec-
tively. The transport time between the outflow from Lake Vänern and
the mouth of the river is between 1.5 and 5 days.

The river is used as a water source for the drinking water supply of
700,000 consumers in several municipalities, including Gothenburg
with 500,000 consumers. Between Lake Vänern and the water intake
for the city of Gothenburg (Fig. S1) the river receives wastewater from
approximately 100,000 persons. Approximately 95% of this wastewater
is treated at municipal wastewater treatment plants (WWTPs), while
5% is treated by on-site sewer systems.

The dataset used for model development (Table 1) consisted of lab-
oratory measurements of E. coli (SS-EN ISO 9308-2:2014) and total co-
liforms (SS-EN ISO 9308-2:2014), Colifast measurements of E. coli
(Colifast AS fluorometric monitoring of β-glucuronidase activity),
water temperature, turbidity (SS 028125), precipitation (provided by
the Swedish Meteorological and Hydrological Institute), and water
flow (provided by the power company Vattenfall). The water quality
data were provided by the city of Gothenburg.

For model development, the time period 3 Apr 2012–30 Oct 2019
was selected. The data were split into a training dataset (3 Apr
2012–30 Oct 2017) and a test dataset (1 Nov 2017–30 Oct 2019). For
the target variable E. coli laboratory measurements at Lärjeholm, the
dataset included 872 and 341 observations for the training and test pe-
riods respectively.

Plotting the target variable revealed annual seasonal behaviour
(Fig. S3) with extreme values and large variation during the winter
months. The seasonal pattern is complex due to irregular sampling fre-
quency as well as varying timing, duration, and magnitude of increased
concentrations. It was therefore assumed that the seasonal variation
could be explained using external predictors showing a similar season-
ality, e.g., water temperature. While precipitation and water flow data
were available at regular intervals (daily or hourly values), water qual-
ity datawere available at irregular intervalswith timebetween observa-
tions up to several days. To combine regular and irregular time-series,
the irregular time-series were sampled at a daily basis leaving days
with no observations empty, and lags of observations were used as
input to the models. The exception was the VAR model that requires
the input data to be regularly spaced, thus, for thismodel, forwardfilling
was performed for the irregular features. Data imputation for the
Colifast measurements was performed by using the values from the
other location if available, otherwise forward fill was performed. As
the Colifast measurements were provided as ordinal categorial values
(<50, 50, 100, 200, 400, >400), to be used in the model, they were
transformed to numerical values keeping the same order.

2.2. Model set-up

The focus in this project was on forecasting E. coli levels one day
ahead. Two approaches were used, with original values for numerical



Table 1
Summary of the dataset used for model development.

Type Locationa Time resolution Unit 5th perc. 50th perc. 95th perc. % days missing

E. coli Lab LAE Avg. 2 d 6 h #/100 mL 10 86 483 56
GA Avg. 3 d 3.5 h #/100 mL 10 90 567 68

E. coli Colifast LAE Twice a day #/100 mL NAb NA NA 4
GA Twice a day #/100 mL NA NA NA 9

Total Coliforms LAE Avg. 2 d 4.5 h #/100 mL 120 445 3325 54
GA Avg. 3 d 2.5 h #/100 mL 110 470 3900 68

Precipitationc GBG Daily sum mm 0 0 13.0 0
VB Daily sum mm 0 0 11.8 0
KR Daily sum mm 0 0 15.1 0

Water flow LE Daily mean m3/s 206 550 900 0
GBG Daily mean m3/s 132 152 225 0

Water temp.c LAE Avg. 2 d 1 h °C 0.8 8.8 18.7 52
Turbidity LAE Avg. 2 d 7.5 h FNU 3.3 6.25 16.4 58

a LAE – Lärjeholm, GA – Garn, GBG – Gothenburg VB – Vänersborg, KR – Komperöd, LE – Lilla Edet. The locations are shown in Fig. S1.
b NA – not available, as the Colifast measurements were provided as ordinal categorial values (<50, 50, 100, 200, 400, >400 #/100 mL).
c The data for precipitation at GBG and water temperature at LAE are visualised in Fig. S2.
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microbial features (E. coli Lab and Coliforms) andwith Log-scaling using
Log10(1 + x) transformation. When the original values were used,
hyperparameter optimisation for some of the models included
logarithmic transformations on the target variable, but the values
were transformed back to their original scale before evaluation.

To compare methods of different complexity, both univariate and
multivariatemethodswere applied. Theunivariate approaches included
Exponential Smoothing and ARIMA (Autoregressive Integrated Moving
Average), which are common methods for modelling and forecasting
time-series data; also, a naive baseline that used the previous observed
value as its next prediction was included. The multivariate approaches
included methods from the machine learning domain: LASSO (Least
Absolute Shrinkage and Selection Operator) Regression and Random
Forest, as well as a tool for optimising machine learning pipelines –
TPOT (Tree-based Pipeline Optimisation Tool). These methods repre-
sent different levels of complexity: LASSO Regression is an extension
of Linear Regression using regularisation, Random Forest can model
non-linear relationships between input features and the target variable,
and TPOT can produce pipelines withmultiple models stacked on top of
each other. To complement themachine learning approaches and assess
if similar performance can be achieved, a multivariate autoregressive
model VAR (Vector Autoregression) was included.

To make these multivariate approaches applicable for a time-series
problem, feature engineering with lagged features as input was used.
Lagged features are features containing data from prior time steps.
The lags were defined based on observations, which for some features
were regular (daily) and for some features irregular. The maximum
lag thatwas used for each featurewas selected based on domain knowl-
edge and previous publications (Tornevi et al., 2014). The predictors
were: water temperature with a lag of 1 observation; laboratory mea-
surements of E. coli, total coliforms and turbidity with lags of 1–3 obser-
vations; water flow with lags of 1-5 days; precipitation with lags of 1-
6 days; E. coli Colifast with lags of 1–10 observations.

The performance of the different models was measured using com-
mon error metrics: Mean Absolute Error (MAE), Root Mean Squared
Error (RMSE), coefficient of determination (R2), and Symmetrical
Mean Absolute Percentage Error (SMAPE) – an accuracy measure
based on percentage errors allowing for observation values that are
zero. The performance was measured on the training and validation
splits during the cross validation, as well as the unseen test data. The
model performance was also inspected visually by plotting forecasted
predictions along with the true observations.

To interpret the contribution of different features to the target vari-
able, LASSO and Random Forest methods were used. LASSO produces
coefficients of the standardised variables that show the effect each var-
iable has on the target variable. The LASSO regularisation path can be
used to show what effect different values of the regularisation
3

parameter alpha have on the coefficients (Fig. S4). Random Forest can
be used to extract feature importance based on howmuch each feature
contributes to decreasing the impurity in the trees; this can be used to
rank the different features. However, this ranking is performed using
the training data, and may be less representative for the unseen data
in case the model is overfitting.

The appliedmodels are described below, and the parameterisation is
summarised in Table S1.

2.2.1. Naive
The naivemodel uses themost recent observed value as its next pre-

diction. This simple approach was used as a baseline for comparing the
performance of more complex models.

2.2.2. Exponential Smoothing
Exponential Smoothing was selected as a simple extension of the

Naive baseline. This method considers past observations and weighs
their importance over time in an exponentially decreasing manner, so
that the most recent observation has the highest weight. In this study,
a variant called Simple Exponential Smoothingwas used. This approach
is mostly suitable for data without a clear trend or seasonality. This
method was evaluated despite the seasonality in the microbial data to
get an indication of its overall usefulness. A promising result could mo-
tivate an extension of the method to better capture seasonality. The
method has a single parameter α that decides the smoothing factor,
i.e., howmuch importance the model should allocate to its most recent
value. The parameter α was optimized automatically using the imple-
mentation of Exponential Smoothing in the Python package statsmodel
(https://www.statsmodels.org/) (Seabold and Perktold, 2010).

2.2.3. Autoregressive Integrated Moving Average (ARIMA)
ARIMA (Box and Jenkins, 1976) was selected since it is one of the

most common methods for forecasting time-series. ARIMA is a type of
linear regression model that is auto-regressive (the “AR” term), mean-
ing that it uses previous values of the target variable to make its predic-
tions. The term “Integrated – I” denotes the use of differencing to make
themean and variance consistent over time, i.e., tomake the time series
stationary, resulting in amore robustmodel. The term “Moving Average
–MA”means that themodel forecasts a value using themodel's past er-
rors, i.e. attempts to correct the deviations between the past predicted
and true values. The parameters (p, d, q) are used for selecting the
order of the AR, I and MA terms in the model. The p and q parameters
are optimized with the Akaike Information Criterion (AIC) (Akaike,
2011), and the parameter d is selected based on the KPSS-test
(Kwiatkowski et al., 1992) for stationarity. This was performed using
the implementation of ARIMA in the Python package pyramid
(https://alkaline-ml.com/pmdarima) (Smith, 2017).

https://www.statsmodels.org/
https://alkaline-ml.com/pmdarima


Table 2
Performancemetrics (mean absolute error –MAE, symmetricalmean absolute percentage
error – SMAPE, root mean squared error – RMSE, coefficient of determination – R2) for
training and testing periods for the applied models (Naive, Exponential Smoothing,
Autoregressive Integrated Moving Average – ARIMA, Vector Autoregression – VAR, Least
Absolute Shrinkage and Selection Operator – LASSO Regression, Random Forest, and
Tree-based pipeline optimisation tool – TPOT).

Model MAEa SMAPE (%)b RMSEa R2 (–)

Train Test Train Test Train Test Train Test

Original data
Naive 90 93 66 64 160 159 0.11 0.18
ExpSmoothing 85 85 62 59 143 144 0.28 0.33
ARIMA 84 89 65 66 136 142 0.35 0.35
VAR 66 72 59 64 112 117 0.55 0.56
LASSO 61 69 49 51 110 123 0.57 0.51
Random Forest 36 71 34 52 67 130 0.84 0.46
TPOT 35 65 31 49 63 111 0.86 0.60

Log10-transformed data
Naive 0.33 0.32 20 17 0.45 0.43 0.15 0.20
ExpSmoothing 0.29 0.28 17 15 0.39 0.36 0.38 0.44
ARIMA 0.28 0.28 16 15 0.38 0.35 0.41 0.45
VAR 0.24 0.24 14 14 0.33 0.32 0.54 0.53
LASSO 0.22 0.22 13 12 0.29 0.29 0.63 0.64
Random Forest 0.17 0.24 10 13 0.23 0.30 0.78 0.59
TPOT 0.22 0.22 13 12 0.29 0.29 0.64 0.62

a The unit is (# per 100 mL) for original data and (Log10# per 100 mL) for Log10-
transformed data.

b Can vary in the range 0–200%.

E. Sokolova, O. Ivarsson, A. Lillieström et al. Science of the Total Environment 802 (2022) 149798
2.2.4. Vector Autoregression (VAR)
VAR was selected because it is a generalisation of the univariate

autoregressivemodel that allows for multivariate time-series. Each var-
iable is modelled through a linear equation including its lagged values,
the lagged values of the other variables, and an error term. The lag pa-
rameter p is equal for each input variable and is selected using AIC.
Since input data need to be regularly spaced, imputation by forward
filling was used in order to obtain daily values for the irregular fea-
tures. VAR was performed using the Python package statsmodel
(https://www.statsmodels.org/) (Seabold and Perktold, 2010).

2.2.5. Least Absolute Shrinkage and Selection Operator (LASSO) Regression
LASSO regression is a method for identifying linear relationships in

the data while avoiding overfitting through regularisation. The result
is a mathematical equation that defines the target variable as a function
of the predictor variables. LASSO is also robust against multicollinearity
in the data and facilitates best feature selection. In general,
regularisation is implemented by adding a penalty to the best fit of the
training data, in order to make the model generalise better on unseen
test data. Regularisation also restricts the influence of predictor vari-
ables by disallowing their coefficients to grow too large. LASSO uses
the L1 regularisation technique, which allows coefficients to become
zero. In thisway, LASSO can be used to automatically select relevant fea-
tures. LASSO uses a parameter α that defines how much regularisation
should be applied, thus, an α value of 0 would mean performing ordi-
nary linear regression. The parameter α was optimized using a 5-fold
cross validation on the training data with an expanding window setup
not to violate the temporal dependency in the data. To find the best pa-
rameters, a grid search was performed, and the best model was found
by averaging the mean absolute error across the folds. Other
hyperparameters that were optimized were whether to perform
Log10-transformation on the target variable and whether to perform
power scaling on the predictors. LASSOwas performedusing the Python
package scikit-learn (https://scikit-learn.org/) (Pedregosa et al., 2011).

2.2.6. Random Forest
RandomForestwas selected in order to evaluatewhether better per-

formance can be achieved with a more complex model, as it has been
showed to work for a great number of tasks on various datasets. Also,
this method can produce a feature importance score to see how much
each feature contributes to the predicted values. Random forest is a pop-
ular ensemble learning method, which works by combining multiple
decision trees and outputting their average prediction. A decision tree
model builds a tree like structure from the observed data, where obser-
vations on the features of the data are represented by the branches of
the tree, and the conclusions are represented in the leaves. Compared
to individual decision trees, the Random Forest method counteracts
overfitting of the data and errors due to bias. In this study, the same
cross validation setting as for LASSO was used, and the following
hyperparameters specific to Random Forest were tuned: maximum
depth,minimum sample per split, minimum sample per leaf, maximum
ratio of features, andwith orwithout bootstrapping. RandomForestwas
performed using the Python package scikit-learn (https://scikit-learn.
org/) (Pedregosa et al., 2011).

2.2.7. Tree-based Pipeline Optimisation Tool (TPOT)
TPOTwas selected because if offers an estimation of the performance

that is achievable using much more complex model architectures. It is
an automated machine learning library, which uses genetic program-
ming to optimize machine learning pipelines. TPOT automates feature
selection, model selection and parameter optimization in order to find
the best predictive model of the data at hand. The resulting model often
tends to become quite complex and hard to interpret. TPOT was used
through the Python package TPOT (https://epistasislab.github.io/tpot/)
(Le et al., 2020).
4

3. Results and discussion

3.1. Model performance

All applied models performed better than the Naive baseline
(Table 2), indicating that there are patterns in the data that can be
used for a prediction for the next day. Exponential Smoothing and
ARIMA showed similar performance; MAE and SMAPE showed better
performance of Exponential Smoothing, RMSE and R2 showed better
performance of ARIMA. The fact that MAE and SMAPE are more sensi-
tive to small errors and RMSE is more sensitive to large errors, indicates
that ARIMA performsworse during periods with lower E. coli levels and
could potentially be improved by a seasonal component in the model
(Fig. 1).

External predictors improvedmodel performance,with the best per-
formance for the original data achieved by the TPOT library (Table 2,
Fig. 1). However, the TPOT method produces complex pipelines, and
the difference in performance between training and testing periods on
original data indicated overfitting (Table 2). The performance scores
for the Random Forest method also indicated overfitting (Table 2),
even though the complexity of themodel was restrained by notmaking
the trees too deep. This also means that the feature importance of the
Random Forest method should be interpreted with caution, as feature
importancewas analysed using the training data andmay be less repre-
sentative for the unseen data. Overall, the non-linear methods Random
Forest and TPOT were not superior to the linear multivariate methods
LASSO and VAR (Table 2, Fig. 1). A potential explanation to the limited
performance of Random Forest and TPOT and their tendency to overfit
in this application, is that these methods may require more data to per-
formbetter. In addition, thesemethods are difficult to interpret, limiting
their usefulness in practice. The LASSO model showed better perfor-
mance using the Log10-transformed data (Table 2), thus, this method
benefited from reducing skewness in the distribution of the microbial
data.

The comparison of themodelled and observed E. coli concentrations
for the testing period showed that the models managed to capture the
seasonal patterns (Figs. 2 and S5), i.e., higher concentrations and more
variation during the cold period of the year, but underestimated the
magnitude of the peaks. The models that were better at predicting the

https://www.statsmodels.org/
https://scikit-learn.org/
https://scikit-learn.org/
https://scikit-learn.org/
https://epistasislab.github.io/tpot/


Fig. 1. Scatter plots of observed data (“observed”) and modelling results (“predicted”) using original data for the testing period for the models Exponential Smoothing (ExpSmoothing),
Least Absolute Shrinkage and Selection Operator (LASSO) Regression, Autoregressive IntegratedMoving Average (ARIMA), Random Forest, Vector Autoregression (VAR), and Tree-based
Pipeline Optimisation tool (TPOT).
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peak concentrations, e.g. VAR and TPOT, also had more overestimates
(Fig. 1).

The plots of the autocorrelated residuals (Fig. S6) indicated that for
some of the models there may be information left in the data that
could potentially improve themodels. Hyperparameters for themodels
were selected using cross-validation and grid search, but other parame-
ters could potentially be found resulting in less autocorrelation in the
residuals. The residuals for the Random Forest model showed stronger
autocorrelation for lower lags and a periodic pattern for higher lags pos-
sibly causedby overfitting. The residuals for the LASSORegression, TPOT
5

and ARIMA models showed no significant autocorrelations, but a slight
periodic behaviour for higher lags could be observed. The residuals for
the Naive Baseline, Exponential Smoothing and VARmodels resembled
white noise, but had higher autocorrelation for the residuals at lag 1.
Most of the histograms of the residuals (Fig. S6) showed a longer right
tail indicating skewness in the distribution of the residuals and the
fact that these models tend to underestimate the highest peak values.
The histograms of the residuals for the training and testing periods
were different for the two models (Random Forest and TPOT) that
were prone to overfitting.



Fig. 2. Time-series of observed data and modelling results using original data for the testing period for the models Vector Autoregression (VAR), Least Absolute Shrinkage and Selection
Operator (LASSO) Regression, and Random Forest.
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3.2. Model interpretation

Importance of different predictors was analysed using the LASSO
Regression and Random Forest models, however, the results for Random
Forest should be interpreted with caution. In the case of Random Forest,
feature importance is related to how much each feature contributed to
the created model. In our case, the Random Forest model had a ten-
dency to overfit, and thus feature importance may not reflect the most
suitable features for generalisation on unseen data. The feature
6

importance results for the Random Forest model are included for trans-
parency rather than to draw conclusions.

According to the LASSO Regression and Random Forest models,
water temperature, precipitation, and microbial concentrations were
important predictors (Fig. 3). The importance of the water temperature
is likely a reflection of the seasonality in the microbial data, as water
temperature can be regarded as a surrogate of seasonality (Figs. S2
and S3). The E. coli concentrations are lower during the warmer part
of the year (Fig. S3), this is expected and is mainly due to less runoff



Fig. 3. Coefficients for the LASSO Regressionmodel (A) and feature importance for the Random Forest model (B) using original (blue bars) and Log10-transformed (orange bars) data. The
twenty features with the highest absolute values are shown. “Temperature” refers to water temperature; data lags are presented in days or observations (“obs.”); the acronyms indicate
location (see Fig. S1). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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and thus less transport of pollution from the sewer system and the dif-
fuse sources in the catchment. A contributing factor is also greater decay
of E. coli in warmer temperatures and sensitivity to solar radiation. Pre-
cipitation at locations upstream was more important than at the water
intake; and lags of 1-2 days had higher impact than longer lags,
reflecting the relatively short transport times in the river.

E. coli concentrations upstream and at the water intake were impor-
tant predictors, with the Random Forest model indicating that labora-
tory data were more important than Colifast data, and the LASSO
Regression model indicating the reverse (Fig. 3). The LASSO Regression
7

regularisation path (Fig. S4) showed that when applying a high level of
regularisation the predictors used were the E. coli laboratory measure-
ments from two different locations. However, in themodel that showed
the best performance during cross-validation, which had a lower level
of regularisation, these predictors did not have the highest effect on
the target variable. Themagnitude of the coefficients on the E. coli labo-
ratory measurement predictors decreased when new predictors were
introduced into the model, possibly since these may be highly corre-
lated to already existing predictors. The reason that the Colifast mea-
surements are more important than the more accurate laboratory data
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is that the Colifast measurements are more frequent, as the latest
Colifast observation represents the afternoon of the previous day,
while the latest laboratory observationmay represent the situation sev-
eral days ago. Thus, the Colifast analysis, which is a five-well MPN-
method with its relatively high uncertainty of measurement, may im-
prove on predictability compared with the laboratory analysis (using
Colilert).

According to the LASSO Regression and Random Forest models, tur-
bidity and water flow were not selected as important predictors in this
study. In case of turbidity, its minor importance may be caused by co-
variation between precipitation and turbidity, as well as relative infre-
quency of the turbidity measurements (Table 1) included in this
study. However, Tornevi et al. (2014) also concluded that precipitation
reflects the peaks of faecal contamination better than turbidity, despite
having included frequent turbidity measurements (daily mean values).
From a practical standpoint, many drinkingwater treatment plantsmay
have online turbidity data for source water, thus, turbidity should still
be regarded an important potential predictor, especially in water
sources without cargo shipping or any major causes of turbidity other
than precipitation-driven events. River flow is an important factor
whenmaking predictions regarding pollutant transport, and the proba-
ble reason that flow had only minor importance in this study (Fig. 3) is
that geographic location and lags of other predictors indirectly take
transport time into account.

3.3. Model applicability and further development

In this project, several models of different complexity and interpret-
ability were compared. The most complex models, i.e. TPOT and
Random Forest, appear to slightly overfit the training data, thus, despite
the fact that they show high performance on the test data, they cannot
be trusted to performwell on future unseen data. If such amodelling ap-
proach is to be used in practice, themodel interpretability also needs to
be considered, as in practice itmay be important to understand the con-
tributions of different factors to a prediction. Interpretability is an ad-
vantage of simpler models, e.g. LASSO Regression, for which the
final model can be setup as a linear equation with the coefficients di-
rectly representing the effect of the predictor variables on the target
variable.

In further studies, the univariate methods could be improved by ad-
dressing the seasonality in the data, for example, using Holt-Winters
Exponential Smoothing and Seasonal-ARIMA. However, due to the na-
ture and complexity of the seasonality in the data, other methods may
be more suitable, e.g. De Livera et al. (2011). In the multivariate
methods, the seasonality was accounted for by including predictors
that potentially could explain baseline levels of E. coli, e.g.water temper-
ature. Also, the models could be improved by exploring additional im-
putation methods to address the irregularity in the time-series of
microbial data. The issue of the models missing the peak values
(Fig. 1) could potentially be addressed by developing a model with
the specific purpose of classifying such peaks. In the context of practical
application in drinking water production, a model that would also esti-
mate uncertainty of its prediction would be of value, e.g. Bayesian
methods (Avila et al., 2018; Panidhapu et al., 2020; Wang et al., 2021).
In addition, a longer time horizon for prediction, e.g. several days,
would be advantageous from the water management perspective.
Furthermore, combining data-driven methods with process-based
modelling of water quality (e.g. Dienus et al., 2016; Whitehead et al.,
2018) is a promising approach (Young, 1992, 2006).

An optimal forecasting model for managing river water intake
should be easily interpreted and make predictions a couple of days
ahead based on accessible online data. In the production of safe drinking
water, the analysis and evaluation of risks to the entire drinking water
system, from the catchment until the water reaches the consumer, is
considered of paramount importance by theWorld Health Organization
(WHO, 2017) and the newly revised Drinking Water Directive (EU
8

2020/2184). During the last twenty years, at-line E. coli instrumentation
has been key to Gothenburg water intake management. Initially, this
was done only at the location of the water intake and thus with limited
possibility of forecasting. Expanding with E. coli at-line instrumentation
upstream thewater intake and takinghydrometeorological data into ac-
count formed the basis for improved forecasting. Frequent analysis of
E. coli currently is the main and potentially the only way to discover
non-precipitation driven faecal contamination events, while other fac-
tors, as precipitation and potentially turbidity, can only predict an in-
creased risk due to wastewater discharges or run-off from grazed
agricultural land. Although E. coli as a water quality indicator does not
represent risk of infection in absolute terms, it does reflect a higher fae-
cal load. Given the overall challenge of predicting microbial concentra-
tions, we may not be able to expect a model to reproduce all peak
values. However, from the operational standpoint, discrepancies be-
tween thepredicted andmeasured values provide valuable information,
as these may indicate events that need intervention, e.g. failures in the
wastewater system or diffuse contaminant sources. In this paper, we
have demonstrated the potential for improving one day ahead predic-
tions by data-driven models which may be implemented at drinking
water treatment plants.

4. Conclusions

• The models that included multiple predictors, i.e. VAR, LASSO Regres-
sion, Random Forest, TPOT, performed better than univariate models,
i.e. Naive baseline, Exponential Smoothing, ARIMA. External predic-
tors increased the model performance, indicating that some of these
models are informative for forecasting E. coli concentration at the
water intake. The univariate models applied in this study can be fur-
ther improved, e.g., by addressing seasonality or including more fre-
quent data.

• The most complex models, Random Forest and TPOT, achieved high
performance scores on the test data. However, these models showed
a tendency of overfitting, indicating that these models would need
more data to make better forecasts.

• Among all the models, LASSO Regression and VAR appeared to have
the best balance between performance and generalisation. A benefit
of LASSORegression is also feature selection and directly interpretable
coefficients showing their effect on the target variable.

• The features that had the largest impact on the target variable E. coli
concentration at the water intake included: water temperature, mi-
crobial concentrations upstream and at the water intake, and precipi-
tation upstream.

• According to the coefficients of the LASSO Regressionmodel, more re-
cent and frequent but less precise data from historical E. coli levels
play a more important role in the forecast than precise but older
data. The feature importance from the Random Forest model indi-
cated a contradictory behaviour, but this can be aneffect of overfitting,
thus no conclusions can be drawn from the Random Forest model.

• The modelling approach applied in this paper enables the water pro-
ducers to interpret the measurements in the context of what concen-
trations can be expected based on the historical data, and thus identify
unexplained deviations warranting further investigation of their ori-
gin.
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