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Abstract

This report describes the further development and validation of the Refrigerator/Freezer
Simulation (RFSIM) model. The reports also describes the first major application of the model
as an analysis tool for new refrigerator designs; several aspects of multi-speed compressor
operation were examined with the model. Several improvements were made to the model that
facilitated the validation process and the examination of multi-speed compressors: the model was
made more general so that it could operate in numerous configurations in addition to the original
design and simulation modes; many improvements were made in the modeling logic and
robustness of the capillary tube-suction line heat exchanger model; and the equation-of-state-
based property routines that calculated the thermodynamic properties were replaced with
interpolation routines that were much faster. The RFSIM model, in design and simulation mode,
was validated with data from two refrigerators. In both modes, the average model errors were
less than £5% for several important variables such as evaporator capacity and coefficient of
performance. The errors of the simulation mode were reduced from the previous model
validation primarily by using a different void fraction correlation in the refrigerant charge
equations. The results from the validated RFSIM model indicate that a two-speed compressor
could yield energy savings of 4% to 14% due to the increased steady-state efficiency at the low
speed and an additional 0.5 to 4% savings due to the decreased cycling frequency. The results
also showed that the capillary tube-suction line heat exchanger, when designed for the low speed,
did not adversely affect the pull-down capacity when the compressor operated at the high speed.
Lastly, it was found that a refrigerator operating at low ambient temperatures could actually
benefit from a decrease in the condenser fan speed. This change in fan speed increased the
evaporator capacity by reallocating charge to the evaporator and subsequently reducing the

superheat at the evaporator exit.
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Chapter 1

Introduction

1.1 Previous model development
The Refrigerator/Freezer Simulation (RFSIM) Model has been developed at the Air

Conditioning and Refrigeration Center (ACRC) to facilitate evaluation of new system designs.
Manufacturers are making substantial improvements in refrigerator technology to comply with
increasingly stringent energy efficiency standards for refrigerator/freezers. A flexible, validated
simulation model will allow researchers and designers to examine many aspects of
refrigerator/freezer design faster than performing similar laboratory experiments. In this way,
the RFSIM model can be used as “screening” tool to identify potential areas of improvement that

can then be further investigated with laboratory testing.
The RFSIM model presented in this report has been developed from the steady-state

ACRC2 simulation model that was written by Porter and Bullard (1992). That model had two
main advantages over other existing refrigerator/freezer simulation models. Most of the other
models (Arthur D. Little, 1982 and Merriam, et al., 1993), were limited to running in “design”
mode, but the ACRC2 model could run in “design” mode as well as “simulation” mode. The
design mode is useful for the rough design of the system components (other than the capillary
tube) at a single operating condition, but it is unable to predict the behavior of the refrigerator
over a range of operating conditions as does the simulation mode.

The other major advantage of the ACRC2 model was that it used a Newton-Raphson
method to solve the equations while the other existing models used a successive-substitution
method. Although the successive-substitution method is sometimes faster than Newton-
Raphson, it much less flexible. In the Newton-Raphson method, the equations are not entangled
with the solution algorithm and can be written in any order. Therefore, the equations are much
easier to modify or replace. In addition, the convergence speed and robustness of the Newton-
Raphson method can be greatly improved depending on the numerical implementation.

Goodson and Bullard (1994) built upon the foundation of the ACRC2 model and
developed the first version of the RFSIM model. The RFSIM model had several advantages over
the earlier ACRC2 model: the model equations were solved by an improved Newton-Raphson
equation solver (ACRC Solver) which is described by Mullen and Bullard (1994); the
empirically-obtained curve fit for the mass flow rate through the capillary tube was replaced by a
capillary tube-suction line heat exchanger model based on “first principles”; the charge equations
were improved by using a better void fraction correlation and by accounting for the mass of
refrigerant in the single-phase components, including the liquid refrigerant dissolved in the
compressor oil; and many user-specified parameters describing the heat transfer and pressure
drop within the heat exchangers were replaced with correlations from the latest research at the
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ACRC (Wattelet and Chato, 1994; Dobson and Chato, 1994; Admiraal and Bullard, 1995;
Cavallaro and Bullard, 1995; Souza, et al., 1995).

1.2 Current model development

However, before the RFSIM model could be used to explore new design options, the
accuracy of the model in simulation mode had to be improved and the capillary tube-suction line
heat exchanger (ct-slhx) model had to be made more robust and flexible.

As reported by Goodson and Bullard (1994), the model in simulation mode had
substantial errors in many of the important variables such as mass flow rate, evaporator capacity,
and COP (average errors of -22%, -17%, and -10%, respectively). In the current work, the
average errors of the simulation mode of the model for data from two refrigerators have been
reduced to acceptable limits of +5%. The process used to identify and eliminate the error in the
previous version of the model is described in Chapter 2 and in greater detail in Appendix E. The
previous ct-slhx model could handle only a few of the refrigerant-flow modeling scenarios that
can occur in refrigerator capillary tubes. Therefore, many improvements were made in the
modeling logic and robustness of the capillary tube-suction line heat exchanger (ct-slhx) model.
Most of these improvements are described in Appendix C.

During the course of the model validation, other improvements were made to the RFSIM
model in terms of flexibility and speed. Instead of being limited to only two modes of operation
(design and simulation), the model can now run in a multitude of configurations. These
operational modes are described in Chapter 2 and in Appendix A. The refrigerant property
routines that were used in the previous version of the RFSIM model were responsible for a large
portion of the model's computation time. Therefore, they were replaced with table lookups and
interpolation routines that were developed at the ACRC which are inherently faster than the
equation-of-state-based property routines. As a result, the computation time of the model was
reduced by a factor of five. The new interpolation routines are described in Appendix D.

1.3 Application of the model
All of the improvements mentioned in 1.2 made it possible to use the model to evaluate

the promising design option of multi-speed compressors. The validated RFSIM model was used
to evaluate several aspects of the operation of a refrigerator having a two-speed compressor. The
potential energy savings due to the increased steady-state efficiency at the low compressor speed
and the reduction in cycling frequency were calculated with the model. Two other issues are also
examined in this report: the “robustness” of the two-speed compressor system and the possibility
of varying the speed of one of the heat exchanger fans in conjunction with the compressor speed
variation. The modeling methods and results are discussed in Chapter 3.



Chapter 2
ACRC Refrigerator/Freezer Simulation (RFSIM) Model

2.1 The RFSIM model and the ACRC solver

The governing equations and the supporting FORTRAN routines (correlations,
refrigerant properties, etc.) that make up the RFSIM model are solved by the ACRC Solver. This
solver uses a Newton-Raphson (NR) technique that employs several enhancements in terms of
solution speed and convergence robustness. Although the ACRC Solver is a general equation
solver, it has features which enable it to handle special problems that occur in thermal system
models. The ACRC Solver also provides a simple method of switching variables and parameters
within the governing equations. This last feature increases the flexibility of the RFSIM model
and allows it to be used either as a design or a pure simulation tool.

The ACRC Solver has been developed over a period of several years by Porter and
Bullard (1992), Hahn and Bullard (1993), and by Mullen and Bullard (1994). A detailed
description of the ACRC Solver (when used to solve the room air-conditioner model) is given by
Mullen and Bullard (1994).

The ACRC Solver has not been changed since the previous report on the RFSIM model
(Goodson and Bullard, 1994). Since that report contained an excellent description of the ACRC
Solver, the discussion is repeated here (with the consent of the authors) with some modifications

that reflect recent improvements in the RFSIM model.

2.1.1 Model-solver relationshi

The structure and organization of the ACRC Refrigerator/Freezer Simulation (RFSIM)
model as implemented with the ACRC solver is depicted in Figure 3.1. In addition to the actual
Newton-Raphson (NR) solution, the ACRC Solver contains separate subroutines for model
initialization and checking. Although the checking subroutines can be used as pre- or post-
processors, their primary purpose is to provide a means of checking the values of variables or
parameters before, during, or after the solution. The checking that takes place before or during
the solution is used to set logical flags that are used within the list of governing equations.

For example, the "before" checking will determine, based upon the parameters and the
initial guesses of the variables, if the evaporator exit is two-phase or superheated, and a logical
flag will be set accordingly. This flag will cause the ACRC Solver to evaluate the correct set of
equations related to the exit condition of the evaporator. Likewise, the "during" checking
subroutine will determine if the flag indicating the exit state of the evaporator should be changed
between NR iterations due to changes in the variables describing the exit condition. The "after"
checking is used to see if the values of certain variables are within allowable ranges (e.g.
evaporating and condensing temperatures for the compressor maps).
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Figure 2.1 Organization of RFSIM and the ACRC solver

The governing equations of the RFSIM model are listed separately and in an order-
independent fashion. Therefore, it is relatively easy to modify them or to replace an equation
with a new one. Each "equation" can actually consist of several lines of intermediate
calculations. As illustrated in Figure 2.1, many of these equations also involve subroutine or
function calls. Therefore, the user can choose to place the majority of the calculations in the
actual governing equations or in the supporting routines.
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1.2 Switchin iabl

The basic requirement of the Newton-Raphson method is that there must be as many
governing equations as variables and that the equations be independent and non-singular. Thus,
a given variable can become a parameter if a former parameter simultaneously becomes a
variable (in order to maintain the same number of equations and variables). Additionally, the
equations must remain independent and have no singularities.

For example, Figure 2.2 depicts a set of three equations, requiring three variables for
solution. Normally, a designer might specify the evaporator area (Aevap) and solve for the COP,
but variable-parameter switching allows the NR method to solve for the Aevap that will yield a
particular COP. In the multi-speed compressor analysis described in Chapter 3, the switching
ability was used to "re-optimize" the refrigerator by setting the superheat and subcooling of the
heat exchangers as known parameters and solving for the inlet length of the capillary tube and
the total system charge required to achieve those "design" operating conditions. Variable-
parameter switching can also be used for parameter estimation. For example, measured outlet
conditions of a heat exchanger may be specified and the RFSIM model can be used to solve for
the required heat transfer coefficient.

The ACRC solver allows switching of a parameter and a variable by simply changing two
flags in the input file. There is no need to change the program or recompile, making it simple to
change the model from a simulation to a variety of design configurations.

Equation set: Normal configuration: After switching:
COP = Qevep Variables:  Parameters: Variables: Parameters:
W omp COP U Aevap U
Qevap =U- Acvap AT Qevap Acvap Qevap Cop
: Wcomp AT W, AT
W = f(AT) comp

Figure 2.2 Example of parameter-variable switching

2.1.3 Speed enhancements in the model and solver

The RFSIM model for the Whirlpool refrigerator consists of 112 governing equations,
many of which involve lengthy calls to subroutines and functions. A straightforward evaluation
of the Jacobian matrix for the 112 equations would require considerable execution time for the
12,544 (=1122) partial derivative calculations. However, most of those equations contain only a
few variables, so the majority of the partial derivatives are always zero. Such a system of
equations is termed "sparse".

To improve the execution time, the non-zero elements of the Jacobian are mapped in
advance by the ACRC Solver. That information is used to ensure that only those partial
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derivatives that may ever be non-zero are evaluated when the Jacobian is calculated. The
remainder of the Jacobian elements are always zero and time is not wasted by calculating them.

Similarly, the linear-solution step in the Newton-Raphson method is speeded up by a
sparse-matrix Gaussian elimination routine given by Stoecker (1989) that uses full pivoting and
linked lists. The results of these speed enhancements are presented in Table 2.1 for the original
version of the RFSIM model operating on a Convex C240 machine. Recent execution times
have been further reduced from the results shown (20 seconds to about 3 seconds per iteration)
due to improvements in the refrigerant property routines and a reduction in the number of
simultaneous equations. However, the results in Table 2.1 still indicate the relative magnitudes
of improvements obtained via speed enhancement within the ACRC Solver.

A typical simulation run, which uses a previous solution at similar conditions for the
initial guesses, is solved in about 12 sec. Actual execution times vary by computer, but it is
clearly demonstrated that while the sparse-matrix Gaussian elimination saves some time, the
largest enhancement is obtained through the sparse-matrix Jacobian calculation.

Table 2.1 Speed enhancement results

Sec/iteration
RFSIM with no enhancement: 180
Adding sparse Gaussian elimination: 170
Adding sparse Jacobian calculation: 20

2.1.4 Automa tep relaxation to enhance solution robustness

The Newton-Raphson method is not globally convergent because it uses a linear
approximation of a non-linear set of equations to "step" the variables towards a solution. It is
possible that a NR step will be calculated that does not bring the variables closer to a solution,
particularly when the initial guesses are poor. A NR step may even result in an attempt to
evaluate a function (e.g. a thermodynamic or transport property) outside of its domain. Common
examples include attempting to calculate a refrigerant quality in the superheated region or
attempting to raise a negative number to a non-integer power (e.g. in a heat transfer or pressure
drop correlation).

If a NR step is taken, and the variables are not brought closer to the solution (as measured
by the residual values of the governing equations), then the ACRC Solver will reduce the step
size by half and reevaluate the governing equations. This process will be repeated until a step
size is found that reduces the residuals or until the number of step reductions exceeds a user-
defined limit. This technique greatly increases the model's robustness and somewhat reduces the
need for good initial guesses.



2.2 Model description
The RFSIM model is a comprehensive steady-state refrigerator model that is made up of

approximately 110 system equations. As discussed in the previous section, these equations are
solved simultaneously by the ACRC Solver. There are no restrictions in the order of the
equations or how the equations must be written other than the requirement that they be written in
residual format as described in B.1.1.1. Each “residual”, or system, equation can be preceded by
an unlimited number of explicit, intermediate calculations and can include any function or
subroutine call that is allowed in FORTRAN.

Although the current version of the RFSIM model is very flexible, it is convenient to
discuss its operation in terms of the "design" and "simulation" modes that were presented in the
original work (Goodson and Bullard, 1994). When the model is run in design mode, two
refrigerant states must be specified (e.g. superheat and subcooling). When the model is run in
simulation mode, no refrigerant states need to be specified because the model contains two
additional sets of equations: the capillary tube-suction line heat exchanger (ct-slhx) model and
the charge conservation equations. These two sets of equations will be discussed in the
following sections.

The model can be run in number of other configurations as well. The previous example
of variable-parameter switching taken from the multi-speed compressor analysis is an example of
such a configuration. The superheat and subcooling are both specified, but the ct-slhx model and
charge conservation equations are used as well to solve for the capillary tube length and
refrigerant charge required at the design operating condition. The current version of the RFSIM
model will allow the use or non-use of the ct-slhx model and the charge equations to be specified
simply by changing flags in the input file.

The following sections outline the important equations used with the RFSIM model. To
assist in the discussion, a summary of the heat transfer and pressure drop correlations is
presented in Table 2.2. A more in-depth discussion of the model equations and supporting
FORTRAN routines is presented in Appendix B.

Table 2.2 Correlations used in the RFSIM model

Condenser Heat Transfer

Superheated Gnielinski (Incropera and DeWitt, 1990)

Two-phase Dobson and Chato (1994)

Subcooled Gnielinski (Incropera and DeWitt, 1990)
Air-side : Cavallaro and Bullard (1994)

or user-supplied constant

Evaporator Heat 1ransfer
Superheated Gnielinski (Incropera and DeWitt, 1990)

Two-phase Wattelet and Chato (1994)




Air-side Cavallaro and Bullard (1994)
— _ or user-supplied constant
Capillary Tube Heat Transler
Single-phase Gnielinski (Incropera and DeWitt, 1990)
Two-phase Gnielinski (Incropera and DeWitt, 1990)
Suction Line Heat 1 ransfer
Single-phase Gnielinski (Incropera and DeWitt, 1990)
Two-phase Wattelet and Chato (1994)
Evaporator & Condenser Pressure
Drop '
Two-phase Souza et. al. (1995)
Single-phase Moody friction factor from Haaland(1983)
Single-phase return bends Ito (1960)
Two-ghase return ber}_gs Christofferson et. al. (1993)
Capillary Tube Friction Factors -
Single-phase Colebrook (Swamee and Jain, 1976)
Two-phase Colebrook with Dukler's (1964) viscosity

2.2.1 Refrigerant state equations

The numbering scheme used for the state points in the cycle is shown in Figure 2.3.

20 21

R

: Condenser

\ 11

R
on
3 ARty

4N

N

0 Compressor Outlet Capillary Tube- N
1 Condenser Inlet Suction Line ™~ S
21 Condenser atx =1 Heat Exchanger ?\\
20 Condenser atx =0 §
3 Condenser Outlet 5 §
N

N

4 Capillary Tube Inlet
5 Capillary Tube Outlet
7 Evaporator Inlet

71 Evaporatoratx =1
9 Evaporator Outlet
11 Compressor Inlet

Figure 2.3 State points within the RFSIM model

The refrigerant state at every point in the cycle is defined by the group of equations
referred to as the “state” equations. This group of equations defines thermodynamic properties at
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every state based upon the state variables (e.g. pressure, temperature, quality). This group also
relates most upstream and downstream states with pressure drop equations and a few heat
transfer equations. The pressure drop correlations that are used in the various parts of the cycle
are shown in Table 2.2. The simple heat transfer equations are only for components, other than
the condenser and evaporator, that might experience some heat transfer (e.g. discharge and liquid
lines).

The thermodynamic properties come from a package of interpolation routines that was
developed at the ACRC. These interpolation routines decreased the solution time of the RFSIM
model by a factor of five when compared to the REFPROP Version 3.0 property package from
NIST that was originally used within the model. More information about the interpolation

routines is available in Appendix D.

rge inven n

The mass of refrigerant in the single-phase components in the cycle is calculated simply
by dividing the component volume by the specific volume of the refrigerant in the component.
However, there is a slight complication in the calculation of the single-phase refrigerant in the
compressor because there are two contributions to the total charge: single-phase refrigerant vapor
that exists in the free volume of the compressor, and liquid refrigerant that is dissolved in the
compressor oil. The vapor portion is calculated as the other single phase components, but the
amount of liquid refrigerant dissolved in the oil is determined through the use of an empirical
model developed at the ACRC by Grebner and Crawford (1992).

However, the calculation of the refrigerant mass in the two-phase portions of the heat
exchangers is more difficult. When the heat flux is assumed to be constant, the evaluation of the
two-phase mass depends only on the average void fraction, the two-phase volume, and the
average liquid and vapor densities. Therefore, a void fraction correlation ( a= f(x) ) is integrated
over the quality range to obtain an average value (Equation B.5). With this average value of the
void fraction, the two-phase mass can be calculated directly with Equation 2.1 shown below:

Mtwo—phase =V [pga Py (1- &)] 2.1

In the RFSIM model, the Premoli void fraction correlation (Rice, 1987) is used because it
yielded the best agreement with data that was taken from two refrigerators as described in
Appendix E.

The last charge conservation equation sets the sum of the refrigerant mass in each
component equal to the total refrigerant charge. If the system variable representing the total
charge is not specified by the user, then the summation equation simply calculates the charge as
an output. However, if the total charge is specified as a known value, then the charge equations
constrain the system by affecting the states of the refrigerant in the heat exchangers. For
example, if the total charge value is set too high or if the void fraction correlation is
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underpredicting the two-phase mass in the heat exchangers, then the model solution will contain
too much subcooling at the condenser exit. This, in turn, will affect the rest of the system

equations.

23 r ion

In addition to the refrigerant charge equations, the compressor is described by two
compressor maps (mass flow and power), a refrigerant-side energy balance, an air-side energy
balance, and a rate equation predicting the heat transfer from the compressor shell to the air
stream. The refrigerant- and air-side energy balances are direct applications of the first law of
thermodynamics. The rate equation, however, is dependent on a empirical relation between the
shell temperature and the discharge temperature and a user-specified “UA” for the compressor
shell.

The compressor maps are the standard manufacturer-supplied bi-quadratic curve fits of
mass flow rate and power data as functions of the evaporating and condensing temperatures
corresponding to the inlet and exit compressor pressures, respectively. In the absence of data on
multi-speed compressors, however, the values returned by the compressor maps are multiplied by
scaling factors. The primary purpose of these factors is two simulate the effect of a change in the
compressor speed or size. Of course, the accuracy of such a scaling will be entirely dependent
on the user’s knowledge of how the mass flow and power vary with the compressor speed or
size. These scaling factors were used to generate the multi-speed compressor results discussed in

Chapter 3.

2.4 Conden ion
For modeling purposes, the condenser is divided into three zones corresponding to the

three phases of refrigerant contained in the condenser: superheated vapor, two-phase mixture,
and subcooled liquid. Each of these three zones is treated as a individual heat exchanger with its
own inlet and outlet refrigerant and air temperatures. Accordingly, the heat transfer of each zone
is described by three equations: a refrigerant-side energy balance, an air-side energy balance, and
an effectiveness-NTU rate equation. The refrigerant pressure drop through each zone is also
calculated by the equations described in 2.2.1. The RFSIM model has logic that allows the
condenser to have only two zones if the condenser has a two-phase refrigerant exit.

The refrigerant-side energy balance equations relate the heat transfer of each zone to the
change in total enthalpy of the flowing refrigerant. Likewise, the air-side energy balances relate
the heat transfer in each zone to the change in-total enthalpy of the air flowing over the zone.
Currently, the three outlet air temperatures are averaged to obtain a single condenser outlet air
temperature. After leaving the condenser, the air flows past the compressor and then through the
condenser fan. There is an air-side energy balance for the compressor (described in 2.2.3) and

another one for the condenser fan.
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The effectiveness-NTU method predicts the heat transfer in each zone according to
Equation 2.2:

onne = 8Cmin (Tref in Tair,in) (2.2)
Where € is the effectiveness of the heat exchanger (zone) and Cppip is the minimum heat capacity
of the two fluid streams in the heat exchanger. The effectiveness is calculated from explicit
functions that are dependent on the overall heat transfer conductance, “UA”, and the minimum
and maximum heat capacities. In general, the exact form of the effectiveness equation is
dependent on the flow configuration of the two streams in the heat exchanger. For the wire-on-
tube condensers used in domestic refrigerators, a “parallel-counterflow” effectiveness equation is
used for the superheated and subcooled zones. In the two-phase zone, effectiveness is

independent of flow configuration.
The area in the "UA" term of each zone’s effectiveness-NTU method is calculated from

the total condenser area and the fraction of the total condenser filled by each zone. These
fractions are also used in the pressure drop equations, and, like many variables in the RFSIM
model, are determined implicitly by the Newton-Raphson method. The “U” in the “UA” term is
calculated from the resistive-network analogy assuming that the only resistance to heat transfer is
the air- and refrigerant-side convection resistances. The summation of the heat transfer

resistances is shown in Equation 2.3 below:

r __1 + ! 2.3)

UairAair hairAair href Aref

The areas in Equation 2.3 are known from the zone fractions just described. For the
single-phase refrigerant zones, the refrigerant-side heat transfer coefficient is obtained from the
single-phase correlation shown in Table 2.2. For the two-phase zone, an average value of the
refrigerant-side heat transfer coefficient is obtain by integrating, over the quality range, the local
two-phase condensing heat transfer coefficient shown in see Table 2.2. The air-side heat transfer
coefficient is either specified by the user or an empirical correlation can be used as shown in

Table 2.2.

2.2.5 Capillary tube-suction line heat exchanger equations

There are actually two different sets of equations that can be used within the RFSIM
model to describe the capillary tube-suction line heat exchanger (ct-slhx). The simplest set of
equations is an effectiveness method which predicts the amount heat transfer from the capillary
tube to the suction line. These equations use a user-specified value of the effectiveness (actual
heat transfer divided by the maximum heat transfer) and the inlet conditions of the heat
exchanger to calculate the actual heat transfer. When the effectiveness method is used, the mass

flow rate of refrigerant is determined solely by the compressor map.
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The other set of equations is referred to as the capillary tube-suction line heat exchanger
model (ct-slhx model). The heat transfer and the mass flow rate are predicted with a finite-
difference solution of the governing differential equations. These discretized governing
equations are not placed directly within the list of system equations, but they are solved in a
subroutine that is called by several system equations. In this subroutine, the discretized
governing equations of the ct-slhx are solved in a “sequential” manner. The word “sequential” is
placed in quotation marks because the discretized segments are solved in a sequential manner
from the end of the ct-slhx (evaporator inlet) to the beginning (condenser outlet), but the
equations within each segment are actually solved by a one- or two-variable internal Newton-
Raphson routine. The primary reason for placing the solution of the discretized governing
equations in a “sequential” subroutine was to reduce the number of equations and required initial
guesses present in the system model (simultaneous set of equations).

For modeling purposes, the ct-slhx is divided into three sections: adiabatic inlet section
(from the inlet of the capillary tube to the point where the suction line is first soldered to the
capillary tube); heat exchanger section (the portion of the capillary tube which is soldered to the
suction line); and adiabatic outlet section (from the end of the heat exchanger section to the
evaporator inlet). For the segments in the adiabatic inlet and outlet section of the ct-slhx, the
governing equations include the mass, momentum, and energy conservation equations. These
same equations apply in the heat exchanger section, but the energy equation for the capillary tube
contains an extra term representing the heat transfer with the suction line. The governing
equations for the heat exchanger section also include the following: a mass conservation equation
for the suction line; a rate equation describing the heat transfer from the tube wall to the suction
line refrigerant; and a convective heat transfer balance between the capillary tube refrigerant and
the suction line refrigerant. A momentum equation for the suction line is not included because
the pressure drop for the suction line is assumed to be negligible.

These governing equations just described are the main equations of the ct-slhx model, but
there are other equations and assumptions that affect the results of the model. Among the most
important of these is the assumption that a choked-flow condition exist at the capillary tube exit.
This realistic assumption allows the mass flow rate of the refrigerant in the capillary tube to be
calculated from a numerical partial derivative of thermodynamic properties at the exit. The
calculation of the choked-flow mass flow rate is simplified somewhat by the assumption of
homogeneous equilibrium two-phase flow throughout the capillary tube. There is another
equation at the other end of the capillary tube that accounts for the sudden contraction pressure
drop that occurs as the refrigerant flows from the large-diameter liquid line to the small-diameter
capillary tube. The heat transfer coefficients and friction factors that are used in the governing
equations of the ct-slhx model are shown in Table 2.2.

Unlike an adiabatic capillary tube, the refrigerant flow processes in a ct-slhx can be very
complicated. For example, refrigerant may enter the capillary tube as a subcooled liquid, flash
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(begin to vaporize) in the inlet section, recondense in the heat exchanger section, and then flash
again in the outlet section. The current ct-slhx model has a tremendous amount of logic that
enables it to handle almost any possible combination of flow processes that can occur within the
ct-slhx. The details of this logic as well as the solution strategy, governing equations,
assumptions, and correlations related to the ct-slhx model are covered in Appendix C.

As mentioned, the ct-slhx model is called by several system equations. When the
subroutine is called, it will “solve” the governing equations of the ct-slhx for the set of inputs
that it was given. Among these inputs are several system variables (such as the pressure and
quality at the exit of the capillary tube). The subroutine will start at the capillary tube exit and
determine the choked-flow mass flow rate. It will then solve each of the preceding discretized
segments until it reaches the inlet of the capillary tube and returns several outputs. These outputs
of the ct-slhx model include the lengths of the three sections (inlet, heat exchanger, and outlet),
the mass flow rate, and the pressure and enthalpy at the inlet of the capillary tube. In the set of
simultaneous system equations, there are six equations that equate outputs of the ct-slhx model to
system variables or parameters. For example, there is an equation that requires the mass flow
rate calculated by the ct-slhx model to be equal to the mass flow rate calculated by the
compressor map. Therefore, the subroutine solution guarantees that the discretized governing
equations of the ct-slhx are satisfied, and the Newton-Raphson solution of the system equations
guarantees that the subroutine solution matches the physical situation in the refrigerator.

226 E T ion
The equations that model the evaporator are very similar to those for the condenser. The

evaporator is also divided into zones which are modeled as individual heat exchangers. The
primary difference between the condenser and evaporator is that the evaporator will have at most
two zones: a two-phase zone and a superheated zone. However, the evaporator will have only
one zone if its exit is two-phase. As in the condenser, the heat transfer in each zone is modeled
with three equations: a refrigerant-side energy balance, an air-side energy balance, and an
effectiveness-NTU rate equation. The theory of these heat transfer equations is the same as
described in 2.2.4 except that a different two-phase refrigerant heat transfer correlation is used to
calculate the "UA" of the two-phase zone. There is also an air-side energy balance equation for
the evaporator fan which is located downstream of the evaporator.

2.2, inet an m ion

This group of equations relates the refrigerant system (primarily the evaporator) to the
refrigerator cabinets and performs some system performance calculations. Two equations
calculate the heat load on the fresh-food and freezer compartments. Each heat load is
represented by simple one-dimensional UA(AT) expression that accounts for the heat transfer

through the walls of the refrigerator, plus a term that represents any additional heat load that the
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user wishes to specify. Since RFSIM is a steady-state model, the air temperatures in the two
compartments do not change with respect to time as a result of the cooling capacity exceeding
the heat load. Instead, two equations calculate the ratio of the combined compartment heat loads
to the system refrigeration capacity. This ratio can be interpreted as the percentage time that the
refrigerator would have to run at steady-state to remove the heat added to each compartment; it
is also a measure of the excess or "pull-down" capacity of the evaporator. The last cabinet
equation calculates the inlet air temperature to the evaporator based upon the air temperatures in
the two compartments and value of the split-air fraction (fraction of evaporator air going to
freezer).

As measures of performance, the model calculates the COP of the refrigerator and
calculates an estimated value of the yearly energy use. The system COP is the cycle COP
adjusted for the evaporator fan power as shown in Equation 2.3:

cop = — Lo~ Covapfanponer 2.3)
P compressor +P, evap fan +P, cond fan
The second term in the numerator represents the heat added to the compartments by the
evaporator fan, which offsets some of the cooling provided by the evaporator. The yearly energy
use is calculated assuming the steady-state refrigerator could “cycle” for an entire year according
to the ratio mentioned in the previous paragraph. For example, if the ratio of the heat load to
cooling capacity is equal to 0.5, then the refrigerator can be imagined to run with a 30 minute on-
cycle and a 30 minute off-cycle for the entire year. However, the ratio does not predict the cycle

length.

2.3 Validation results

Although most of the equations of RFSIM are “physical” in that they are based upon
"first principles" and generally applicable correlations, the entire model cannot be considered
“physical” because it depends on several user-supplied parameters. Therefore, even if the
RFSIM model has been “validated”, its accuracy when used in other situations will still depend
on the user-supplied input parameters. In view of this fact, the validation process for a model
like RFSIM may be best described as a validation of the modeling procedure itself and not as
statement that the model will always predict the variables within some accuracy.

The modeling procedure to be validated includes all the assumptions, physical relations,
and correlations contained in the model: two- and three-zone heat exchanger models; finite-
difference capillary tube-suction line heat exchanger (ct-slhx) equations; refrigerant-side pressure
drop and heat transfer correlations; etc. In other words, the validation of RFSIM involves the
evaluation of the model's ability to predict key variables assuming that the user-specified

parameter values are accurate.
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The original validation of the RFSIM model was performed with data from a 18 cu. ft.,
top-mount Amana refrigerator (model TC18MBL) and was reported by Goodson and Bullard
(1994). Since then, however, many improvements have been made to the RFSIM model.
Therefore, the validation of the current version of the RFSIM model was performed with the
original Amana data as well as data from a 20 cu. ft., top-mount Whirlpool refrigerator (model
ET20PK). The data from both refrigerators was used to evaluate the accuracy of the RFSIM
model in design and simulation mode when supplied with accurate parameter values. The
process of estimating these parameters for the Whirlpool refrigerator is described by Krause and
Bullard (1996). Similar techniques were used to obtain the parameters for the Amana
refrigerator. The entire model validation process, along a discussion with the problems that were
encountered, is described in Appendix E. In this report, some of results from the Amana and
Whirlpool data will be presented that illustrate the major findings.

2.3.1 Amana resul
The Amana data consisted of 16 points at the four ambient temperatures of 60 °F, 75 °F,

90 °F, 100 °F. The experimental techniques used to obtain this data are described by Rubas and
Bullard (1995). All of the data points were superheated at the evaporator exit, but only seven
were subcooled at the condenser exit. Therefore, these seven points were the only ones that were
used to evaluate the accuracy of the design mode since it requires that the heat exchanger exit
states be specified. The model was run in design mode for the seven subcooled points by
specifying the following operational parameters: power dissipated by the fresh-food and freezer
heaters, atmospheric pressure, evaporator and condenser fan powers, average fresh-food and
freezer compartment temperatures, ambient temperature, and the subcooling and superheat.
Figure 2.4, on the next page, shows the error in the model predictions relative to the experimental
data for the model in design mode.

The line in the center of the box for each variable shows the median value of the error,
and the upper and lower edges of the box show the limits of +/- 25% of the error population. The
lines extending from the top and bottom of the box show the maximum and minimum error
values for each variable.

As Figure 2.4 illustrates, the model predicts the evaporation and condensation
temperatures within 1 °F of the actual values. There is a slight underprediction in the mass flow
rate (~ 2.5%) and fairly even distribution ( 3%) of the errors in the evaporation capacity. The
main problem, however, with the model in design mode is the underprediction of the system
power of about 4% and the subsequent overprediction of the COP of about 3.5%.
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Error relative to experimental data
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Figure 2.4 Model error in design mode (Amana)

The above results are primarily a measure of the accuracy of the multi-zone heat
exchanger models and the compressor maps since the ct-slhx model and the charge conservation
equations are not used in the design mode. Since the evaporation and condensing temperatures
are predicted very well, the underprediction in the system power in Figure 2.4 is a direct
indication that the power compressor map is underpredicting for these data points. The fact that
the evaporation capacity is predicted well, and predictions of the refrigerant states within the heat
exchangers are very close to the data, supports the validity of the multi-zone heat exchanger
models. The scatter in the capacity predictions reflects both the approximations involved in
treating complex heat exchanger geometries as simplified geometries (e.g. counterflow or
parallel-counterflow with uniform airflow), as well as the scatter in the data used to estimate the
various empirical parameters input to the model.

The results of the design mode of the RFSIM model when run with the Amana data
indicate that the accuracy of the model is limited by the accuracy of the compressor maps. Since
the predictions of this particular map are within the expected range of 5%, the results shown in
Figure 2.4 are probably indicative of what can be expected with the design mode of the RFSIM
model.

To examine the need for accurate compressor maps, new COmMPpressor maps were
generated for the Amana from 13 experimentally-measured values of mass flow and power and
the original map points. With the new maps, the model predictions for the same six variables
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shown above were excellent (see Figure E.2 in Appendix E). The errors in system power and
COP were effectively eliminated, and the scatter in the evaporation capacity was reduced.
Although the predictions of the simulation mode of the RFSIM model with the Amana
data are somewhat worse than for the design mode, the errors are much lower than reported in
the original work (Goodson and Bullard, 1994). These results can be seen in Figure E.3 and E.4
in Appendix E. The primary difference between the results of the current and original validation
is the void fraction correlation used in the charge correlations. Originally, the Hughmark
correlation was used, but the Premoli correlation is currently used because it gives better
agreement with the data for the Amana and the Whirlpool refrigerators. The validation of the
simulation mode of the RFSIM model will be illustrated with the Whirlpool data in the next

section.

2 irl resul
The Whirlpool data consisted of 26 points at the four ambient temperatures of 60 °F, 75

°F, 90 °F, 100 °F. The experimental techniques used to obtain this data are described by Krause
and Bullard (1996). All of the data points were superheated at the evaporator exit, but only 12
were subcooled at the condenser exit.

When the RFSIM model was run in design model for the 12 subcooled points, the
agreement with the data was poor (see Figure E.5 in Appendix E). The mass flow rate was
significantly overpredicted (6% to 15%), and, as a result, the evaporation capacity and COP were
also overpredicted. When the measured evaporating and condensing temperatures are used as
inputs, the manufacturer-supplied mass flow map overpredicted the data by an average of 15%.
The results of this analysis confirmed earlier findings (Krause and Bullard, 1996) that the
compressor map for the Whirlpool overpredicted mass flow. A simple, suction-gas density
correction to the mass flow map was attempted, but the results did not improve appreciably,
possibly due to the additional heat transfer to the refrigerant between the suction inlet and suction
port.

Since the design mode had already been validated for the Amana test data, the primary
purpose of the simulation model validation was to check the accuracy of the capillary tube-
suction line heat exchanger model and the charge conservation equations. In order to focus the
analysis on the accuracy of these two sets of equations, the errors introduced by the faulty
compressor map would have to be reduced to a tolerable level. Therefore, new compressor maps
were made that would maintain the general shape of the generic maps but would better predict
the experimental data. The new compressor maps significantly improved the model predictions
of the design mode (see Figure E.6). The majority of the mass flow rate errors were brought
down to the +3% range, and the evaporation capacity and COP errors showed similar

improvement.
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With the new compressor maps, the simulation mode of the model was run for all 26 data
points (subcooled and two-phase condenser exits). The errors between model predictions and the
experimental data were calculated for the same six variables and are displayed in Figure 2.5

below.
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Figure 2.5 Model error in simulation mode with the new maps (Whirlpool)

As Figure 2.5 illustrates, the simulation mode predictions of power, condensing
temperature, and evaporating temperature are all scattered about the zero error line in a fairly
narrow range. Although the model predictions of the mass flow rate shown in Figure 2.4 are
good (within +3% of data), they are based on only 12 of the 26 data points because experimental
mass flow values are only obtainable for data points having subcooled condenser exits.

A closer examination revealed that the largest errors in evaporation capacity (-4% to
-9%), COP (-4% to -11%), and the evaporating temperature (-2 °F to 0.5 °F) occur for the two-
phase condenser exit points. Based upon this observation, it is reasonable to assume that the
mass flow errors, if available for the two-phase condenser exit points, would be worse than
shown in Figure 2.5. Conversely, if just the subcooled condenser points are considered (see
Figure E.8 in Appendix E), the model predictions in evaporation capacity and COP are very good
(within 3% of data).

The majority of the errors associated with the mass flow, evaporation capacity, COP, and
evaporating temperature of the condenser two-phase exits points are probably due to the ct-slhx
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model's tendency to underpredict mass flow. As observed by Liu and Bullard (1996), the
underprediction becomes worse as the portion of the capillary tube that contains two-phase
refrigerant increases. Therefore, the mass flow predictions for the two-phase capillary tube inlet
conditions will be worse than the predictions for the subcooled points. The underpredictions of
the mass flow rate causes the evaporator capacity and COP to be underpredicted as well. They
also cause the underpredictions in the evaporating temperature that were previously mentioned.
In RFSIM, the compressor map must have the same flow rate as the ct-slhx model. Therefore, if
the ct-slhx model is underpredicting mass flow, then the evaporating temperature used by the
compressor map will become lower in order for the compressor map to have a lower mass flow

rate as well.
Although the capillary tube is probably responsible for most of the uncertainty remaining

in the simulation mode of the RFSIM model, the revised compressor maps and the charge
conservation equations are also partly responsible. It is difficult to identify the cause of the
errors because all of the equations in the RFSIM model depend on and affect the other equations
in the model. This is especially true when dealing with the relatively small errors present in
Figure 2.5. However, it is important to recognize that even if all the data points are used as in
Figure 2.5, the average errors of the simulation mode of the model are still within 4%, or 2 °F,

for all the variables.

2 lidati m

The excellent agreement between the design mode predictions and the experimental data
confirm the validity of the modeling procedure used in the design mode of RFSIM. The average
errors of the design mode were all less than 4% for the COP, system power, evaporation
capacity, and mass flow and were less than 1 °F for the evaporating and condensing
temperatures. The largest errors (in power and COP) are a direct consequence of the error in the
manufacturer-supplied generic compressor map. Therefore, the accuracy of the RFSIM model in
design mode appears to be limited by the accuracy (normally +5%) of the compressor maps.

Although the agreement between the simulation mode predictions and the experimental
data indicate that the ct-slhx model and charge conservation equations used in the simulation
mode are valid, there is still room for improvement. The significant errors in the COP and
evaporation capacity (and probably mass flow) for the two-phase condenser exit data points are
primarily due to the underprediction of mass flow of the ct-slhx model. Experimental
investigations into the behavior of capillary tube-suction line heat exchangers are currently
underway that will hopefully eliminate some of the remaining errors in the ct-slhx model.
However, with the current model, the average errors in COP, power, evaporation capacity, and
mass flow rate are less than 4%. In addition, the vast majority of the model predictions of
evaporating and condensing temperatures are within 2 °F of the experimental values.
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Chapter 3
Variable Speed Compressor Modeling

3.1 Introduction

To meet the tougher energy standards, refrigerator manufacturers are exploring many new
options that would reduce the energy consumption of their refrigerators while keeping them
economically and aesthetically attractive to customers. One of the options under consideration is
the replacement of the current single-speed compressor with a variable- or multi-speed
compressor. Although there are several potential benefits of using a multi-speed compressor,
they all originate from the multi-speed compressor’s ability to better match the loading
conditions on the refrigerator.

When manufacturers design the refrigerant-system for a refrigerator, there are two
important issues that must be considered: energy efficiency and pull-down capacity.
Unfortunately, these two issues are usually in opposition. If a system is designed for a fast pull-
down, then the temperature “lift” (difference between the condensing and evaporating
temperatures) will be higher and will cause the compressor to operate in a less efficient area of
the compressor map. In addition, a fast pull-down system will also cycle more frequently which
will result in higher cycling losses (see Krause and Bullard, 1996 and Coulter and Bullard,
1995). At the other extreme, if a system is designed to barely meet the cooling load of a closed-
door refrigerator at a 90 °F ambient temperature, then it will not be able to maintain the required
food temperature at higher ambient temperatures or if the there is any “shock” to the system.
This “shock” could take the form of frequent door openings, warm food, or a defective door
gasket. Therefore, designers must compromise and give up a little pull-down capacity and
energy efficiency to arrive at a workable design.

A variable- or multi-speed compressor would help in this situation because it would allow
the refrigerator to have more than one capacity to better match changing loading conditions. The
compressor could operate at a lower speed and lower evaporation capacity for the majority of the
time, and operate at a higher speed when the high pull-down capacity is needed (when several
bags of groceries are added to the refrigerator). In theory, an infinitely-variable compressor
would appear to be the ideal solution to the problem. The speed of such a compressor would be
changed by a control system in response to one or more input variables. Cycling losses would
effectively be eliminated and the temperature lift of the compressor would always match the
capacity requirements. For a variety of reasons that will become apparent later, this may not, in
fact, be superior to a simpler two-speed compressor.

In addition to the steady-state (lower temperature lift) and cycling energy savings already
discussed, a multi-speed compressor would produce other benefits as well. In fact, some of the
energy savings could be traded for smaller heat exchangers, which would allow for more internal
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storage volume for fixed external cabinet dimensions. The longer cycles that would reduce the
cycling losses may also extend the life of compressor because it would cycle at a lower
frequency. Since a multi-speed compressor would operate at its lowest speed most of the time,
the noise made by the compressor would also be lower.

For the purposes of this study, the multi-speed compressor was assumed to be a two-
speed compressor whose high speed would correspond to the current nominal compressor speed
of 3600 rpm, and whose low speed would be nominally equal to 2400 rpm. The magnitude of
the energy savings that could be realized with a two-speed compressor were determined through
the use of the validated RFSIM model. Two other issues were also examined in this study: the
“robustness” of the two-speed compressor system and the possibility of varying the speed of one
of the heat exchanger fans in conjunction with the compressor speed variation.

3.2 Modeling methods
Before the results are presented, the modeling methods will be briefly discussed. The

validated RFSIM model for the Whirlpool refrigerator was used for all of the simulations. The
evaporator and the condenser were unchanged during the simulations; only the compressor,
capillary tube-suction line heat exchanger, and the total refrigerant mass were varied. The
average temperatures for the fresh-food and freezer compartments were set at 40 °F and 5 °F,
respectively. These temperatures were chosen to approximate the average cycle temperatures in
each compartment during a pull-down at the DOE test condition. Unless otherwise stated, all of
the simulations were performed at the above compartment temperatures and an ambient

temperature of 90 °F.

2.1 Compressor iati

The equations used in the RFSIM model are covered in Chapter 2 and Appendix B.
However, a few words will be said about the technique used to model the speed variation in the
compressor. Since the RFSIM model uses compressor maps to describe the mass flow rate of
refrigerant and the power consumed by the compressor, simple scaling factors were introduced to
adjust the mass flow and power values returned by the maps. These scaling factors are discussed
more detail in A.3.3 and B.1.4. For the high speed case, the scaling factors for the mass flow
map and the power map (beta_Wmap and beta_Pmap) were both set at one. At the low speed,
the scaling factors for the mass flow map and the power map were set at 0.7305 and 0.7192,
respectively (Bockhold, 1995). The information used to generate the scaling factors at the low
speed came from one data point from a prototype two-speed compressor (at ~2400 rpm and
~3300 rpm) at the ASHRAE standard rating point (-10 °F evaporating, 130 °F condensing, and
90 °F ambient).

Although it would be desirable to have complete compressor maps at 2400 rpm and 3600
rpm for a production-ready compressor, such information is not available in the open literature
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due to the proprietary nature of this new technology. Although the capacity seems to be directly
proportional to the compressor speed, the power variation is very dependent on the motor that is
used with the compressor. The single available data point indicates that the compressor itself is
1.5% more efficient at the low speed. Since this number could increase as motors and
compressors are optimized for lower speeds, the simulations were run with several different
compressor efficiencies (different beta_Pmap scaling factors) to cover the range of realistic
energy savings that could be realized with a two-speed compressor.

- T -

Since one of the primary purposes of this study is to evaluate the energy savings that
would occur if the refrigerator compressor operates at the low speed of 2400 rpm, the refrigerator
had to be re-optimized for operation at the low speed. In other words, if the original, high-speed
compressor is simply “slowed” down, the performance at the low-speed would not be as good as
it could be because the rest of the system (e.g. capillary tube and refrigerant charge) is designed
for the high speed. The “optimization” of the refrigerator at the low speed is not a optimization
in the mathematical sense of the word. Rather, it is a design of the capillary tube and the
refrigerant charge that would yield maximum EER performance in the otherwise unaltered
refrigerator. Since the heat exchangers were unchanged, the design approach was to specify the
refrigerant state at the exit of the heat exchangers and use the RFSIM model to solve for the
corresponding inlet adiabatic length of the capillary tube and the total refrigerant charge in the
system.

The main question with this type of design is how the exits of the evaporator and
condenser should be specified. It was expected that the optimal performance would occur when
the refrigerant at both heat exchanger exits was saturated (x = 1.0 in the evaporator and x = 0.0 in
the condenser). This would seem to ensure that the high refrigerant-side heat transfer
coefficients of the two-phase refrigerant existed in as much of the evaporator and condenser as
possible. To test this hypothesis, the refrigerant state at the exits of both heat exchangers were
varied from a two-phase mixture (x = ~0.90 in the evaporator and x = ~0.06 in the condenser) to
a single-phase fluid (superheat and subcooling of 20 °F). As expected, the COP of the system
increased as the two-phase refrigerant exits approached the respective saturation lines. However,
the COP continued to increase slightly as the superheat and subcooling increased until a
maximum was reached at about 9 °F superheat and subcooling. This optimum COP, in the

single-phase heat exchanger exit range, is shown in Figure 3.1 below.
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Figure 3.1 COP vs. superheat and subcooling

Although it is not known for sure why the optimal system did not correspond to the
saturated heat exchanger exits, one contributing factor seems to be the finite air-side heat transfer
coefficients. Since these are much smaller than the refrigerant-side heat transfer coefficients, the
overall heat transfer resistance is dominated by the air-side. When the air-side heat transfer
coefficients are increased by a factor of 5, the optimum heat exchanger exits “shift” over to the
saturation line. It appears that when the air-side heat transfer resistance is effectively eliminated,
the original argument for having saturated exits is valid because only the refrigerant-side heat
transfer affects the overall heat transfer coefficient (UA) of the heat exchangers.

In any case, a superheat and subcooling level had to chosen as the design optimum.
Although Figure 3.1 indicates that the actual optimum is near 9 °F, the superheat and subcooling
level chosen was 1 °F. This level was chosen for two reasons: the actual difference in COP
between 1 °F and 9 °F is very small; and the increase in the corresponding capillary tube length
from 1 °F to 9 °F was rather large (an additional 5 ft).

Once the optimal design procedure was chosen, it became apparent that the original,
high-speed compressor system would also have to be re-optimized because the refrigerant at its
heat exchanger exits were two-phase mixtures. If it is not re-optimized, then the new, low-speed
compressor would have an unfair advantage in the comparison. There are several reasons why
the actual Whirlpool geometry does not match the optimum determined by the model: there is
still some error in the model (although it has been validated); the real refrigerator was optimized
for cycling operation, but the model is a steady-state model; and the average compartment
temperatures in the real refrigerator may have been different than the temperatures assumed for
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this study (40 °F and 5 °F). Essentially, the re-optimization of the original, high-speed system
can be thought of as a transformation of the cycling optimal design to a steady-state optimal

design.

The low-speed and the high-speed system were both re-optimized by setting the superheat
of the evaporator and the subcooling of the condenser equal to 1.0 °F and using the RFSIM
model to solve for the inlet adiabatic capillary tube length and the total refrigerant charge. The
results of these re-designs are shown in Table 3.1 below along with the original system.

Table 3.1 Original and re-optimzed systems

Original high-speed | Optimized high-speed New two-speed
compressor system compressor system compressor system
Actual Whirlpool Re-optimized @ the System C @ 3600 rpm
3600 rpm design (A) high-speed (B) Lin=849ft
Lin=1.54 ft Lin=5.26 ft Mtotal = 8.61 oz
Mtotal = 8.25 oz Mtotal = 8.20 oz
Re-optimized @ the
2400 rpm N.A. N.A. low-speed (C)
Lin=8.49 ft
Mtotal = 8.61 oz

Systems B and C were the ones that were actually compared in this study. All of the
energy use comparisons were made between system B at 3600 rpm and system C at 2400 rpm.
As Table 3.1 indicates, system C can operate at 2400 or 3600 rpm. The high-speed operation of
system C is compared to the low-speed operation of system C and to system B when the
robustness of the new two-speed compressor system (C) is evaluated.

3.3 Simulation results

3.3.1 Energy savings
The energy savings that could obtained by operating a refrigerator at a lower speed like

2400 rpm are divided into two categories: the savings due to the increase in the steady-state
efficiency, and the savings due to the reduction in the cycling losses that occurs when operating
at a lower evaporation capacity. The steady-state results were obtained directly from the RFSIM
model. However, the cycling results were based on the RFSIM model and some experimental

data obtained from the Whirlpool refrigerator in cycling operation.

3.3.1.1 Steady-state energy savings at low speed

There are two factors that result in steady-state energy savings when operating at the low

speed: the compressor itself can be more efficient at the low speed; and the temperature lift of the
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compressor at the low speed is smaller. However, the energy savings due to these two effects are
partially offset by the fact that the two heat exchanger fans are running longer because the on-
cycles are longer. Therefore, the actual energy savings resulting from low-speed operation will

depend on the relative magnitudes of all three factors.
Since the on-cycle lengths will be longer with a low-speed compressor, the power

consumed by the fans has a drastic effect on the energy savings. The RFSIM model was used to
calculate the yearly energy usage of the system B and system C operating at 2400 rpm over a
range of fan powers. The results can be seen in Figure 3.2 below.
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Figure 3.2 Effect of fan power on steady-state energy use

The volumetric flow rate is the same for each set of fans. This graph shows energy
savings of only 4 % for the actual Whirlpool test unit, with its standard 15 W condenser fan and
10 W evaporator fan. The limiting case of "zero" fan power is included only for illustration
purposes; the practical limit for fans capable of delivering the nominal air flow rate is closer to 6
W and 3 W for the condenser and evaporator, respectively. Energy savings of approximately 7%
can be obtained with these efficient fans. These simulations were run with the compressor that is
1.5% more efficient at 2400 rpm than it is at 3600 rpm.

Since the compressor efficiency at the low speed has a strong impact on the overall
energy savings, the above simulations were rebeated for compressors having better efficiency
improvements at the low speed: 3%, 5%, 7%, and 10%. The energy savings for all of the
compressor/fan efficiencies were calculated and are shown in Figure 3.3 below.
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Figure 3.3 Effect of fan powers and compressor efficiencies on steady-state energy use

This graph contains all of the information to necessary to evaluate the potential steady-state
energy savings due to low-speed compressor operation. For example, if the compressor used was
actually 3.0% more efficient at the low speed and the fans were also efficient (6 and 3 W), then
the steady-state energy savings would be approximately 9%.

The group of columns at the far left (zero fan power) are noteworthy because they show
just the positive effects of the increased compressor efficiency and the reduced temperature lift.
For example, the compressor with the 1.5% efficiency improvement has a overall energy savings
of 10.5%. This would indicate that the reduction in temperature lift accounts for the additional
9% energy savings. When compared to the high-speed system (B), the average evaporation
temperature rose from -17.8 °F to -14.1 °F and the average condensing temperature fell from
109.2 °F to 105.4 °F in the two-speed system (C) when operating at 2400 rpm. This change in
the evaporating and condensing temperature is the reduction in temperature lift that results in a
lower power consumption by the compressor. However, some of these energy savings are lost to
the fans as shown by the three other groups of columns.

3.3.1.2 Reduction in cycling losses

In addition to the steady-state energy savings, there are energy savings due to the
reduction in the cycling losses. Krause and Bullard (1996) and Coulter and Bullard (1995)
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measured a performance degradation in two extensively-instrumented cycling refrigerators: the
difference between a cycling refrigerator and a refrigerator operating at steady state with the
same heat exchanger air inlet temperatures that occur throughout the on-cycle.

Cycling losses result in both a reduction in evaporator capacity and an increase in
compressor power consumption. Although the magnitude of the cycling losses is greatly
dependent on the particular refrigerator, it is directly proportional to the number of cycles. In
other words, the cycling loss for a particular refrigerator can be quantified in terms of Btu of
capacity per cycle and W-h of power per cycle. Therefore, if the cycling frequency is decreased,
there will be a corresponding decrease in the magnitude of the cycling loss for a given time
period such as a day or year.

The energy savings due to reducing the cycling losses depend on the thermal capacitance
of the refrigerator compartments and the temperature change experienced by the compartment
contents during a cycle. An approximation proposed by Dautel (1996) begins with a time-
averaged form of the following differential equation:

cfﬂw ‘”Z:Q' +0,-0,, (3.1)
dt ar J e P

Where C; and C, are the thermal capacitances (m * C;) of the fresh-food and freezer
compartments, respectively. The three rate terms Qgig, Qfrez» and Qevap are the total fresh-food
heat load, total freezer heat load, and the net evaporator capacity, respectively. When the
Equation 3.1 is integrated over the cycle length and the rate terms are replaced with average
values, the equation can be rewritten to give a simple expression for the on- and off-cycle length

as shown in Equation 3.2 below:

AT - + C,AT
Bl ek 3.2)

The two thermal capacitance terms and the change in the compartment temperatures (AT and
AT,) were determined by analyzing actual cycling data from the Whirlpool test unit. The three
terms in the denominator of Equation 3.2 are outputs of the RFSIM model. Therefore, if these
three terms are assumed to be the average values for a cycle, then the Equation 3.2 will give the
approximate on-cycle length. The off-cycle length can be determined by setting the Qevqp term to
zero and changing the signs of the ATy and AT, terms.

Since the available cycling loss data was reported at the four ambient temperatures of 100
°F, 90 °F, 75 °F, 60 °F, the first step in calculating the additional energy savings was to
determine the reduction in the cycling losses at these four temperatures. For example, at an
ambient temperature of 90 °F, the total cycle length of system C at 2400 rpm was 84 minutes,
and the total cycle length of system B was 53 minutes. Therefore, the cycling frequency of
system C at 2400 rpm is 30% less than system B and would have a corresponding reduction in
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cycling losses of 30%. The results of the cycling loss reduction at the other ambient

temperatures are shown below in Table 3.2.

Table 3.2 Reduction of cycling losses for two-speed compressor at 2400 rpm

Ambient temperature (°F) % Reduction in cycling losses
100 48
90 30
75 17
60 11

The actual energy savings due to the reduction in cycling losses are more difficult to
determine because they are very refrigerator-dependent. Using the percentages in Table 3.2 and
the “COP loss %” numbers reported by Krause and Bullard (1996) and Coulter and Bullard
(1995), the energy savings range from 0.4% to 1.5% for the Whirlpool and from 2.2% to 4.7%
for the Amana. The original cycling losses, and thus, the energy savings are higher for the
Amana because its high-capacity system is sized for a faster pull-down. In general, the energy
savings due to the reduction in cycling losses will be greater for refrigerators which are sized for

fast pull-downs.

3.3.2 “Robustness” of the new two-speed compressor system

Although the low speed of the new compressor is more energy-efficient than the original
high-speed compressor, there are several questions that remain about the performance of the new
system. The main question is if the new system (C), when operated at 3600 rpm, has the same
peak capacity as the original system (B) (i.e. the same pull-down performance). The other
questions deal with the operation of the new system (C) at both speeds under a variety of loading
conditions. A better understanding of system performance at both speeds is needed because
some kind of controller will have to switch the compressor from one speed to the other based

upon the loading conditions.

3.3.2.1 Capacity at the high speed

As Table 3.1 indicates, the only difference between the original system B and system C
operating at 3600 rpm is the capillary tube and the -amount of refrigerant charge in the system.
Since the compressors are the same (at least in this study), the question of whether the system C
at 3600 rpm will have the same capacity as System B is really a question of capillary tube
“robustness”. The new capillary tube and charge will cause the system to operate at a different
point (e.g. evaporation and condensation temperatures) even though the compressor is the same.
To answer the question, the RFSIM model was run with both systems over the ambient
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temperature range likely to be encountered during the high-speed operation. The resulting on-
cycle lengths for both systems are shown in Figure 3.4 below:
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Figure 3.4 On-cycle lengths for system B and system C at 3600 rpm

The on-cycle lengths for system C at 3600 rpm are less than or equal to those for system
B for the entire temperature range. This means that the capacity of the new system is slightly
better than the original system. These results suggest that the capillary tube design and charge
level that were chosen for system C at 2400 produce a system that also provides the required

capacity at the high speed.

3.3.2.2 Operation of two-speed compressor under various loadings

The performance at the low and high speed of the new compressor system was examined
under different loading conditions: a range of ambient temperature ranges, additional steady-state
heat loading, and additional “one-time” heat loading. The ambient temperature is the most
significant loading factor since it determines the amount of heat transfer through the refrigerator
walls and the length of the on- and off-cycles. Refrigerators are frequently subjected to
additional “one-time” heat loads such as warm food that must be cooled down. Although less
frequent, it is possible for a refrigerator to experience a additional steady-state loading such as
incomplete door closure or a faulty door gasket.

The on-cycle length of both speeds of the new system were calculated for a range of
ambient temperatures using the RFSIM model. These results served as the “base” case for the
other two loading conditions. The RFSIM model was run again for both speeds over a range of
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ambient temperatures with an additional steady-state heat input of 20W. The results of these two
sets of model runs are shown in Figure 3.5 below:
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Figure 3.5 On-cycle lengths for the no-load condition and a 20W steady-state load

The dashed lines are for the low-speed compressor operation, and the solid lines are for
the high-speed compressor operation. At each speed, the heavier lines represent the 20W load
condition. Although the 20W load was somewhat arbitrary, it does illustrate the fact that a
steady-state load will increase the cycle length at every ambient temperature. For example, in a
closed-door, 90 °F situation (e.g. the DOE energy test), the compressor would operate at the low
speed in order to take advantage of the previously described energy savings. However, if a
refrigerator with a worn-out door gasket was placed in 90 °F room, the compressor would have
to operate at the high speed to avoid excessive cycle lengths. This scenario suggests that one
possible control strategy would be to monitor the cycle length. If the compressor were running at
the low speed and the on-cycles were longer than some preset time (e.g. 90 or 120 minutes), the
compressor would be switched to the high speed. Likewise, if the compressor was running at the
high speed and the cycles were too short, the compressor would be switched to the low speed.

The model results for the “base” case and a modified form of Equation 3.2 were used to
calculate the on-cycle lengths for the two compressor speeds with a one-time heat load. The heat
load of 200 Btu was simply added to the terms in the numerator and the new cycle lengths were
calculated. This calculation assumes that the entire 200 Btu load is removed by the refrigerator
in one cycle. In a real refrigerator, an additional one-time heat load (such as warm food) would
probably not be removed completely during a single cycle. The cycle length for the “base” case
and the loaded case are shown for both compressor speeds in Figure 3.6 below:
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Figure 3.6 Cycle lengths for the no-load condition and a one-time load of 200 Btu

This graph is very similar to Figure 3.5 and illustrates the same basic principle of an
increased cycle length due to an extra heat load. However, the difference between the two
graphs is that Figure 3.6 represents the difference in the cycle lengths for one cycle. In other
words, after the 200 Btu has been removed from the compartments during one cycle, the
refrigerator would then begin to cycle according to the “base” case cycle-length line. The
difference may seem subtle, but it has implications in regard to the control strategy that would be
required to switch from one speed to the other. Due to the inherently transient characteristics of
the one-time heat load, the compartment temperatures may exceed specified limits before the
control strategy would switch to the high compressor speed. In other words, by the time the
control system “realized” that the low speed compressor was inadequate because of a long on-
cycle, the temperature of the refrigerator contents may have been too high for too long.

Based upon this observation, a better control strategy might be to monitor one or both of
the compartment temperatures and the time since the beginning of the on-cycle. If one of the
compartment temperatures did not drop below a set point by a certain length of time (e.g. 5 or 10
minutes), then the compressor would be switched to the high speed. This would ensure (at least
within the capacity of the high-speed compressor) that the compartment temperatures would not
be out of range for too long. It would also prevent the compressor from being switched to the
high speed every time the door was opened; since the low-speed compressor would generally be
sufficient to cool the air within the compartments back down to the setpoint.

Once the compressor was switched to the high speed, it would finish that cycle and then
remain at the high speed until the higher capacity was no longer needed. The signal to switch to
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the low speed could be triggered by a cycle length shorter than some preset value. Since a
"short" cycle could have different meanings depending on the ambient temperature, a better
method might be to count the number of cycles in which the compartment temperature was
brought below the setpoint within the allotted time. This would give some indication of when
the refrigerator was returning to normal operation. Keeping the compressor at the high speed as
long as necessary would prevent the compartment temperatures from going out of range again
and again if there was a large heat load (like warm groceries) that would affect several

consecutive cycles.

Eff f changing f: ng with TeSSOr

Another way to change the capacity of refrigerator is to vary the speed of one or both of
the heat exchanger fans. According the “fan laws”, the volumetric flow rate of air blown by a
fan through a fixed duct system is directly proportional to the speed of a fan (ASHRAE, 1992).
In other words, if the speed is increased by 50%, then the volumetric flow rate will increase by
50%. In the refrigerator, any change in the volumetric flow rate will change the velocity of the
air flowing over the heat exchanger, and consequently, the air-side heat transfer coefficient as
well. Since the majority of the heat transfer resistance of the heat exchanger is on the air side,
any change in the air-side heat transfer coefficient will have a significant impact on the overall
heat transfer coefficient of the heat exchanger.

In addition to changing the air-side heat transfer coefficient, a change in fan speed will be
accompanied by a change in the power required to rotate the shaft. According the “fan laws”, the
shaft power of a fan moving air through a fixed duct system is proportional to the speed ratio
raised to the third power as shown in Equation 3.3 below:

Power,,,., =( Npew J3 3.3)

Power,, ina Nominal
How the actual electrical power drawn by the fan motor varies with the speed ratio will depend
on the efficiency of the motor over the speed range. If the motor efficiency is assumed to be
constant over the speed range of interest, then the ratio of the electrical powers will equal to the
ratio of the shaft powers. Because of the power of “3” in the fan law, even a slight change in the
fan speeds can result in a dramatic change in the fan powers.

Therefore, any change in the speed of the evaporator or condenser fan will be
accompanied by two opposing forces. If the speed is increased, the heat transfer coefficient will
increase, but the electrical fan power will also increase (depending upon the motor efficiency
assumption). If the speed is decreased, then the situation will be reversed. In either case, the
change in heat transfer coefficient will affect the refrigerant states within the heat exchangers as
well as the heat transfer. Thus, it is possible for a change in fan speeds to change evaporating
and condensing temperatures, superheat and subcooling, and other system variables throughout
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the system. All of these factors will determine the magnitude of heat transfer in the evaporator
and condenser, the compressor power consumption, and the overall efficiency of the refrigerator.

3.3.3.1 Modeling methods and assumptions

The RFSIM model was used to evaluate the feasibility of varying the fan speed in
addition to the compressor speed. The intention of this study was not to explore every possible
scenario in which the speed of one or both of the fans could be varied. Instead, the intent was to
run a sufficient number of simulations that would hopefully identify areas of operation (e.g. low
or high compressor speed, ambient temperature) that would benefit from a change in one of the
fan speeds. The benefits that were sought were reductions in energy use or increased evaporator
capacity.

In addition to gaining a better understanding of the possible benefits of varying the fan
speeds, the model results were used to answer a few specific questions about the two-speed
compressor system operating at off-design conditions: can the evaporator fan speed be slowed
down at the low compressor speed to obtain additional energy savings at low ambient
temperatures; when the compressor is running at the low speed, can a increase in speed of either
fan be substituted for a switch to the high compressor speed; and can the capacity of the high-
speed compressor be significantly increased, without too much energy penalty, by increasing the
speed of either fan.

It should be noted that the results of this study, and any similar study, are very dependent
upon the assumptions that were made and the modeling methods that were used. First, the
nominal fan powers were chosen to be 6W for the condenser fan and 3W for the evaporator fan.
The choice of low fan powers was based upon the assumption that variable speed fans would
probably already have efficient motors. These low nominal fan powers affect the results because
there is not as much “room” for energy improvement by reducing the fan speeds, and not as
much energy penalty for increasing them. The second major assumption was that the motor
efficiency remained constant over the speed range simulated. To keep the number of simulations
to a reasonable level, only one magnitude of speed adjustment, + 25%, was considered for the
evaporator and condenser fans, and it was applied to one fan at a time for the low-speed and
high-speed compressor. The resulting test matrix made it possible to examine the effects, at both
compressor speeds, of individually slowing down and speeding up the evaporator and condenser
fans over a range of ambient temperatures (see Appendix H).

3.3.3.2 Model results

The first question of whether the evaporator fan could be slowed down at the low
compressor speed to obtain additional energy savings was answered by the modeling results. At
an ambient temperature of 60 °F, the annual energy use would virtually remain constant if the
evaporator fan speed were reduced by 25%. However, the evaporator capacity would decrease
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4.5%, from 441 Btu/hr to 421 Btu/hr. Apparently, the decrease in the fan power (~1.7W) was
completely offset by the increased on-cycle length that results from the lower capacity. Similar
results were obtained at all of the ambient temperatures between 60 °F and 100 °F. Therefore, it
does not appear that reducing the evaporator fan speed at low-load conditions will yield net
energy savings.

Although it is reasonable to assume that the evaporator capacity will increase when the
speed of the evaporator fan is increased, it was not known a priori whether the increase would
be sufficient to substitute for a switch to the high compressor speed. The simulation results from
the model show that when the compressor is running at the low speed in an ambient temperature
of 100 °F, the speed-up of the evaporator fan can increase the evaporator capacity by 18 Btu/hr,
from 429 to 447 Btu/hr. This 4.2% increase is due primarily to the 17% increase in air-side heat
transfer coefficient which causes a 14% increase in the “UA” of the evaporator. However,
approximately 10 of the additional 18 Btu/hr would be used to remove the 3 extra Watts of fan
power entering the compartments. Therefore, only an additional 8 Btu/hr is actually available the
cool the contents of the refrigerator. Since there is also an energy penalty of about 1.5%,
increasing the speed of the evaporator fan to obtain additional capacity at the low compressor
speed does not seem promising. A greater increase in fan speed would probably increase
capacity, but the fan power rejected to the compartments will increase at a faster rate.

The results of increasing the evaporator fan speed at the high compressor speed showed
similar results. At ambient temperatures between 90 °F and 120 °F, the evaporator capacity can
be increased by a fairly constant 23 Btu/hr when the evaporator fan speed is increased by 25%.
As before, this increase in evaporator capacity is due to the 17% increase in air-side heat transfer
coefficient. Also as before, there is an additional 10 Btu/hr from the fan that must be removed
from the compartments. Although the energy penalty is less than 1% for the entire temperature
range, it is doubtful that an additional 13 Btu/hr of cooling capacity would be worth the extra
expense of a variable-speed evaporator fan.

Regardless of the compressor speed or ambient temperature, increasing the condenser fan
speed by 25% does not produce any beneficial results. Invariably, the energy consumption
increases and the evaporation capacity decreases. However, the results are much more promising
for the case of reducing the condenser fan speed. At the lower ambient temperatures for both
compressor speeds, the energy use decreases and evaporation capacity increases when the
condenser fan speed is reduced by 25%. For example, at an ambient temperature of 60 °F with
the low compressor speed, the energy use decreases 2.7% while the evaporator capacity increases
by 2.1 %, or 9 Btu/hr. Although the energy reduction is expected, the increase in evaporator
capacity is somewhat surprising.

A closer examination revealed the cause of the capacity increase. As mentioned earlier,
changing the air-side heat transfer coefficients of one of the heat exchangers will affect the state
of the refrigerant within the heat exchanger. This, in turn, will affect the operation of the other
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heat exchanger and the rest of the system components. The lower condenser air-side heat
transfer coefficient associated with the decrease in the fan speed raises the condensing
temperature and decreases the size of the subcooled region of the condenser. Since the
subcooled region contains a large percentage of the condenser's refrigerant charge, the lower fan
speed reduces the mass of refrigerant within the condenser. For all practical purposes, the
decrease in condenser refrigerant mass will result in an equal increase in the evaporator mass.
The increase of the refrigerant mass in the evaporator causes the two-phase zone to become
larger, the superheated zone to become smaller, and the evaporation temperature to rise (~1 °F).
The relative increase in the two-phase zone, which has a higher "UA", produces an overall
increase in the evaporator heat transfer.

The key to this beneficial fan speed adjustment is the high superheat level that originally
exists in the evaporator (~18 °F). Since the evaporation temperature increases, the air-refrigerant
temperature difference decreases. Therefore, the higher "UA" of the evaporator had to overcome
the lower AT before it could increase the heat transfer. When the superheat level is already low,
the increase in the evaporator "UA" is not enough to overcome the reduction in the heat
exchanger AT. This appears to be the reason why the benefit of a lower condenser fan speed is
only observed at the low ambient temperatures (high superheat and subcooling).

The dependence of the energy savings on the ambient temperature can be seen more
clearly when COP is plotted verses condenser fan speed as in Figure 3. 6 below:
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Figure 3.6 Optimum condenser fan speed vs. ambient temperature

The fan speed ratios are simply the ratios of the new fan speed to the nominal fan speed. For
example, the 25% reduction in fan speeds already discussed would correspond to a fan speed
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ratio of 0.75. For each ambient temperature curve, vertical lines have been drawn at the

optimum values of the condenser fan speed ratio.
At 90 °F ambient, there is practically no benefit in decreasing the speed of the fan from

the nominal setting. At this temperature there is maximum in COP when the condenser fan
speed is decreased to ~86% of its nominal value, but the increase in COP from the nominal value
is negligible. At 75 °F ambient, the optimum condenser fan speed appears to be at 80% of its
nominal value. Although it is difficult to tell from the graph, there is 1% increase in the COP
when compared to the nominal value. At 60 °F ambient, the results are similar to what was
reported in the previous paragraph because the optimum fan speed ratio shown in Figure 3.6 is
very close to the 25% decrease in speed that was originally examined. There is a 2.8% increase
in the COP at the optimum fan speed ratio of 0.73.

The results of Figure 3.6 suggest that a two-speed condenser fan might be beneficial. The
high fan speed would correspond to the current nominal speed and would be used at ambient
temperatures higher than 75 °F. The low fan speed would operate at about 75% of the high speed
and would operate at ambients lower than 75 °F. Operation at the low fan speed would result in a
energy savings and a noise reduction for many refrigerators.

3.4 Conclusion

With the validated RFSIM model, many aspects of the operation of a two-speed
compressor refrigerator were examined. From the results of the analysis, it appears that there are
substantial energy savings to be obtained from the increased steady-state efficiency of the new
system when operating at the low speed. Depending on the efficiency improvement of the
compressor at the low speed and the fan powers, these steady-state energy savings could
realistically range from 4 to 14%. The results of the analysis also indicate that an additional 0.5
to 4% energy savings might be obtained from the reduction in the cycling frequency. It is not
clear whether energy savings of this magnitude could justify the incremental cost of a 2-speed
compressor. More substantial benefits might include the reduction in compressor-related noise
and increased reliability resulting a from a lower cycling rate.

In addition to the energy results, several aspects of the robustness of the new compressor
system were examined using the simulation model. The most important result was that a system
optimized for low-speed operation, when operating at the high speed, would have as much
capacity the original high-speed system. Although the analysis of the new system's response to
internal loads was somewhat qualitative, it provided a crude basis for recommending a possible
control strategy for two-speed compressors. That control system might include at least one
temperature measurement, a timer, and possibly a counter. If the temperature did not fall below
a certain setpoint in certain amount of time, the compressor would switch to the high speed.
Similarly, the compressor would switch back to the low speed when the cycles became too short.
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The effects of varying the evaporator or condenser fans at both compressor speeds were
examined over a range of ambient temperatures. Several operating scenarios that were expected
to benefit from fan speed adjustment were analyzed with the matrix of model runs. None of the
scenarios seemed to benefit significantly from the appropriate fan speed adjustments. However,
it was found that slowing down the condenser fan at low ambient temperatures (60 °F to 75 °F)
would yield an energy savings as well as a capacity increase. Basically, the lower condenser fan
speed transferred refrigerant charge from the condenser to the evaporator where it reduced the
superheat and, thereby, increased the "UA" of the evaporator. This option seems even more
attractive when the reduction in fan noise is considered.
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Chapter 4

Summary and Conclusions

4.1 RFSIM model
The governing equations and the supporting FORTRAN routines that make up the

RFSIM model are solved by the ACRC Solver. This solver uses a Newton-Raphson technique
that employs several enhancements in terms of solution speed and convergence robustness.
Because the equations are solved with the Newton-Raphson technique, they can be written in any
order. Therefore, the equations are relatively easy to modify or replace; for example, the
equations can be modified to model a heat exchanger in greater detail or to evaluate components
of substantially different design. The ACRC Solver has features which allow RFSIM to
correctly model, without user intervention, single- and two-phase heat exchanger exit conditions.
The ACRC Solver also provides a simple method of switching variables and parameters within
the governing equations; for example, variables and parameters can be switched to solve for the
geometric parameters required to achieve a specified energy efficiency. This switching feature
increases the flexibility of the RFSIM model and allows it to be used as a design or a simulation
tool.

The RFSIM model is a comprehensive steady-state refrigerator model that is made up of
approximately 110 governing equations. Although most of the equations of RFSIM are
“physical” in that they are based upon "first principles” and generally applicable correlations, the
entire model cannot be considered “physical” because it depends on several user-supplied
parameters. Therefore, the validation process for RFSIM may be best described as a validation
of the modeling procedure itself and not as statement that the model will always predict the
variables within some accuracy.

The modeling procedure used within the RFSIM model has been validated using data
from two refrigerators. The accuracy of the model is better in design mode because fewer
equations and more user-specified parameters are used. With the data from the Amana
refrigerator, the average errors in design mode were all less than 4% for the COP, system power,
evaporation capacity, and mass flow and were less than 1 °F for the evaporating and condensing
temperatures. The accuracy of the design mode of the model appears to be limited by the
accuracy of the manufacturer-supplied compressor maps.

Although there was more scatter in the accuracy of the simulation mode results, the
modeling procedure within the simulation mode can also be considered valid. With the data
from the Whirlpool refrigerator, the average errors of the simulation mode were all less than 4%
for the COP, power, evaporation capacity, and mass flow rate, and the vast majority of the errors
in the evaporating and condensing temperatures were less than 2 °F. Although the average
errors were acceptably small, there were still some fairly large underpredictions of some of the
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variables that were due primarily to error remaining in the capillary tube-suction line heat

exchanger model.

4.2 Multi-speed compressor

From the results of the multi-speed compressor analysis, it appears that the energy
savings to be obtained from the increased steady-state efficiency at the low compressor speed
could realistically range from 4 to 14%. The results also indicate that an additional 0.5 to 4%
energy savings might be obtained from the reduction in the cycling frequency of the refrigerator.

Several aspects of the robustness of the capillary tube-suction line heat exchanger design
for the two-speed compressor system were examined with the simulation model. It was shown
that a system optimized for low-speed operation, when operating at the high speed, could have as
much capacity the original base-case high-speed system. A relatively simple control strategy
was proposed; one that requires measurement of on-cycle time and one or two compartment air
temperatures.

The effects of varying the speed of the evaporator or condenser fans at both compressor
speeds were examined over a range of ambient temperatures. One energy-saving scenario was
identified: decreasing the condenser fan speed for refrigerators operating at low ambient
temperatures. By affecting the distribution of refrigerant charge throughout the system, the
decrease in condenser fan speed reduces the superheat in the evaporator and increases the overall
"UA" of the evaporator. The resulting increase in evaporator capacity more than offsets the
decrease in condenser "UA", and the energy use of the refrigerator is decreased.
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Appendix A
Refrigerator/Freezer Simulation (RFSIM) Model User’s Reference

The pﬁrpose of this document is to acquaint any potential users with the operation of the
RFSIM model. Since the ACRC Solver and the RFSIM model are intricately linked, some of the
information covered in the ACRC Equation Solver User’s Reference (Appendix A of Mullen and
Bullard, 1994) will be repeated here. There will be several instances where the reader will be
referred to Appendix A of Mullen and Bullard (1994) for more information about the actual
solver. This document will focus primarily on topics which are unique to the operation of the
RFSIM model.

A.1 XK input file

The “XK” file is the primary way that the user interacts with the RFSIM model. It serves
as the input file for each model run, and the output of the model is written in the same form in
the “XK.out” file. This makes it very easy to use to output of one model run as the basis for the
input for another model run. The “XK” file is list of all the system variables (residuals), many of
the system parameters, and many values that are calculated after the Newton-Raphson solution is
complete. These three groups of variables are denoted by a “X”, “K”, and a “C” within the XK
file, respectively. Originally, the XK file only contained Xs and Ks, and therefore, was named
the “XK” file (Goodson and Bullard, 1994). The best way to illustrate the various features of the
XK file is to look at an example. Figure A.1 below shows excerpts of an actual XK file used

with the RFSIM model.

** XK initialization file: initializes variable guesses and parameter values.
**  Qutput Flag specifies if variable is printed to spreadsheet readable file
o (1 =Print, 0 = Don't Print )

**  Parameters are flagged with "K" and variables are flagged with "X."

**  The units are delimited with '[ ]°'.

**  The last number signifies the number of decimal places (0-10).

** The ORDER of the input lines CANNOT CHANGE without program modification.
Output Flag Name XK# Value Units # of digit
*kkkkkkkk*kk DO NOT DELETE THESE FIRST NINE LINES! Fhkkkkkkkokk ok

1 X powercomp = XK( 56) = 102.767 [Watts] 3
1 X qcond = XK( 57) = 542.366 [Btu/hr] 3
1 X gsupcond = XK( 58) = 95.499 [Btu/hr] 3
1 X g2phcond = XK( 59) = 444 .915 [Btu/hr] 3
1 X gsubcond = XK( 60) = 1.952 [Btu/hr] 3
1 X gevap = XK( 61) = 455.143 [Btu/hr] 3
1 X g2phevap = XK( 62) = 452.623 [Btu/hr] 3
1 X (gsupevap = XK( 63) = 2.520 [Btu/hr] 3
1 X qcomp = XK( 64) = 263.626 [Btu/hr] 3
1 K tamb = XK(172) = 90.00 [F] 2
1 K tafrig = XK(173) = 40.000 [F] 3
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1 K tafrez = XK(174) = 5.000 [F] 3
1 K UAf = XK(175) = 0.855 [Btu/hr-F] 3
1 K UAz = XK(176) = 0.502 [Btu/hr-F] 3
1 K vdotcond = XK(177) = 105.134 [ftA3/min] 3
1 K vdotevap = XK(178) = 51.615 [ftA3/min] 3
1 C Itot = XK(183) = 246.8 [Btu/hr] 1
1 C Icomp = XK(184) = 138.3 [Btu/hr] 1
1 C Icond = XK(185) = 49.6 [Btu/hr] 1
1 C Ievap = XK(186) = 48.1 [Btu/hr] 1
1 C Ipipes = XK(187) = 10.8 [Btu/hr] 1
1 C TcondAvg = XK(188) = 105.548 [F] 3
1 C TevapAvg = XK(189) = -14.576 [F] 3

Figure A.1 Portion of an XK file

Since there are other intermediate variables within the governing equations, the Xs will
be referred to as “residual variables” or just “variables” while the intermediate variables (not in
the XK file) will be referred to as “non-residual variables”. This distinction will become clearer
as both types are later discussed. The second quantity on each line is the XK flag. This flag tells
the program whether each quantity is a X, K, or a C. As in this XK file, the variables are usually
listed first, followed by the parameters, and then the calculated values. Within each group, the
quantities are listed in approximate alphabetical order. The order is not really important and is
done primarily to aid the user in finding a particular quantity in the XK file. Although the order
is totally arbitrary, it must match the order of the variables, parameters, and calculated values in

the file EQUIVLNT.INC.

A.1.1 Variables (Xs)

The Xs are sometimes referred to as residual variables because these are the variables that
are actually solved for in the residual, or governing, equations. The Newton-Raphson (NR)
routine adjusts these variables until all the residual equations are satisfied to within a specified
tolerance. The non-residual, or intermediate, variables appear in the governing equations, but
they are calculated directly from residual variables or parameters. Although the non-residual
variables do not appear in the XK file, the user should be aware of their existence.

The number of variables (Xs) in the XK file must match the number of residual equations
located in EQNS.f. In addition, there must be at least one variable in every equation in order for
the solver’s NR method to work. If one or more equations does not have any variables, then the
system will have a singularity. In other words, the residual values of one of the equations will
not have any dependence on the variables, and therefore, the NR method will not work.

Any variable (X) may be exchanged, or “swapped”, for a parameter (K) in the XK file as
long as the number of variables remains the same. Swapping an X and K simply means that
some variable (X) will become a parameter (K) and some parameter (K) will become a variable
(X). This is shown schematically below for a variable and a parameter from the above XK file.
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1 X qcond = XK( 57) = 542.366 [Btu/hr]
1 K tamb = XK(172) = 90.00 [F]

N W

Will become

542.366 [Btu/hr]

1 K qcond ) = 3
XK(172) = 90.00 [F] 2

1 X tamb

nn
x
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In this example, the condenser heat transfer (qcond) was originally a variable and the
ambient temperature (tamb) was a known parameter. If someone, instead, wanted to solve for
the ambient temperature that would yield a specified condenser heat transfer, the XK flags for the
two quantities would be switched by editing the XK file as shown above. This would let the
solver know that the value given for qcond was fixed, and the value for tamb could be varied by
the NR method until the governing equations were solved. There is the additional requirement
that the equations must remain independent and non-singular. There are also some restrictions
as to which parameters (Ks) can become Xs, but this will be discussed in the following section.
One issue that was discussed in Appendix A of Mullen and Bullard (1994) is the re-building of
the NonZeroList. Every time an X and a K are switched, the NonZeroList has to be re-built
because of the sparse-matrix Jacobian calculation that is implemented in the model. The
NonZeroList is essentially a “map” of the dependence of all the residual equations on all of the
variables (Xs). This map allows for the quick calculation of the Jacobian matrix (partial
derivatives of all the equations with respect to all the variables), which is a part of the NR
method. If an X and a K are switched, the existing NonZeroList may no longer be valid, so it has

to be rebuilt.

A.1.2 Parameters (Ks)

As the name implies, parameters are values that are constant for given solution.
Parameters are typically measurable quantities such as tube diameters and heat exchanger areas
as well as estimated quantities such as heat transfer coefficients and volumetric air flow rates.
Parameters are included in the XK file to make the model more flexible and useful. If all the
known parameters for a given refrigerator were placed directly in the governing equations, the
model would work for that particular case, but it would be difficult to modify the model for
another refrigerator or even for other operating conditions. In the RFSIM model, most of the
parameters in the governing equations are actually “variables”, in the FORTRAN sense, whose
values are set elsewhere. This allows the user to easily change the values in the XK file without
having to recompile the FORTRAN. With the “MULTIPLE” run ability described in Appendix
A of Mullen and Bullard (1994), the values of one or more parameters can be changed over a
specified range, and the model will be solved at every point. For example, the user can examine
the effect, on the rest of the system, of changing the ambient temperature from 60 °F to 100 °F.
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Since parameters are just constants used within the governing equations, there is no limit
to the number of parameters that can be in the XK file (other than array size limits specified
within DIMENSN.INC). As mentioned in A.1.1, the variables (Xs) can be switched with the
parameters (Ks) for a given solution. However, there are some parameters (Ks) that cannot be
switched. In general, these non-switchable parameters are Ks whose numerical values are used
as “flags” in the governing equations. For example, there is a parameter named “CompNum”
whose value (1, 2, 3, 4, etc.) determines which compressor maps should be used by the model.
Below in Figure A.2 are the parameters (Ks) that cannot be switched with variables (Xs).

1 K CaptubeOutput = XK(119) = 0.0 [] 1
1 K CompNum = XK(120) = 4. [ ] 0
1 K ectslhx = XK(132) = 0.748 [ ] 3
1 K hcondNum = XK(138) = 0. [] 0
1 K hevapNum = XK(140) = 0. [1] 0
® K numDPin = XK(159) = 4. [ ] 0
0 K numDPout = XK(160) = 5.1 0
0 K numDTsl = XK(161) = 6. [ ] 0

Figure A.2 Non-switchable parameters (Ks)

With the exception of “ectslhx”, all the parameters in Figure A.2 fall under the category
described above. The effectiveness of the captube-suction line heat exchanger (ectslhx) cannot
be made an unknown because of the way the captube-suction line heat exchanger equations are
handled within the RFSIM model. If the captube model is used, ectslhx will automatically
become a C (without user intervention) since ectslhx will be calculated after the NR solution is
complete. If the captube model is not used, ectslhx must be a K since it describes the heat
transfer taking place in the captube-suction line heat exchanger. Therefore, ectslhx can never be
made an X in the XK file.

A.1.3 Calculated values (C
As mentioned earlier, the third category of calculated values did not exist in the earlier

version of the RFSIM model. Instead, the few values that were calculated outside of the
governing equations were flagged with a K. This lead to some confusion since new users would
not know whether a “parameter” in the XK file was really a known constant or something that
was calculated after the NR solution was complete. With this new category, the user will know
from each XK solution file what was a parameter and what was a calculated value.

As alluded to in A.1.1, the calculated values (Cs) cannot be switched with the variables
(Xs) or the parameters (Ks). Actually, Cs are similar to the Xs in that they are both outputs of
the model. Although not in the “switching” procedure previously discussed, some of the Xs in
the current model could become Cs and some of the Cs could become Xs if the number of
residual equations was changed. Instead of calculating some variable by means of a residual
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equation in the NR equation set, the calculation could be done after the NR solution is complete.
The primary motivation for calculating a quantity as a C instead of an X is to reduce the number
of residual equations necessary in the model. In other words, it is much quicker to obtain some
of the desired outputs of the model by explicit calculations than it is by iterative methods such as
the Newton-Raphson method.

However, when a calculation is placed outside of the residual equations, the user loses
flexibility as to what can be specified as an input and an output (through the use of the X-K
switching). If the user is confident that a certain quantity will always be an output and it can
always be calculated explicitly, then it would be better if that calculation was done in the
subroutine “FC” located in the file CHECKMOD.f. This subroutine is called after the solution is
complete and can perform as many explicit calculations as required by the model. A good
example of these type of calculations are the irreversibility calculations performed in the RFSIM
model. These values, shown as Cs in Figure A.1, will always be outputs of the model, and
therefore, do not need to be in the residual equations.

- Although the Cs are outputs of the model, there situations where a governing equation
will depend on one of their values. In this case, the Cs have to be calculated before the solution
takes place in the subroutine “IC” located in the file CHECKMOD.f. If the Cs are functions
only of parameters (Ks), then this one calculation will enough. However, it is possible for a C to
be a function of parameters (Ks) and variables (Xs). Since the variables’ values will change
during the iterations, the Cs have to be re-calculated every iteration. This is done in the
subroutine “BC” located in CHECKMOD f.

Therefore, it is possible to have calculated values (Cs) that have to be calculated in all
three subroutines (IC, BC, FC) of CHECKMOD.f. An example of this type of variable is the
condenser internal volume. This volume is used in a number of residual equations, but it is a
function only of the length and internal diameter of the condenser. Since either the length or
diameter could be a variable (X), the volume is calculated before, during, and after the NR
solution. In any case, the Cs will always be calculated from variables or parameters.

A.2 Overview of the “modes” of the model

2.1 ious version of the RESIM m

In the previous version of the model, there were two modes of operation: design and
simulation (Goodson and Bullard, 1994). In design mode, the user was required to specify the
superheat at the evaporator exit and the subcooling at the condenser exit. The capillary tube and
total refrigerant charge in the system were assumed to be correct for that situation. In the
simulation mode, on the other hand, the user did not have to specify the exits of the two heat
exchangers because two extra constraints were added in the form of the capillary tube-suction
line heat exchanger model and the charge conservation equations. Strictly speaking, the charge
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conservation equations were used in both modes, but the total charge was not specified (a K) in
the design mode, but it was specified in the simulation mode.

This method of categorizing the model had two major shortcomings. First, the method
for switching back and forth between the two modes was relatively confusing. Second, and
perhaps more important, was the inherent lack of flexibility of the model. This was most
apparent in the validation process reported by Goodson and Bullard (1994). The errors in the
design mode of the model were very small, but the errors in the simulation mode were
substantially higher. Unfortunately, since the capillary tube model and the charge conservation
equation were the difference between the two modes, it was difficult to identify the cause of the
additional error. It was impossible to determine whether the majority of the error was caused by
the captube model or charge conservation equations. This problem was the major stimulus for
the changes in the operational “modes” of the previous version of the model.

A.2.2 Curren ion of the RESIM model

The current version of the RFSIM model will run in exactly the same way as the design
and simulation modes of the old model. However, the model will run in number of other
configurations as well. Although the names “design” and “simulation” can still used to describe
the model when it is run as described in A.2.1, convenient names do not exist for all the new
ways to run the model. Instead, the model operation is described in terms of whether the
capillary tube model is used and total charge is specified. The design mode corresponds to the
case when neither the capillary tube model or total charge are specified as parameters and the
exits of the heat exchangers are specified. The simulation mode corresponds to the case when
both are specified as parameters and the heat exchanger exits are not specified. In the new
version, the capillary tube model and the total charge can be specified independently just as any
other parameters in the XK file. For example, the model can be used with the capillary tube
model and the superheat at the evaporator exit specified. Instead of trying to describe all the
possible ways to run the model, a brief description will be given for three of the more important
“modes” of model operation. '

If the model is run without the capillary tube model or the total charge being specified
(design mode), then the model will only give useful information about the compressor and the
two heat exchangers. However, since the total charge will be calculated, the design mode is
useful for examining the accuracy of the void fraction correlations that are critical to the charge
equations. For example, if several data points are available that have superheated evaporator and
subcooled condenser exits, then the design mode can be used to calculate the charge that should
be in the refrigerator system. These calculated values can then be compared to the actual amount
of refrigerant in the system, and some preliminary conclusions can be drawn about the accuracy
of the void fraction correlation used in the simulation runs.
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If the capillary tube model is used and the total charge is specified and no refrigerant
information is specified (simulation mode), then the model can be used as a pure simulation tool.
In other words, for a particular refrigerator described by a set of parameters, this mode of the
model will solve for all of the system variables such as refrigerant states and heat transfers. This
method of running the model is obviously very important because it can be used to evaluate the
effects on the system performance of changing one or more of the parameters.

The third mode is actually a broad category that includes most of the new ways that the
model can be run. In this mode, the capillary tube model is used, the total charge may or may
not be specified, and at least one piece of information about the system is specified. This one
piece of information may be the evaporator superheat, condenser subcooling, evaporation
capacity, COP, or anything else that would be of interest to the user. Depending on the exact
implementation, this method of operation can be used to solve for one or more parameters of the
system. In effect, the model can be used as a true design tool to design one or more of the
components in the refrigerator. For example, if the capillary tube model is used and the exits of
both heat exchangers are specified, then the captube inlet length and the total charge could be
determined. This model run would give the design of the capillary tube and the refrigerant
charge required to achieve the desired heat exchanger exits. There are countless other variations
of this method that could design part of the system in order to meet a certain evaporation
capacity or COP requirement. ’

All of the operational modes of the model depend on whether the capillary tube-suction
line heat exchanger model and the total charge are specified. Therefore, some of the details of
what happens in the system model when each of these two items are specified and when they are
not specified will be discussed.

A.2.2.1 Capillary tube-suction line heat exchanger specification

The capillary tube-suction line heat exchanger model calculates the mass flow rate
through the capillary tube and the temperature rise in the suction line. When the capillary tube
model is not used, the component is described only by an effectiveness equation that describes
the heat transfer from the capillary tube to the suction line. The inlet enthalpy to the evaporator
is calculated in both cases. Therefore, the major difference between using the capillary tube
model and not using the model is the calculation of the mass flow rate through the capillary tube.

Since there is no mass accumulation in a steady-state situation, the mass flow rate
through the capillary tube must equal the compressor mass flow rate. Therefore, when the
capillary tube model is used, there is another calculation of mass flow rate that is set equal the
compressor mass flow rate. This extra calculation provides the additional constraint on the
system that allows some parameter (K) like superheat or subcooling to become a variable (X).

In addition, the temperature gain in the suction predicted by the capillary tube model is
usually more accurate than the simple effectiveness equation. The prediction of inlet evaporator
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enthalpy is also more accurate when using the capillary tube model. This is true because the
effectiveness method uses an energy balance based upon the predicted heat transfer, while the
capillary tube model actually solves for the exit state of the capillary tube. The enthalpy at this
exit state is equal to the enthalpy at the evaporator inlet due to the isenthalpic expansion from the
choked-flow capillary tube exit. Since the capillary tube model involves a finite-difference
solution, it has the added ability of providing detailed refrigerant information along the capillary
tube and suction line.

When the capillary tube model is used, the effectiveness of the capillary tube-suction line
heat exchanger is calculated after the NR solution is complete as a calculated value (C). If the
RFSIM model is then run without the capillary tube model, this C will automatically become a K
and its value will be used to calculate the heat transfer to the suction line. By providing accurate
values of the effectiveness on the previous solution, the capillary tube model can make the
RFSIM model more accurate even when it is not being used. In much the same way, the RFSIM
model, when not using the capillary tube, will provide reasonable estimates for the initial guesses
for variables required by the capillary tube model. Then, if the RFSIM model is run with the
capillary tube model, there is a better chance that it will converge.

A.2.2.2 Total charge specification

One of the residual, or governing, equations in the RFSIM model adds up the mass of
refrigerant in all of the components and sets it equal to the total charge in the system. The
calculation of refrigerant mass in the single-phase components is fairly straightforward if the
volumes are known. However, there is significant uncertainty in the calculation of the two-phase
refrigerant mass in the heat exchangers. This uncertainty is primarily due to the fact that the void
fraction (vapor cross-sectional area divided by the total cross-sectional area) can be different at
the same quality within the heat exchanger depending on the assumptions made. These
assumptions are quantified in the form of a void fraction correlation and can be used to calculate
the average void fraction in a two-phase region of a heat exchanger. The average void fraction
can then be used to calculate the mass in the two-phase region.

If the total charge is a variable (X), then the charge conservation equation simply
calculates the total charge in the system. Therefore, if there is any error in the volume of the
components or in the void fraction correlation, the total charge value will be erroneous, but there
will be no other effects on the RESIM model since the total charge variable is not used in any
other equation.

However, if the total charge is specified as a parameter (K), then the individual
contributions to the total charge will be constrained. Since the mass in the heat exchangers is
relatively large compared to the single-phase components, any errors in the volumes or the void
fraction correlations will cause errors in the heat exchangers’ refrigerant mass. These errors
cause the refrigerant states within the heat exchangers to be incorrectly predicted (primarily the
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condenser exit and the evaporator inlet). The errors in the refrigerant states within the heat
exchangers then affect everything else in the RFSIM model. Therefore, it is very important to
know if the void fraction correlation being used works well. If the charge equations do not
predict the total mass well when superheat and subcooling are specified, as described in A.2.2,
then the RFSIM model will probably not work well when the total charge is specified.

f ion i I
" As indicated in A.2.1, switching between modes of operation in the current version of the
RFSIM model is easier than it was in the old version. The capillary tube-suction line heat
exchanger model can be “turned on” or “turned off” simply by éhanging the XK flag of the
variable or parameter named “CaptubeModel”. As shown below in Figure A.3, the value of this
variable will always'be equal to 1.0 regardless of whether the capillary tube model is used or not.

10[] - 1
0.0 [ ] 1

1 K CaptubeModel = XK(118) =
1 K CaptubeOutput = XK(119) =

Figure A.3 Capillary tube model variables and parameters

To start using the capillary tube model, the XK flag of “CaptubeModel” has to be set to
K, and some other parameter in the model has to be made a variable (X). As mentioned in
A.2.2.1, the RFSIM model, when not using the capillary tube model, provides reasonable
estimates for.five variables that are used by the captube model subroutine: “pcrit”, “xcrit”,
“DPout”, “DTsl”, and “DPin”. The first two variables are the pressure and quality at the
capillary tube exit, and the last three variables are the pressure and temperature steps used to
discretize the capillary tube in the finite difference solution.

Sometimes the estimates provided by the RFSIM are not good enough, and the RFSIM
model will not converge when the capillary tube is first “turned on”. In this case, the user can
either adjust the initial guesses or start with another solution XK file that used the capillary tube
model and change the necessary parameters. Since it takes some time to get a feel for the
necessary initial guesses, it is recommended that at least one solution XK file be kept for the
purpose of providing a starting point for future model runs that use the capillary tube model. To
stop using the capillary tube model, the XK flag for CaptubeModel has to be set to an X, and
some other variable (X) has to made a parameter (K). There are rarely any problems
encountered when a solution that used the capillary tube model is used as the starting point for
model run without the capillary tube model.

The second line of Figure A.3 contains the parameter “CaptubeOutput”. This parameter
was also shown in Figure A.2 as one of the parameters that cannot become a variable (X). The
value of this parameter dictates how much output from the capillary tube-suction line heat
exchanger model is desired while running the RFSIM model. If CaptubeOutput equals 0.0, then

50



there will be no output other than a printed statement that the capillary tube model subroutine has
been called by the overall system model. If CaptubeOutput equals 1.0, then the property profile
in the capillary tube and suction line will printed to the screen at the end of the solution. The
property profile will look something like Figure A.4 shown below.

# C-T Temp Wal Temp S-L Temp C-T Pres Enthalpy Quality SubCol Length
4 63.26 0.00 0.00 87.28 31.234 0.00000 7.67 0.000
5 63.26 0.00 0.00 83.17 31.234 0.00000 4.84 1.249
6 63.26 0.00 0.00 79.05 31.234 0.00000 1.90 2.499
7 63.26 0.00 0.00 76.48 31.234 0.00000 0.00 3.281
8 62.11 0.00 0.00 74.94 31.233 0.00483 0.00 3.668
9 58.92 57.03 45.02 70.82 31.231 0.01794 0.00 4.453

10 53.52 51.25 36.70 64.24 29.573  0.01907 0.00 5.614
11 48.29 45.63 28.37 58.32 27.921 0.01938 0.00 6.601
12 43.21 40.13 20.05 52.97 26.276 ©0.01905 0.00 7.457
13 38.28 34.78 11.72 ~ 48.15 24.647 0.01818 0.00 8.206

14 33.50 29.58 3.40 43.81 23.025 0.01668 0.00 8.875
15 29.54 25.11 -4.93 40.45 21.563 0.01398 0.00 9.417
16 25.07 0.00 0.00 36.89 21.554 0.02996 0.00 9.719
17 20.24 0.00 0.00 33.33 21.538 0.04663 0.00 9.902
18 15.00 0.00 0.00 29.78 21.507 0.06410 0.00 10.010
19 9.25 0.00 0.00 26.22 21.451 0.08244 0.00 10.067
20 2.84 0.00 0.00 22.66 21.346 0.10173 0.00 10.083

Figure A.4 Capillary tube property profile

With the exception of “Wal Temp” and “S-L Temp”, all of the column headings refer to
the capillary tube. These two columns refer to the suction line, and therefore, only have non-zero
data in the heat exchanger portion of the capillary tube. If CaptubeOutput equals 2.0, then the
above property profile will be printed at the end of every iteration.

The specification or non-specification of the total charge is also straightforward. To
require the mass of refrigerant in the system add up to a specified amount, then the XK flag of
“Mtotal” should be set to a K, and some other parameter (K) must be made a variable (X).
Whenever the XK flag of Mtotal is changed from an X to a K, the user should not change its
value at the same time because this can prevent the model from converging. For example, a case
may exist where the RFSIM model will predict a refrigerant mass of 0.6 1bm, but the actual mass
may be 0.5 Ibm. If the user simultaneously changes Mtotal from an X to a K and its value from
0.6 1bm to 0.5 1bm, the RFSIM model will probably crash or at least not converge. If the user
really wants to see what happens when the total charge is constrained to 0.5 1bm, he/she should
first let the model solve at 0.6 1bm and then change its value gradually down to 0.5 Ibm through
the use of the MULTIPLE run or several SINGLE runs.

To remove the refrigerant charge constraint from the system, the XK flag of Mtotal
should be set to an X, and some other variable (X) must become a paraineter (K). As with the
use of the capillary tube model, there are no problems associated with the changing of Mtotal
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from a parameter (K) to a variable (X). In the new solution, the value of Mtotal will simply be
calculated based upon all of the parameter values.

A.3 Important options within the model
Since there are many governing equations (112 at the time of writing), numerous

subroutines that are called in the governing equations, and many parameters in the XK file, the
RFSIM model can appear very intimidating to new users. To help new users become familiar
with the RFSIM model, some of the more important issues and options will be discussed. Since
someone modifying the model will encounter most of these same issues and options, this section
will also serve as a “checklist” for reconfiguring the model for a new refrigerator.

A.3.1 Refrigerant type

The most important option within the RFSIM model is the choice of refrigerant to be
used in the simulation. Each time the model is run, a statement will be printed to the screen, like
the one below, that declares the refrigerant selected for all the refrigerant-dependent functions

within the model.

Rk Aok ok ok ok ok kR kbbb ko ok ok ok okok bk ok ks dkok ok ok ok R ko ok ok ok ok kK

Refrigerant selected ==> R12

See REFRIG.INC for refrigerant code or to change refrigerant type.
3k 3k 3k 2 3k ok 3k sk 3k 3k ok ok 3k 3k 3k ok ok k3 ok ok ok ok ok 3k 3k 3k ko ok ok ok 3k 3k dk ok ok ok ok ok 3k 3k ok ok ok ok ok 3k ok ok ok ok ok ok 3k ok 3k 3k ok ok ok ok ok ok ok ok ok

In this case, the refrigerant being used is R-12. If this is not the refrigerant that is desired,
it is a simple matter to change refrigerants if the RFSIM model has the capability. Since
thermodynamic properties and transport properties are'required to model a refrigerant within the
RFSIM model, there are currently only two refrigerants to chose from: R-12 and R-134a.
However, the capability to model any refrigerant can be added to the RFSIM model. For details
on how to switch or add refrigerants, see the Appendix D.

A.3.2 Refrigerantm Iculation ‘
There are two important issues involving the calculation of refrigerant charge in the

system. First, There are three residual equations that calculate the mass in single-phase
components which may need to be modified for different refrigerators. Second, the two
equations that calculate the mass in the heat exchangers are very dependent on the void fraction
correlation that is used within the subroutines. Both of these issues will be discuss in the

following sections.
A.3.2.1 Refrigerator-dependent single-phase components
Two of the three single-phase equations calculate the refrigerant in the compressor, and

the third equation calculates the charge in the accumulator. The two compressor equations may
52



need to be changed because of the differences between low- and high-side sump compressors or
because of the oil-refrigerant combination used in the model. The first of these compressor

equations is shown below.
C***** The compressor sump (vapor) refrigerant mass *¥*¥*k¥kkkkkrkkkrsss

C ** The two volumes should be consistent with the location of the
C compressor sump. (i.e. vll = low side, v@ = high side )

1100 R(mass+@) = MCompvap - MassSingle(volcomp,vd,vd)
GOTO 1

As the comment statements indicate, the volume arguments in the "MassSingle" function must be
consistent with the location of the compressor sump. In this case, the volumes are equal to v0
because a high-side sump is being modeled. If a low-side sump is being modeled, the volumes
would be set to v11. '

The second compressor equation calculates the amount of refrigerant dissolved in the
compressor oil. To perform this calculation, the RFSIM model uses the refrigerant-oil solubility
equations developed at the ACRC byA Grebner and Crawford (1992). These equations depend on
seven experimentally determined constants that are included in the XK file and are shown below.

@ K Kloil = XK(141) = -0.0059927652 [ ] 10
@ K K2oil = XK(142) = 0.0416615100 [ ] 10
@ K K3oil = XK(143) = 0.0020046597 [ ] 10
@ K Kdoil = XK(144) = -0.0032682848 [ ] 10
@ K Ksoil = XK(145) = 0.0017368443 [ ] 10
@ K Kéoil = XK(146) = -0.0002855223 [ ] 10
@ K K7oil = XK(147) = 0.0000160929 [ ] 10

These seven constants are specific to a particular refrigerant-oil combination. Therefore,
if the refrigerant or oil is changed, new constants need to be placed in the XK file. For more
details about the refrigerant-oil combinations available, see Grebner and Crawford (1992). If the
particular combination is not available, then the “closest” combination should be used or
additional constants should be developed from other data.

Although there are actually two equations that implement the refrigerant-oil solubility
calculations, only one of the two equations might require modification. This equation relates the
liquid mass fraction of the refrigerant in the oil (Woil) to the seven parameters shown above and
the compressor operating conditions. The equation is shown below as it appears in the EQNS.f
file.

C**** The mass of refrigerant dissolved in the oil (high-side sump) ***

** Two of the variables are dependent upon whether the
compressor is a low- or high-side sump:
The pressure in the "Tstar" equation (pll=low,p@=high)
The saturation temperature in the residual equation
(Tsatll=1low, Tsat@=high)
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1280 Aoil = Kloil + (K20il/Woil**(1.0/2.0))
Boil = K3o0il + (K40il/Woil**(1.0/2.0)) + (KSoil/Woil) +
& (K60il/Woil**(3.0/2.0)) + (K70il/Woil**2.0)
Tstar = (1 - Woil)*(Aoil + Boil*p@)

R(mass+9) = ((t0+460) - (Tsat0+460))/(Tsatd+460) - Tstar
GOTO 1

The three variables “Aoil”, “Boil”, and “Tstar” are examples of the non-residual variables that
were discussed in A.1.1. Tstar is a function of the pressure of the refrigerant-oil mixture shown
in boldface in the above equations. In this case, the compressor is a rotary compressor with a
high-side sump. Therefore, the refrigerant-oil mixture experiences the high discharge (p0)
pressure of the compressor. If this were a low-side sump compressor, the pressure would be
equal to inlet compressor pressure (pl1). Similarly, the saturation temperature at the sump
pressure (Tsat0) is also set for a high-side sump and would be changed to Tsatl1 if a low-side
sump is being used.

The third equation that may have to be changed calculates the charge in the accumulator.
If a refrigerator has an accumulator, it will be located in the suction line either before or after the
capillary tube-suction line heat exchanger. Since the suction gas temperature changes across the
suction line heat exchanger, the specific volumes for the two possible accumulator locations are
different. Therefore, the volume argument in this equation should reflect the correct location as

shown below.

C***** The accumulator refrigerant mass 3 3k 3k 3k ok ok 3k 3k 3k 3k ok ok 3k ok ok 3k ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok

c ** The two volumes should be consistent with the location of the
C accumulator. (i.e. v9 = before suction line hx, vll = after
C suction line hx) ** -

1240 R(mass+7) = MAccum - MassSingle(volaccum,vil,vil)
GOTO 1

In this case, the accumulator is located downstream of the suction line heat exchanger,
and thus, the volume at that location (v11) is used within the function call. As the comment
statements indicate, the volumes would be set to v9 if the accumulator was located before the

suction line heat exchanger.

A.3.2.2 Void fraction correlations

The importance of the void fraction correlations was already discussed in A.2.2.2.
Several correlations were examined by running the RFSIM model with known values of
evaporator superheat and condenser subcooling. The known data values were from the top-
mount Amana and the Whirlpool refrigerators. The results of this analysis indicated that
Premoli’s correlation is the best void fraction correlation for the operating conditions in the
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evaporators and condensers of domestic refrigerators. As a result, Premoli’s void fraction

correlation is currently used in the RESIM model.
The routines that use the void fraction correlations have been written in a manner that

would allow the easy switching of correlations. If necessary, the user may switch to another void
fraction correlation by editing the file EQNS.f and changing one of the arguments in the function
calls to “MassCond” and “MassEvap”. As an example, the function call to MassEvap is shown

below.

MEvap = MassEvap(Volevap, fsupevap, f2phevap,v70,v71,v9,xie,xoe,
' t7,t71,w,Devap,30,3)

The last argument in the function call, “3” in this case, is the parameter that determines
which void fraction correlation is used to calculated the two-phase mass in the evaporator. The
legend showing which correlation corresponds to which number can be found in the comment
statements of the MassEvap and MassCond functions located in EQNSUBS.f. Since there are
two functions, the void fraction correlations can be specified separately for the evaporator and
condenser. The choice of correlations was purposefully “hidden” from the user and not placed in
the XK file for two reasons: the void fraction will probably not have to be changed too often;
and to keep the number of correlation flags in the XK file to a minimum.

A.3.3 Compressor issues

In addition to refrigerant charge calculations already discussed, there are several issues
dealing with the compressor modeling within the RFSIM model. Probably the most important
option is the choice of compressor maps. These maps are nine-parameter curve fits that give the
mass flow through the compressor and the power consumed by the compressor as functions of
the evaporating and condensing temperatures corresponding to the pressures seen by the
compressor. There are several compressor maps currently available in the RFSIM model. For
the top-mount Amana and Whirlpool refrigerators, there is a map made just from the compressor
manufacturer’s data and there is another map made with the manufacturer’s data and calorimetry
data from the refrigerators taken at the ACRC. There is also a single compressor map available
for the new Amana side-by-side refrigerator. The user can select a particular compressor map
just by changing the value of the parameter “CompNum” in the XK file according to the

following legend:

Top-mount Amana (manufacturer's data)

Modified top-mount Amana (manufacturer's data and calorimetry data)
Whirlpool (manufacturer's data)

Modified Whirlpool (manufacturer's data and calorimetry data)
Side-by-Side Amana (Manufacturer's data)

N H W N =

55



If a new compressor map needs to be added to the list, this can be done by modifying the
functions “wf” and “Pcompf” located in EQNSUBS.f. The new coefficients for the mass flow
and power map need to be added to the “IF-ELSE IF-END IF” structure in each function and a
new CompNum value needs to be assigned to the coefficients.

To assist in the modeling of variable-speed compressors, two parameters have been added
to the RFSIM model: beta_wmap and beta_Pmap. These two parameters are factors that are
multiplied by the mass flow and power values returned by the compressor maps, respectively.
These factors can be used to simulate the effect of changing the speed of the compressor if the
user knows how the mass flow rate and power change with respect to the speed. If they are both
equal to one, then the compressor maps are not adjusted at all.

It should be noted that the adjusted values (mass flow and power) will not always be
equal to the original values multiplied by the “beta” factors. This is because the “beta” factors
will change the mass flow and power, which will change the evaporating and condensing
temperatures that the compressor maps are dependent upon. In other words, the ratio of the new
to old values will not necessarily equal the “beta” ratios because the evaporating and condensing
temperatures at the new condition can be different than they were at the old condition.

Another issue dealing with the compressor modeling is the curve fit that relates the
compressor shell temperature to the discharge (refrigerant at the compressor exit) temperature.
This curve fit is needed for the “hA AT” equation that calculates the heat transfer from the
compressor. The AT is the temperature difference between the shell temperature and the
temperature of the air stream flowing over the compressor. The two equations (relating shell to
discharge temperatures) that have been developed for the top-mount Amana and Whirlpool
refrigerators are very similar, and therefore, it would seem that either curve fit could be used for
any refrigerator if nothing else is available. The curve fit from the Amana might work better
with reciprocating compressors and the expression from the Whirlpool might work better with
rotary compressors. If a new curve fit is available, it can be inserted in the governing equations
located in EQNS.f." The hA of the compressor shell in the above equation is also needed, but it

will be discussed in a following section.

A34 1 meter
Although the RFSIM model is general enough to be used for most domestic refrigerators,

the parameters within the XK file define the particular refrigerator that is actually being modeled.
Therefore, it is important for the user to be aware of the parameters that are unique to a given
refrigerator simulation. All of the constants that define a refrigerator are stored as parameters
(Ks) in the XK file. Most of the parameters in the XK file can be place into one of three groups
based upon their function within the RFSIM model. However, some of the parameters could
legitimately be placed in more than one of the groups depending on how the model is being used.

56



The purpose of this section is not to give a definition of all the parameters in the model, but
rather, to give users a better understanding of the general nature of the parameters required to

run the model.

A.3.4.1 Directly measurable parameters

This group includes all the parameters that define the directly measurable characteristics
of the model refrigerator. If the purpose is to simulate an existing refrigerator, the majority of
these parameters can be easily measured and placed into the XK file. However, if the model is
being used as design tool for a new refrigerator, then some of these parameters will instead be
specified by the user. Most of these parameters involve the physical dimensions of the
refrigerant system. Roughly speaking, this group includes the following parameters: evaporator
and condenser fan powers; internal volumes of the compressor, filter drier, and accumulator;
lengths and diameters of all the tubing in the refrigerant system; and several details about the
geometry of the condenser and evaporator such as the number of return bends, number of
equivaleht circuits, etc. For a comprehensive list of all the measurable parameters in the system,

the reader is referred to the Appendix G.

A.3.4.2 Empirically determined parameters

These parameters also define the model refrigerator, but they are usually determined from
some kind of experiment or empirical correlations. As with most thermal models, some of the
most difficult parameters to obtain for the RFSIM model are those dealing with the heat transfer
in the system. There are nine such parameters that fall into this category:

UAf Overall heat transfer conductance of the fresh-food section

UAz Overall heat transfer conductance of the freezer section

haircond Air-side convection coefficient of the condenser

hairevap Air-side convection coefficient of the evaporator

hAcomp Overall heat transfer conductance (compressor shell to the air stream)
vdotcond Volumetric air flow rate over the condenser

vdotevap Volumetric air flow rate over the evaporator

frecirc Air recirculation fraction from the condenser exit to the condenser inlet

The values of these numbers could come from experimentation, correlations,
manufacturer’s estimates, or previous experiénce with refrigerators. Obviously, it would be
desirable to have accurate values for all these parameters, but if some are not available, then the
user’s best estimates will have to suffice.
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Currently, the user can specify a value for haircond and hairevap or can use a particular
air-side convection correlation instead. This choice is made through the use of the hcondNum
and hevapNum parameters in the XK file. If the value for either of these two flags is set to “0”,
then the RFSIM model will use the values given in the XK file for haircond or hairevap. If either
flag value is greater than “0”, then a particular air-side heat transfer correlation will be used and
the value of haircond and hairevap will be calculated and marked as a “C” in the XK file.

Currently, there are only two correlations available in the RFSIM model. The first,
hcondNum and hevapNum equal to “1”, is a curve fit of the air-side convection coefficient for
the Amana top-mount refrigerator verses air velocity (Cavallaro and Bullard, 1995). It was
found that the air-side convection coefficient could be correlated to the air velocity according to

Equation A.1 shown below.

by =AeVE . (A.1)
Where V is the velocity of the air [ft/sec], and A and B are experimentally determined constants.
In the RFSIM model, the velocity of the air is determined from the above volumetric flow rates
and the heat exchanger’s frontal flow area. The second correlation, hcondNum and hevapNum
equal to “2”, is a curve fit of the same form for the Whirlpool refrigerator. However, the
correlation was generated by assuming that the B constant in Equation A.1 would be the same for
the Whirlpool as it was for the Amana. The A constant was then determined from the one data
value of air-side convection coefficient that was estimated from data. '

Since the two correlations were developed for specific refrigerators, it is not
recommended that they be used for other refrigerators unless a new value of the coefficient A is
determined. This could be done as it was for the Whirlpool if at least one value of the air-side
convection coefficient at a known volumetric flow rate is available. The user can add this type of
correlation, or any other, by modifying the functions “haircnd” and “hairevp” in the file
EQNSUBS.f. The new correlations will have to be assigned a new number and then placed
within the “IF-ELSE IF- END IF” structure in both functions. The list of arguments passed to
the functions will have to modified if the new correlations are dependent on more than

volumetric flow rate and frontal flow area.

A.3.4.3 Operational parameters

For a given refrigerator, there can be a large number of operating conditions that the user
wishes to simulate. Strictly speaking, the “load” imposed on the refrigerator is defined by the

following five parameters:

tamb Ambient temperature
tafrez Average air temperature in the freezer compartment
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tafrig Average air temperature in the fresh-food compartment
FrezHeater =~ Heater (or other load) in the freezer compartment
FrigHeater =~ Heater (or other load) in the fresh-food compartment

The ambient temperature, plus any correction due to the recirculation fraction, sets the
temperature of the air entering the condenser, and therefore, it affects the condensing
temperature. Together with the two compartment temperatures, the ambient temperature also
determines the heat transfer through the walls of the refrigerator. The two compartment
temperatures determine the inlet air temperature to the evaporator, and thus, they affect the
evaporating temperature.

The last two parameters, FrezHeater and FrigHeater, are used primarily when the model’s
ability to match steady-state data is tested. Experimentally, heat is added to both compartments
to maintain the steady-state conditions, and therefore, heat has to be added to the steady-state
model as well. These parameters can also be used to simulate the effect of any additional heat
input that may be in either compartment.

There are four other parameters that could be added to this group since they also define
the operating condition: beta_wmap, beta_Pmap, beta_condfan and beta_evapfan. The first two
parameters are related to the speed of the compressor and have already been discussed.
Beta_condfan and beta_evapfan are the ratios of the new fan speeds to their nominal values for
the condenser and evaporator, respectively. These ratios are used to determine the new values of
the volumetric flow rates through the fans and the power consumed by the fans. According to the
fan laws, the ratios of the new to nominal volumetric flow rates will be equal to the "beta"
factors. Also according to the fan laws, the ratios of the new to nominal shaft powers will be
equal to the "beta" factors raised to the 3rd power.

As with the compressor “beta” parameters, these fan “betas” have been added to the
model to assist with the simulation of variable speed systems. The difference between the
compressor’s and the fans’ “betas” is that the nominal values are calculated for the compressor,
but nominal values have to be given for the volumetric flow rates and fan powers. If the fan
“betas” are set to equal to one, then the RFSIM model will just use the nominal values given for

the volumetric flow rates and powers.

A H xchanger geom
Probably the most difficult issues within the model to describe are the heat exchanger

geometries. It is difficult because there are a number of modeling geometries that can occur in
domestic refrigerators. Since the heat transfer of each “zone” of the heat exchangers are modeled
with the effectiveness-NTU equations, the following information is needed for each zone: the
inlet air temperature, the inlet refrigerant temperature, and the configuration of the particular
zone (i.e. parallel flow, counterflow, etc.). Although every evaporator will be modeled with two
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zones, for example, the configuration of the zones and the calculation of the inlet refrigerant and
inlet air temperature for both zones may be different for each case.

In the evaporator of the top-mount Amana, the two-phase and superheated zones were
both in a counterflow configuration with the air stream (see Figure D.3 in Goodson and Bullard,
1994). In this case, the air first flowed over the superheated zone and then over the two-phase
zone. Therefore, the air temperature at the inlet of the two-phase zone could be calculated
directly by an air-side energy balance across the superheated zone.

In the Whirlpool, however, half of the evaporator is in a counterflow configuration and
the other half is in a parallel flow configuration (Appendix B). Therefore, some of the two-phase
zone is in a counterflow configuration, and the other part of the two-phase zone and the
superheated zone is in a parallel flow configuration. Although the effectiveness of a two-phase
zone is independent of the flow configuration, the effectiveness of the superheated zone does
depend on the configuration. The heat transfer in the superheated zone also depends on the inlet
air temperature which has to be calculated from an energy balance on the parallel-flow portion of
the two-phase zone. Therefore, if the Amana evaporator equations had been used to model the
Whirlpool evaporator, there would be some error in the results.

The preceding example was used to illustrate the potential problems in the heat exchanger
modeling within the RESIM model. If the user wants to model a refrigerator with a different
evaporator or condenser geometry than currently used, he/she may have to modify the governing
equations, add or delete governing equations, or just use the existing configuration and live with
the errors. Since the single phase zones account for a small fraction of the heat transfer in the
two heat exchangers, the error of an incorrect conﬁgufation may be negligible. If the governing
equations are to be modified, then the user should use the existing FORTRAN code and the
information in Appendix B as examples of how the heat transfer is modeled.

A.4 Running the RFSIM model

Although much of the following information is covered within the Appendix A of Mullen
and Bullard (1994), it will be repeated here in the context of the RFSIM model. The intent of
this section is cover, with some detail, things that are unique to the operation of the RFSIM
model while referring the reader to Appendix A of Mullen and Bullard (1994) for the
information that is common to any model solved by the ACRC solver. |

A.4.1 Compiling the FORTRAN code

- The first step in running the RFSIM model is compile all the FORTRAN files that make
up the model and the solver. Since there are several files containing source code and “Include”
files, it is recommended that the model be compiled through the use of a “make” file. . Although
the exact form of this file will vary depending on the platform used to run the model, the basic
idea to link together all the source code and create an executable program. The benefit of using a
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“make” file is that the entire model FORTRAN code will not have to be recompiled every time a
change is made to one of the subroutines or functions. Only the file containing that routine will
have to be recompiled. However, if the user is unable to compile the program in this way, he/she
can always merge all of the FORTRAN source code (*.f files) together into one file and then
compile the file using the particular command of the FORTRAN compiler in use.

4.2 Initializin RF

Once the model is compiled, the next step is to make sure that the desired values of the
parameters and initial guesses for the variables are in the XK file named “XK” in the model
directory. As mentioned in A.1, this “XK? file serves as the input for the model. The next step
is to make sure that the solver options and the type of model run desired are correct as listed in
the files “SLVERSET” and “INSTR”, respectively. The file SLVERSET contains the settings
for various Newton-Raphson parameters such as the convergence criteria and number of
iterations, and it also contains information specifying the type of model output. The INSTR file
tells the solver whether it is to perform a “SINGLE”, “MULTIPLE”, “SENSITIVITY”, or
“UNCERTAINTY” analysis. The details about the SLVERSET file and the analyses options in
the INSTR file can be found in Appendix A of Mullen and Bullard (1994).

A4 ing the m lution
When the above steps are completed, the RFSIM model is ready to be run. Currently in

the Convex C240 (UXH) environment, this is done by typing “RFSIM” at the prompt. When the
program is executed, the following text will be printed to the screen: ‘

Single Run using extender: out

Rebuild the NonZerolList?
"y" if residual equations have been modified or if parameters and/or

variables have been swapped (y/n)?

The concept of the NonZeroList has already been discussed in A.1.1 and in Appendix A
of Mullen and Bullard (1994). Basically, the user should type “y” if an X and a K have been
swapped since the last model run or if the governing equations have been modified by changing
the number of variables (Xs). If the user is not sure, then he/she should rebuild the NonZeroList.
It takes a little more time to run the model when the NonZeroList is rebuilt, but it is better to be

safe than sorry.
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A.4.4 Checking routines
A.4.4.1 Initial checking

Whether the user types “y” or “n” in response the above question, the model will perform
an initial check of the model run defined by the XK file to set the values of several important
logical flags. When it does so, it will print messages to the screen similar to the following:

The evaporator has a superheated exit.

The condenser has a two-phase exit.
The captube-suction line hx model IS NOT being used.

These three statements let the user know the exit conditions of the evaporator and
condenser and whether the capillary tube-suction line heat exchanger model is being used. The
checking of the heat exchanger exit conditions is done in the subroutine “IC” located in the
CHECKMOD.f file. This subroutine not only prints statements to the screen like the ones above,
but it also set the values of three logical flags (Evap2phX, Cond2phX, and CTSLHXSIM) that
are used in various parts of the model. The above case would correspond to the following flag
values: Evap2phX = “false”, Cond2phX = “true”, and CTSLHXSIM = “false”. Since the
possible scenarios for exit conditions of the evaporator and condenser are identical, they will be
presented here for the evaporator only.

In the evaporator and condenser, only one of the two variables (i.e. superheat or exit
quality) may be specified as a known value. Although this may seem counter-intuitive since a
quality exit dictates a superheat of zero, this is the way that it has to be done in the RFSIM
model. The above statement for the evaporator indicates that the user specified the variable
“superheat” as a K and gave it a value greater than zero. If the superheat was a K and the value
was equal to or less than zero then the following warning statement would appear instead of the

one above:

The superheat must be greater than zero !

In this case, the flag Evap2phX would still be “false” and superheat would be given a
value of 1.0 °F so the model would not crash. Likewise, the statement for the evaporator exit
would be one of the following if the quality at the exit of the evaporator, “xoe”, was a K:

The evaporator has a two-phase exit.

or

The xoe must be between 0.0 and 1.0 !

In the second case, the value of xoe was outside of its allowable range, so the model
reassigned it a value of 1.0. In either case, the flag Evap2phX set to a value of “true”. If xoe and
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superheat were both flagged as Ks, then the model would print the following warning to the

screen:

xoe and superheat cannot both be known! Check XK file!

In this case, the user should stop the program and modify the XK file since the program
will probably crash anyway. The only other possibilities for the evaporator exit are when both
xoe and superheat are variables (Xs). In this case, the IC subroutine will determine whether the
exit is two-phase or superheated based upon the values of the two variables. If superheat was
greater than zero and xoe was equal to 1.0, the following statement would appear on the screen:

Initially, the evaporator has an superheated exit.

Notice the word “Initially” at the front of the statement. This indicates the superheated
exit is not fixed and can change to a two-phase exit during the simulation as will be described
later. However, the flag Evap2phX will be given a value of “false” as before. Likewise, if the
value of xoe is in between 0.0 and 1.0 and superheat is equal to 0.0, then the following statement

will appear on the screen:

Initially, the evaporator has an two-phase exit.

As with the previous case, this indicates that the two-phase exit is not fixed and can
change to a superheated exit during the simulation. To start with, the flag Evap2phX is given a
value of “true”. If the values of superheat and xoe do not fall into one of the two scenarios just
described, then the IC subroutine will print the following warning:

The guesses for superheat and xoe were inconsistent!

This simply means that the subroutine cannot tell whether the user intended that the
initial exit condition of the evaporator be two-phase or superheated. An example of this would
be when the initial values were 0.98 for xoe and 2.0 for superheat. One of these guesses would
indicate a two-phase exit, but the other guess would indicate a superheated exit. As a default, the
subroutine will change the value of xoe to 1.0 and the value of superheat to 0.0, and the flag
Evap2phX will be given a “true” value. It really does not matter whether the subroutine assumed
that the initial exit was two-phase or superheated since the actual exit condition will be

determined during the solution.

A.4.4.2 Boundary checking

Boundary checking is done after every iteration of the RFSIM model. The boundary
checking only has meaning if the state of one or both of the heat exchanger exits is unknown. As
before, only the evaporator exit will be discussed here because the situation at the condenser exit
is identical.
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In the Newton-Raphson method, the variables are changed each iteration in a way that
makes the entire variable set closer to satisfying the governing equations. During one iteration, it
is possible that one or more of the variables associated with the exit of the evaporator may be
changed to a value that is physically impossible because the solution “wants” to go to the other
exit condition. For example, if the evaporator initially has a two-phase exit, and the value of xoe
is changed to a number greater 1.0, this indicates that the exit is probably superheated. Actually,
this example is one of the scenarios that happens quite often when running the model. When it
does happen, the following message will be printed to the screen:

Two-phase evaporator with xoe > 1
#Switching to superheated evaporator

When the evaporator exit is switched from two-phase to superheated, the following
events occur within the model: Evap2phX is given a value of “false”; superheat is given a value
of 1 °F; xoe is given a value of 1.0; and several other variables associated with the superheated
zone of the evaporator are given reasonable initial guess values.

If the evaporator initially has a superheated exit, there are at least two different
indications that the exit is really two-phase: the value of superheat is changed to a number less
than or equal to 0.0; the value of the superheated faction of the evaporator, “fsupevap”, is
changed to number less than or equal to 0.0. Although these two “warnings” usually occur
together, they are both included in the boundary checking routine. Depending on which one of
these events occur, the subroutine will print one of the following messages to the screen:
Superheated with superheat <= 0.0
#Switching to two-phase evaporator
or

Superheated with fsupevap <= 0.0
#Switching to two-phase evaporator

Regardless of which warning triggers the switch, the same events will occur within the
model when it happens: Evap2phX is given a value of “true”; xoe is given a value of 0.99;
superheat is given a value of 0.0; fsupevap is given a value of 0.0; and the two-phase fraction of
the evaporator, “f2phevap”, is given a value of 1.0.

On occasion, the one of the heat exchanger exits will switch back and forth from two-
phase to a single-phase. Sometimes the model eventually settles on a two-phase or single-phase
exit, but sometimes it does not. It will keep switching exits until the number of iterations
specified in SLVERSET has expired. Although the switching problem seems to occur when the
actual exit should be very close to saturation, it is not known how it can be fixed. Several
attempts to solve the problem were unsuccessful. The only advice that can be given if this occurs
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during the simulation is to slightly change one or more of the parameter values. This seems to be
enough to get the model away from whatever problem causes the hang-up.

A.4.4.3 Final checking

The only checking done in the RFSIM model after the solution is complete is on the
saturation temperatures used in the compressor maps. The curve fits that describe the mass flow
rate and power consumption of the compressor are functions of the evaporating and condensing
temperatures. Since these curve fits were made with data that has a fairly limited range, it is
possible that one or both of the temperatures may be out of the data range, and therefore, the
compressor map values will be extrapolations. If this occurs, one or both of the following

warnings will be printed to the screen:

The condensing temperature (tsat@) is outside map.

or

The evaporating temperature (tsatll) is outside map.

If either of the temperatures is out of range of the map data, nothing happens other than
the printed warning. Since it is not really known how much error is involved in the
extrapolations, it is up to the user to decide if the results from such a simulation are to be

considered valid.

A.S Helpful hints for using the model
As with any program, there are some aspects of the RFSIM model that cannot be learned

without running the model. The purpose of this section is pass on some of that experience that
the author has acquired through the extensive use and modification of the model. As with some
of the other sections in this document, some of the information presented here has already been
covered elsewhere. The information about the use and modification of the model will be

presented in numbered format to save space and time.

A.5.1 Using the model
1. Once a solution is obtained as an “XK.out” file, it should be save somewhere else in the

directory under a name other than “XK” or “XK.out”. If several previously obtained,
unaltered solutions exist, the user will have a much easier time of obtaining new

solutions.
2. To obtain a solution that is far away from an existing solution in “parameter space”, two

things can be done:
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a) Manually increment the parameters, solve the model, and then copy the “XK.out”
solution onto the “XK” input file for the next run. Repeat this process until the
final solution is reached.

b) Use the MULTIPLE run analysis described in Appendix A of Mullen and Bullard
(1994). This is the better option since the model can be used to automatically
increment the parameters and march towards the final solution.

The model is very sensitive to changes in certain parameters like “Mtotal” and “Dct”. If

these parameters have to be changed over a wide range, then the MULTIPLE run analysis

with several intermediate steps is the best way to do it.

There are times when the model is not able to solve a particular point (a solution for a

given set of parameters). There are a couple of recommendations for these problems

depending on the situation:

a) If the problem poixit is a SINGLE run or if it is a “real” (as opposed to an
intermediate) point in a MULTIPLE run, the point can be approached from a
different direction. For example, a MULTIPLE run is being used to vary the
ambient temperature from 100 °F to 60 °F in steps of five degrees, and the model
cannot solve the point corresponding to a temperature of 75 °F. The model may
solve if the point is approached from a lower temperature instead.

b) If the problem point is a intermediate point in a MULTIPLE run that is affecting
the real points later in the run, the number of intermediate steps between each real
point can be changed. This will cause the model to not attempt that exact point,
and thus, the problem point may be “jumped” over in the process.

If Xs and Ks are switched, rebuild the NonZeroList, and run the model before any

numerical changes are made to the parameters. Once the solution has been obtained in

the new configuration, then the parameters can be adjusted, and the model can be solved.

Sometimes the model cannot handle the “shock” of an X-K switch and a change in one or

more of the parameters at the same time.

Although it was already recommended in A.4.3, the NonZeroList should be rebuilt if the

user has any doubt about the necessity of doing so. If the model is run, and there are

error messages about a “singularity” within one or more residual equations, then the

NonZeroList probably needs to be rebuilt. Also, if the model is run, and the residuals do

not seem to be going down as fast as normal, the NonZeroList may need to be rebuilt.

A.5.2 Modifying the model

A comprehensive checklist for the modification of any model solved by the ACRC solver can be
found in Appendix B of Mullen and Bullard (1994). The list presented below will be an
abridged version of the comprehensive checklist that will be sufficient for most situations.
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1. If variables (Xs), parameters (Ks), or calculated values (Cs) are added to the XK file, the

following has to be done:

a) Their order must agree with the order of the Xs, Ks, and Cs within
EQUIVLNT.INC.

b) All of the Xs, Ks, and Cs should also be declared as double precision FORTRAN
variables in EQUIVLNT.INC.

c) The number of variables (Xs) must match the number given by the FORTRAN
variable “NumVar” located in INITMOD.f. The sum of number of parameters
(Ks) and calculated values (Cs) should match the number given by the
FORTRAN variable “NumPar” located in INITMOD.f.
d) Obviously, if any variables (Xs) are added, then the same number of residual
" equations has to be added to EQNS.f.

2. If any of the residual, or governing, equations are modified, then the NonZeroList has to
be rebuilt the next time the model is run.

3. If any residual equations are added to or removed from EQNS.f, the following has to be
done:

a) The computed GOTO numbers in the FORTRAN must match the number labels

for each residual equation.
b) The indices of the “R()” array must be continuous for all the residual equations.

c) The number of residual equations must match the number of variables (Xs) in the
XK file and the number given by the FORTRAN variable “NumVar” located in
INITMOD.f.
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Appendix B
ACRC Refrigerator/Freezer Model (RFSIM) Description

The purpose of this document is twofold: to present the theory behind the governing
equations and some of the supporting routines used in the Refrigerator/Freezer Simulation
(RFSIM) Model; and to describe the model, in sufficient detail, so that users with access to the
FORTRAN code will be able to understand the existing model and make modifications that will
certainly arise during the use of the model.

Some of the information presented here is covered elsewhere due to the close relationship
between the ACRC Solver and the RFSIM model. This document is similar to Appendix D of
Goodson and Bullard (1994) since much of the information has not changed in the new version
of the model. In order to have a single, current model description, some sections have been
replicated (either conceptually or exactly) from the previous appendix with the consent of the

authors.

B.1 Governing Equations
There are several topics concerning the format of the governing equations that have to be

covered before the theory of the equations themselves can be explained. Throughout this
document, the governing equations will also be referred to as “residual” equations for reasons
that will soon become clear. All of the governing, or residual, equations are located in the
FORTRAN file “EQNS.f”.

B.1 f th ion
B.1.1.1 Residual Format

The Newton-Raphson (NR) method that is employed by the ACRC Solver to solve the
system of non-linear equations requires that the equations be written in residual format. This
means that all of the variables and parameters on one side of the equation must be moved to the
other side of the equation. In algebra, the contents of one side of the equatidn would then be
equal to zero. In the NR method, however, the contents are set equal to a “Residual” value that
will change with every iteration. The function of the NR method is to change the variables
within the residual equation so that the residual value becomes smaller and smaller. Once the
residual value goes below some specified tolerance (near zero), the equation is considered to be
solved. As an example, an equation written in algebraic form would appear as follows:

x2 +7 =15
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However, in residual format the equation would appear as follows:
Res(1) = 15 - (xX* + 7)

The above equation would be solved when the “Res(1)” value was less than some
specified tolerance. The residual value was written in an array, or subscripted, form because
most numerical implementations of the NR method, including the ACRC Solver, will designate a
single array that will contain all of the residual values. Although all of the governing equations
will appear in the above residual format, there are some additional characteristics of the EQNS.f

file that will be discussed.
B.1.1.2 Sparse Matrix Jacobian Calculation

B.1.1.2.1 Theory
A detailed description of the NR method can be found in Stoecker (1989), and a

somewhat abridged description can be found in Appendix A of Mullen and Bullard (1994). One
of the steps in the NR method is the calculation of the Jacobian matrix which is used to solve for
the variable increments (AX) through the linear algebra shown in Equation B.1.

[J][4X]=[R] (B.1)

Where J is the Jacobian matrix and R is the residual array. The above set of linear equations has
to be solved at every iteration in order to increment the variables toward a solution. The
Jacobian matrix is a NxN matrix of partial derivatives of all N number of residual equations with
respect to all N number of variables. Since many of the residual equations are functions of only
a few variables, many of the partial derivative “spots” in the matrix will always be zero. If the
entire Jacobian (NxN partial derivatives) is calculated every iteration, the computation time can
become quite excessive. Therefore, it is very beneficial to only calculate the partial derivatives
that will ever be non-zero during the iterations. This technique is known as a “sparse-matrix”
Jacobian calculation, and it affects the format of the residual equations in EQNS.f.

B.1.1.2.2 Implementation in the ACRC Solver
In order to calculate just the necessary partial derivatives, the residual equations are
placed within a computed GOTO structure. A sample computed GOTO statement is shown

below:

GOTO (10, 20, 30), NUM

If NUM in the above statement equals 1, the program will shift control to line number 10. If
NUM equals 2 or 3, the program will go to line number 20 or 30, respectively. Although the line
numbers here have been listed in ascending order, there are no restrictions on the line numbers.
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It is the position within the parenthesis, not the value of the line numbers, that determines which

line number the program shifts control to.
The computed GOTO structure containing the residual equations can be illustrated by a

simple example.

ELEMENT = 1
1 EQNUM = NonZerolList(ELEMENT,VariableNum)
ELEMENT = ELEMENT + 1

GOTO(10, 20, 30),EQNUM
IFCEQNUM.EQ.@) GOTO 99

10 R()=x+y -7

Goto 1

20 R(2) = x’+ 22 - 16
Goto 1

30 RB)=y+2-9
Goto 1

99 END

In this three-equation set, the integer variable EQNUM would determine which residual equation
was evaluated. The value of EQNUM is obtained by reading a particular memory location from
the two-dimensional array NonZeroList. The NonZeroList is a list that stores the numbers all of
the residual equations that have to be evaluated in order to calculate the partial derivatives for
each variable. For example, the variable “x” affects the 1% and 2™ residual equations only.
Therefore, the NonZeroList would show that only these two residuals would need to be evaluated
for the purpose of calculating the partial derivatives with respect to the variable “x”.

After every residual equation evaluation, the program shifts control back to line number 1
so the EQNUM can be assigned a new number and the next appropriate residual equation can be
evaluated. When all of the necessary residual equations for a particular variable’s partial
derivative calculations have been completed, the value of EQNUM will be set to zero and the
residual values will be returned to the subroutine that called the above sample code.

As in the above example, all of the actual residual equations in EQNS.f need to preceded
by a unique line number that is also in the computed GOTO statement. The residual equations
should be followed by the “GOTO 1” statement as well. The order of the residual equations is
arbitrary because the ACRC Solver will determine the correct residual numbers for each variable
when it builds the NonZeroList. In other words, if the 2™ and 3" residual equations were
switched, the new NonZeroList would show that the 1% and 3™ residual equations would have to
be evaluated for the partial derivative calculations with respect to the variable “x”. For more
information about the NonZeroList, see Appendix A.
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B.1.1.3 Equation Switching

It is sometime necessary, in a model like the RFSIM model, to have the ability to switch
between two or more residual equations that describe the same component. For example, a
certain one-variable curve fit may be included as a residual equation, and it may have a different
form depending on the value of one of its independent variable. If the variable is less than 100,
the curve fit may be linear, and if the variable is greater than 100, the curve fit may be a
quadratic. Although there are no such curve fits in the RFSIM model, there is a need for the
equation switching ability just described because of the form of the evaporator and condenser
models and the implementation of the capillary tube-suction line heat exchanger model.

Since the heat exchangers are modeled in zones (subcooled, two-phase, superheated),
they may be some solutions where the condenser, for example, has a two-phase exit and others
were it has a subcooled exit. If there is a two-phase exit, the entire set of subcooled equations
(heat transfer, pressure drop, etc.) will not have any meaning. If equation switching were not
available, then separate models for every possible combination of heat exchanger exits (i.e.
subcooled condenser and two-phase evaporator) would have to be developed. The user would
essentially have to know the heat exchanger exits before the model was solved. This
arrangement would obviously be cumbersome and not very useful.

The equation switching for both heat exchanger exits are performed with the help of the
logical flags “Evap2phX” and “Cond2phX”. These two flags are both “true” if the respective
heat exchanger exits are two-phase. The values for these flags are set in the initial checking (IC)
and boundary checking (BC) subroutines in the CHECKMOD:f file, and the process is described
in section A.4.4.1, A.4.4.2, B.2.1, and B.2.2. Therefore, when the model is run and the residual
equations involving the exit states of both heat exchangers are to be evaluated, the above flags
tell the solver which equations to use. For example, the refrigerant-side heat transfer in the

subcooled zone of the condenser is described by the following residual equation:
IF (Cond2phX) THEN
R(cond+1@) = @ - gsubcond
ELSE

R(Ccond+10) = w*(h20 - h3) - gsubcond
END IF

If the condenser has a two-phase exit (Cond2phX = “true”), then heat transfer in the
subcooled region is set equal to zero. However, if the condenser has a subcooled exit
(Cond2phX = “false”), then the heat transfer is equal to the mass flow rate (w) times the
difference in enthalpy at states 20 and 3.

There are several other residual equations describing the capillary tube-suction line heat
exchanger (ct-slhx) that require a similar switching ability. Each residual equation contains two
possible equations that can be used depending on whether the ct-slhx model is used within the
RFSIM model. The flag that indicates whether or not the capillary tube model is being used is
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“CTSLHXSIM?” and its value is also set in the initial checking (IC) subroutine. If the capillary
tube-suction line heat exchanger model is being used, the CTSLHXSIM flag is given a “true”
value. Unfortunately, it is somewhat more difficult to see the “equivalence” between the two
equations that are switched by means of the logical flag value. Therefore, these equations will
not be shown here, but they will be presented when the modeling of the ct-slhx is discussed.

B.1.1.4 NonZeroFlag

The NonZeroFlag is a logical flag used to indicate when the NonZeroList is being
calculated. There are some instances where it must be used because of the equation switching
capabilities which were just explained in section B.1.1.3. There are other instances when it is
very useful, but optional, because it can greatly reduce the amount of time required to rebuild the
NonZeroList. As an example of a situation where it must be used, the equation concerning the
heat transfer in the subcooled zone of the condenser will be discussed again.

1640 IF (.not.NonZeroFlag) THEN

IF (Cond2phX) THEN
R(cond+10) = @ - gsubcond

ELSE
R(cond+10) = w*(h20 - h3) - gsubcond
END IF
ELSE
R(cond+1@) = gsubcond + w + h20 + h3
END IF
GOTO 1

As discussed earlier, the equation flag Cond2phX dictates which equation is to be used.
However, the possibility of two equations poses a problem for the sparse matrix Jacobian
calculation. The NonZeroList shows all the residual equations that a particular variable can
possibly affect. Since the NonZeroList is only calculated once, at the beginning of a solution, it
is possible for the list to be incorrect if the equations are switched during the solution.

In the above equation, only one variable (qgsubcond) appears if there is a two-phase exit,
but four variables (gqsubcond, w, h20, h3) appear if there is a subcooled exit. Therefore, if the
NonZeroList were built when the exit was two-phase, only one variable (qsubcond) would have
an effect on this particular residual equation. If the exit condition of the heat exchanger changed
during the iterations, the NonZeroList would no longer be correct and the necessary partial
derivatives (with respect to w, h20, and h3) would not be taken.

To remedy this problem, an extra equation and logical flag has been added to all the
equations involving the exit states of the heat exchanger. When the NonZeroFlag is “true”, a
dummy residual equation is evaluated that includes every variable that occurs in both of the real
equations. The form of this equation is irrelevant since the NonZeroList only checks to see if the
residual changes with a change in the variable. Therefore, it is easiest to simply add up the
variables as shown above in the example. It is a good idea to also include any parameters (Ks)
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that might be in the either equation in the dummy equation since parameters can easily become
variables through the X-K swapping discussed in A.1.1and A.1.2. When the NonZeroFlag is
“false”, one of the actual residual equations is evaluated.

Sometimes it may beneficial to add the extra “IF-ELSE IF-END IF” logic and the dummy
residual equation even when it is not absolutely necessary. The reason for doing this is because
every partial derivative location in the Jacobian matrix is calculated when the NonZeroList is
built. Even with simple equations, this can be computational expensive, but building the
NonZeroList can be extremely slow when some of the residual equations contain lengthy
subroutines and function calls.

In the RFSIM model, the prime example of this is the capillary tube model subroutine.
Since it is called from the residual equations, the capillary tube model subroutine is called 112
times (112 partial derivative calculations of one of the residual equations w.r.t. every variable).
To eliminate this excessive computation time, a dummy residual equation was added that
contained all the variables and parameters that might ever affect those particular residual
equations. This technique is used in a few other residual equations that involve relatively
complicated routine calls. However, the user must be careful not to overlook any variables and
parameters that might affect the residual equation since this will result in an incorrect
NonZeroList.

B.1.1.5 Equation Counters

One of the advantages of using a Newton-Raphson solver is that the equations do not
have to be in any particular order. For convenience, however, the RFSIM model places the
residual equations into groups by component or sub-model. If it is necessary to insert an
equation into the middle of the residual equations, then the indexes of all of the residual values
following that one will need to be renumbered by adding one to their current number.

To make modifying the model a little easier, integer counters were developed to mark the
first location in each group of equations. For example, if the first condenser equation is the 71"
residual equation, then the counter for the condenser group (cond) will be equal to 71 and the
residual value of that equation will be denoted R(cond+0). All of the other residual values of the
condenser equations will be denoted R(cond+n) where n = 1, 2, 3, 4, etc. Therefore, if an
equation is added in the condenser group, then only the “n” part of the index of the residual
values of the condenser equations that follow and the integer counters of the groups that follow

will have to be increased by one.

B.1.2 Refrigerant state equations

The refrigerant state at every point in the cycle is defined by the group of equations
referred to as the “state” equations. This group of equations includes thermodynamic property
equations, pressure drop equations, and a few heat transfer equations. Typically, in the single-
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phase portions of the refrigerant cycle, the pressure and temperature are considered the
independent variables and the specific enthalpy and volume are obtained by the appropriate
property calls to the interpolation package described in Appendix D. In the two-phase portions
of the cycle, the pressure or temperature and the quality are considered the independent variables
and the specific enthalpy, specific volume, and the temperature or pressure are obtained by the
appropriate property calls to the interpolation package.

The pressures at every state point, with the exception of the compressor inlet, are related
to the pressure at the next state by a pressure drop equation. The refrigerant temperatures in the
two-phase portions of the cycle can be directly calculated from the pressures. However, it is
somewhat harder to see where the single-phase temperature values come from. Since the ACRC
Solver uses the NR method to solve the equations, it is unnecessary to have an explicit
éxpression for every variable in the model. In other words, the single-phase temperatures are
implicitly included in several equations in the model and their values are determined when the
entire model is solved. The enthalpies that are calculated through the thermodynamic property
routines are used in the refrigerant side energy balances. The volumes are used in the calculation
of the refrigerant mass and in the pressure drop equations.

The calculation of these thermodynamic properties can be best seen by looking at an
example. For each segment in the refrigerant cycle (i.e. superheated region of the condenser),
the states at the endpoints are defined and the pressure drop in the segment is calculated. Below
are the equations for the superheated portion of the condenser as they appear in EQNS.f.

CH ke kkkkkkkxxx%*%k%kk%¥*  Condenser Inlet dkkkkkkkkkk kR kR Rk ERREEER kKX EC

140 R(prop+6) = hpt(pl,tl) - hl
GOTO 1

160 R(prop+7) = vpt(pl,tl) - vl
GOTO 1

C*****%xx*% DPressure drop in the superheated condenser *¥*¥*k¥¥kkkkkisi(

180 R(prop+8) = DpSupCond - dpspHX(Dcond,STC,NSECTC,w,
& RTBCND*fsupcond,vl,v21,t1,t21,DZC*fsupcond, rough,@)

GOTO 1

200 R(prop+9) = pl - p21 - DpSupCond
GOTO 1

C******************** Condenser at Saturated vapor ********************C

220 R(prop+10) = TsatP(p21,1.0d0) -.t21
GOTO 1

240 R(prop+11) = htx(t21,1.0D0) - h21
GOTO 1

260 R(prop+12) = vtx(t21,1.0D0) - v21
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GOTO 1

At state 1 (condenser inlet), the enthalpy and volume are calculated by the single-phase
property functions “hpt” and “vpt” which return the properties as a function of pressure and
temperature. The pressure drop in the superheated portion of the condenser is returned by the
function “dpspHX”. This pressure drop (DpSupCond) is then set equal to the difference of inlet
and outlet pressure at states 1 and 21. At state 21 (saturated vapor), the temperature (t21) is
calculated by though the use of the “TsatP” function call. This function call requires the pressure
and the quality because it was written general enough to handle zeotropes where the temperature
would depend on quality as well as the pressure. The enthalpy and volume at state 21 are
calculated through the use of the “htx” and “vtx” functions and the saturation temperature (t21).
These could have just as easily been calculated through the use of the “hpx” and “vpx” functions
and the pressure (p21).

It should be noted that the heat transfer in the superheated condenser zone is calculated,
but it is done elsewhere in the group of condenser equations. The current method of dividing the
equations into groups is somewhat arbitrary, but the intention is to make the state equations as
independent and general as possible. In other words, if a different condenser geometry was
modeled in the RFSIM model, only the equations in the condenser group might have to be
modified. The state equations would remain the same as long as there was a superheated zone.

There are also a few equations which are in the model to account for the heat transfer in
the refrigerant tubing other than the condenser and evaporator. There is a heat transfer equation
for the discharge line (compressor outlet to condenser inlet) and the liquid line (condenser outlet
to capillary tube ihlet). Currently, these equations assume that there is no heat transfer in either
of these compbnents by setting the inlet enthalpy equal to the outlet enthalpy as shown below.

60 R(prop+2) = ho - hl
GOTO 1

This equation requires the enthalpy at the compressor discharge (h0) to equal the enthalpy at the
condenser inlet (h1). The equations have been kept in the model so that future users could easily
modify the model by adding terms to account for heat transfer in the discharge and liquid line.
There are also two equations that deal with the heat transfer in the capillary tube-suction line heat
exchanger. However, since these equations depend on the whether the capillary tube model is
used, they will be discussed with the other capillary tube equations.

B.1 h inven ion

The importance of the charge inventory calculations on the RFSIM model has been
presented in section A.2.2.2 and A.3.3 will not repeated here. Instead, the theory of the
equations used to calculate the refrigerant mass in the single- and two-phase components will be

presented.
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The calculation of the refrigerant mass in the single-phase components is a relatively
straightforward matter. The mass can be calculated through the use of the Equation B.2 shown

below.

Zﬂ”ﬁﬁ;""& (B.2)

vrefrigerant
This calculation is done in the “MassSingle” function call located in EQNSUBS.f. An example
of a residual equation that uses this function call is shown below for the suction line.

Msin gle—phase =

C****¥* The suction line r‘efr‘igerant mass 3 3k ok o 3 o ok ok ok ok ok ok ok 3k ok ok ok ok ok ok ok ok ok ok ok kK ok

1220 R(mass+6) = MSuctLine - MassSingle(volsuctline,v9,v11)
GOTO 1

The MassSingle function only requires the volume of the component, the inlet specific volume
and the outlet specific volume. These two volumes are averaged and then used in Equation B.2
to calculate the single-phase refrigerant mass.

There are two contributions to the total refrigerant mass that are contained in the
compressor: a single-phase vapor portion that exist in the free volume of the compressor sump,
and a liquid portion that is dissolved in the oil. The single-phase vapor refrigerant is calculated,
as with any other single-phase component, through Equation B.2. However, the calculation of
the liquid refrigerant dissolved in the oil is handled through the use of empirically determined
relations that predict the liquid fraction of the refrigerant in the oil. The two residual equations
that calculate the liquid refrigerant mass in the compressor oil are shown below.

C**** The mass of refrigerant dissolved in the oil (high-side sump) ****

1260 R(mass+8) = Mcompoil/(Mcompoil + Moil) - Woil
GOTO 1

1280 Aoil = Kloil + (K20il/Woil*#*(1.0/2.0))
Boil = K3o0il + (K40il/Woil*#*(1.0/2.0)) + (K5o0il/Woil) +
& (K60il/Woil**(3.0/2.0)) + (K70il/Woil**2.0)
Tstar = (1 - Woil)*(Aoil + Boil*p0)

nn

R(mass+9) = ((t0+460) - (Tsat0+460))/(Tsatd+460) - Tstar
GOTO 1

Together, these two equations define the liquid refrigerant mass fraction (Woil) and the
amount of refrigerant (Mcompoil) in the oil. The details of the user specified oil-refrigerant
solubility constants (K1oil through K70il), sump pressure (p0), and saturation temperature
(Tsat0) are discussed in A.3.2. This empirical model was developed by Grebner and Crawford
(1992).

The single- and two-phase refrigerant contained in the condenser and evaporator is
calculated through the function calls “MassCond” and “MassEvap”, respectively. The amount of
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refrigerant in the single-phase portions of the heat exchangers are calculated in the same way as
the other single phase components, but the calculation of the two-phase refrigerant mass is
significantly more complicated. Although the single-phase mass calculation is straightforward,
the function calls do contain logic so that the single-phase mass at the condenser and evaporator
exit will only be calculated if those phases exist. The actual residual equation that calls the
MassCond function is shown below.

C*¥****¥ The Condenser refrigeraht mass ¥¥F¥xkkkkkkkkkkkkkkkkkkkkkkkkkkkkk

1140 IF(.not.NonZeroFlag) THEN
R(mass+2) = MCond - MassCond(Volcond, fsupcond, f2phcond, fsubcond,

& vl,v21,v20,v3,xoc,t21,t20,w,Dcond,50,3)
ELSE
R(mass+2) = Mcond+Volcond+fsupcond+f2phcond+fsubcond+v1+v21+

& v20+v3+xoc+t21+t20+w+Dcond
END IF
GOTO 1

The first equation is the real residual equation and the second equation is an example of the
optional dummy residual equation that is used for the purposes of speeding up the evaluation of
the NonZeroList. The real equation sets the value returned under the name MassCond equal to
the system variable for the mass in the condenser, Mcond.

There are two primary factors that complicate the prediction of two-phase refrigerant
mass in evaporating or condensing flow: how the void fraction (ratio of the vapor cross-sectional
area to the total cross-sectional area) varies with quality; and how the quality varies with the
length of the heat exchanger tubing. The void fraction can be different for a given quality
because the slip (ratio of the vapor velocity to liquid velocity) can be different for a given
quality. The quality variation with length depends on the heat flux. If the heat flux is constant,
then the quality will vary linearly with the heat exchanger length.

The amount of refrigerant mass in a two-phase region can be calculated from Equation

B.3 shown below.

L L
V-[pgjoadn pfjo(z-a)dl]

Mtwo—phase = T - (B.3)
[t
The above expression for the two-phase mass can be rewritten as Equation B.4.
Muwo-phase =V -[pgWy + 07 (1-W, )] (B.4)

The variable W, includes the integrals in Equation B.3 and is described by Rice (1987) as the
“heat-flux-averaged void fraction over a given quality range”. Rice (1987) also found that the
heat flux assumption was unimportant for the calculation of the evaporator mass and probably
less important than choice of void fraction correlation for the calculation of the condenser mass.
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For this reason and a lack of knowledge about the actual heat flux in the two-phase portion of the
condenser, the heat flux is assumed to be constant. When this assumption is made, the
expression for W, can be written as Equation B.5 shown below.

1 x
Wy =—— [ a(x)dx (B.5)
(x, = x;) i

Thus, the problem of calculating the two-phase mass in the heat exchangers is essentially
a problem of choosing the correct void fraction correlation to integrate in Equation B.5. As
explained in A.3.2.2, the Premoli void fraction correlation is currently used in the RFSIM model.
In the MassCond and MassEvap function calls, the integral in B.5 is evaluated by numerical
integration (trapezoid rule) of the chosen void fraction correlation over the correct quality range.
With the value of W, (average void fraction), the two-phase mass is directly calculated with
Equation B.4.

The last refrigerant inventory equation is the charge conservation equation. As shown
below, all of the contributions to the total mass are summed and set equal to the total mass

(Mtotal).

c¥*¥* The total Chaf'ge in the System 3 3k 3k 3k 3 ok ok ok ok 3k ok ok ok ok 3k ok a3k ok 3k ok ok ok ok ok ok k3 ok ok ok ok ok ok ok

1300 R(mass+1@) = MCond + MEvap + MDisLine + MLiglLine + MAccum
& + MSuctLine + MCompvap + MCapTube + Mcompoil - Mtotal

GOTO 1

This is the equation that really constrains the system when the Mtotal is specified as a known
parameter (K) as discussed in A.2.2.2.

B.1.4 Compressor equations

There are five equations, other than the refrigerant charge equations, that are used to
model the compressor: mass flow rate through the compressor; power consumed by the
compressor; refrigerant-side energy balance about the compressor; air-side energy balance about
the compressor; and a rate equation describing the heat transfer from the compressor shell to the
air stream. Since there are several choices that the user must make in the compressor modeling,
many of the equations to follow have already been discussed in A.3.2.

The mass flow through the compressor and the power consumed by the compressor are
described by nine-parameter curve fits known as compressor “maps”. The mass flow and power
consumption are calculated as functions of the saturation temperatures corresponding to the inlet
and outlet pressures of the compressor. These relations, or the data necessary to make them, are
usually available from the compressor manufacturers. These empirical relations have not been
replaced by more physical compressor models because compressor maps are widely accepted and
understood within the refrigeration industry.
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The several maps that are currently available within the RFSIM model are described in
A.3.2. With the exception of the first map (top-mount Amana with manufacturer’s data), all of
the maps are specific to a particular compressor-refrigerant combination. Within EQNS.f, the
two residual equations involving the compressor maps appear as follows:

c¥**¥* The compressor map mass flow rate 3 3k 3 3 3k 3k 3k ok ok ok ok ok ok ok ok ok ok ok 3k ok ok ok ok ok ok ok ok ok ok ok ok

1320 R(comp+@) = beta_Wmap * wf(tsat@,tsatll,CompNum) - w
GOTO 1

c****  The COMPressor map power *¥**#xkkkkiikbsskbbrbsrbsribsrbrrbssbsss

1340 R(comp+l) = beta_Pmap * Pcompf(tsat@,tsatll,CompNum) - powercomp
GOTO 1

The two map values of mass flow rate and power are returned by the two function calls “wf” and
“Pcompf”, respectively. The variables tsatQ and tsatl1 are the two saturation temperatures, and
the parameter CompNum is the number of the compressor map to be used. These returned
values are then multiplied by two parameters, beta_Wmap and beta_Pmap, before being set equal
to the system values of mass flow rate and compressor power consumption. Since these
parameters are discussed in detail in A.3.2, only a brief description will be given here. Their
basic purpose is to “scale” the compressor maps to simulate the effect of a change in compressor
speed or compressor size. However, the accuracy of such a scaling will be dependent on the
user’s knowledge of how the mass flow and power vary with the compressor speed or size.

The refrigerant-side energy balance about the compressor is a classic application of the 1"
Law of Thermodynamics for a control volume and can be seen below.

c***¥*x Refrigerant-side energy balance for the compressor **¥¥*¥¥*kxkkix*

1360 R(comp+2) = w*(h@-h1l) - (BTU(powercomp) - qcomp)
GOTO 1

The residual equation requires the change in total enthalpy of the refrigerant flowing through the

compressor to be equal to the work (in Btu/hr) put into the compressor minus the heat transfer

from the compressor.
The 1% Law of Thermodynamics is also applied to air stream flowing over the

compressor.

C**** Air-side energy balance for the compressor ¥*¥¥*¥¥k¥kxkkkxkkkriksts

vdotcond_calc*60/va(patm,tacondfanin)
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