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Abstract

Parallel machines with an extremely large number of processors (at least tens of thousands processors) are
now in operation. For example, the IBM BlueGene/L machine with 128K processors is currently being
deployed. It is going to be a significant challenge for application developers to write parallel programs
in order to exploit the enormous compute power available and manually scale their applications on such
machines. Solving these problems involves finding suitable parallel programming models for such machines
and addressing issues like load imbalance. In this thesis, we explore Charm++ programming model and its
migratable objects for programming such machines and dynamic load balancing techniques to help parallel
applications to easily scale on a large number of processors. We also present a parallel simulator that
is capable of predicting parallel performance to help analysis and tuning of the parallel performance and
facilitate the development of new load balancing techniques, even before such machines are built.

We evaluate the idea of virtualization and its usefulness in helping a programmer to write applications
with high degree of parallelism. We demonstrate it by developing several mini-applications with million-
way parallelism. We show that Charm++ and AMPI (an extension to MPI) with migratable objects and
support for load balancing are suitable programming model for programming very large machines.

It is important to understand the performance of parallel applications on very large parallel machines.
This thesis explores Parallel Discrete Event Simulation (PDES) techniques with an optimistic synchroniza-
tion protocol to simulate parallel applications running on a very large number of processors. We optimize
the synchronization protocol by exploiting the inherent determinacy that is normally found in parallel appli-
cations to reduce the synchronization overhead significantly.

Load balance problem presents significant challenges to applications to achieve scalability on very large
machines. We study load balancing techniques and develop a spectrum of load balancing strategies based
on studies of the characteristics of applications. These load balancing strategies are motivated by several

real-world applications such as LeanMD, NAMD (both are classical molecular dynamics applications) and



Fractography3D (a dynamic 3D crack propagation simulation program). We optimize our load balancing
strategies in multiple dimensions of criteria such as load balancing for improving communication locality,
sub-step load balancing, and computation phase-aware load balancing.

We further study the performance of existing load balancing strategies in the context of very large paral-
lel machines using the parallel simulator we developed. We demonstrate the weaknesses of the centralized
and fully distributed load balancing schemes via large scale simulation, and design a new scalable hierar-
chical load balancing scheme suitable for such large machines. This hierarchical load balancing scheme
builds load data from instrumenting an application at run-time on both computation and communication
pattern in a fully automatic way. The hierarchical load balancing takes application communication pattern
into account explicit in decision making. It also incorporates an explicit memory cost control function to

make it easy to adapt to extremely large number of processors with small memory footprint.
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Chapter 1

| ntroduction

Emerging applications such as computational biology, computational cosmology, engineering design, earth-
qguake modeling and weather forecasting demand an unprecedented amount of compute power. Computer
hardware designs have achieved incredible performance gains over the past half century, and the trend to-
ward more powerful and cost-effective systems continues. As an example, the US Department of Energy’s
Advanced Simulation and Computing [3] (ASC) program has delivered a series of increasingly powerful
platforms to the national laboratories, including ASC Red Storm (10K processors and 40 TFlops), Purple
(12K processors and 100 TFlops), and BlueGene/L [5] (180/360 TFlops) by IBM has 64K dual-processor
nodes. An earlier ambitious design from IBM, code-named Cyclops (Blue Gene/C), had over one million
floating point units, fed by 8 million instruction streams supported by individual thread units, targeting 1
petaflops of peak performance. IBM has also revealed an ambitious program to further expand the horizons
of supercomputing with the goal of creating a system called Blue Gene/P that can achieve one petaflop of

peak performance.

1.1 Petaflops-class Machine Architectures

In this thesis, we focus on massively parallel machines which are capable of delivering petaflop level per-
formance. There are two trends in the approach to building such big parallel machines. One trend is to
build such machines with conventional powerful CPU chips and interconnects. The major challenges for
this approach involve power, space, and monetary budgets. It would be impractical to attempt to achieve
this level of parallelism using commodity personal computers, which dissipate hundreds of watts of power

each, take a substantial amount of space, and cost hundreds of dollars per processor. Another trend is to



use new, low power consumption, multi-core chips with modest performance and integrated communica-
tion support. To attain petaflop performance with this approach will require an extremely large number —
hundreds of thousands or even millions — of individual processors and they are likely to have relatively
low memory-to-processor ratio. This will have an impact on performance and on the way the machines are
programmed.

The communication hardware of peta-scale parallel machines may also differ from that of today’s par-
allel machines. Since the large number of processors of a peta-scale machine have to be packed into 3D
space, physical cabling limitations mean the machine’s topology is likely to be a 3D mesh or torus. This
means the cross-section bandwidth is likely to be relatively small, and the number of hops to traverse the
machine relatively large. This, in turn, implies that machine topology may become an important factor in
the design of parallel algorithms and their implementation, as in the academic research in early years of
parallel computing [43].

IBM’s Blue Gene/C [76] is an example of the class of peta-scale parallel machines. It aimed to reduce
costs and the component count by fabricating several processors (25 in one design), along with their memory,
onto a single chip, or node (so called system-on-chip technology). It also attempted to improve processor
utilization by including eight hardware threads on each processor. Each node, then, has 200 hardware
threads, which share only about 16 megabytes of memory. All threads in a node access the same memory, as
in a conventional SMP. Communication between nodes is via explicit message passing, with nodes arranged
in a 34 x 34 x 36 grid. The machine is designed with a petaflop of raw performance, a terabyte per second
of cross-section bandwidth, and only half a terabyte of total memory. Although this design was not chosen
for full-scale implementation, a similar design is being investigated within IBM on a smaller scale.

Blue Gene/L [5], another design from IBM that was implemented, is constructed based on a similar,
custom system-on-chip compute node. Each compute node is a chip with 2 cores (700MHz PowerPC440),
with 256MB of main memory, which is still small compared with conventional machines. The 64,000
compute nodes are organized in a 64 x 32 x 32 three-dimensional torus, packaged from compute cards, node
boards, cabinets to the whole system as illustrated in Figure 1.1%. The system can deliver 360 teraflops of
peak performance.

These specifics are particular to IBM’s Blue Gene machines, but the overall architecture—many multi-

taken from 1BM Blue Gene website: http://www.research.ibm.com/bluegene/
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Figure 1.1: Blue Gene/L architecture (taken from IBM Blue Gene website)

processor single-chip nodes connected via message passing on a packet-switched 3D mesh—is likely to be

the most cost-effective way to build any very large-scale machine.

1.2 Software Challenges

The development of parallel applications for petaflop machines is a significant challenge. It may require
qualitative changes to the way we write parallel programs in order to exploit the enormous compute power,

as well as changes to the way we understand and analyze the performance.

e Itis very challenging to write scalable peta-scale applications using conventional programming mod-
els such as MPI, shared memory and data parallel programming languages because of the massive
parallelism involved in these applications. Many scientific applications requires tightly coupled phys-
ical components, which may lead to tremendous amount of fine-grained communication among them
and make the applications difficult to scale. The conventional programming models do not focus on

an intelligent run-time on how to fully utilize a peta-scale parallel system.

e Molecular dynamics simulations are one of the target applications for massively parallel machines
such as Blue Gene/L. These applications have very fine-grain parallelism because each time-step

only involves a few seconds of sequential computation time. In order to achieve scalability on such



machines, each time step needs to be parallelized into sub-millisecond of computation and commu-
nication. This implies that no software component in the parallel program can exceed this amount of
time on each processor in order to achieve the desired level of performance. This again requires an

intelligent run-time for resource management such as load balancing.

e Multiple interacting factors could result in performance degradation for applications on peta-scale ma-
chines. These factors include inappropriate problem decomposition, communication latencies, oper-
ating system interference, critical paths and load imbalance. Although similar performance problems
apply on existing small scaled parallel machines, they tend to be magnified on peta-scale machines.
Among the degradation factors, load imbalance problems are particularly significant and are quite
challenging to solve given the scale of the machines. In fact, many other performance problems such
as communication latencies and OS interference can turn into load imbalance problems, making load
imbalance the main symptom of all performance problems. Expecting the application programmers to
deal with these issues manually will be unrealistic and unproductive. Automated support via run-time

system is therefore essential.

e Itis especially difficult to understand how an application will perform on a peta-scale machine when
the target machine is not even operational. Parallel performance is hard to model without actually
running a program. Even when a machine is operational, large-processor runs are not available as
often as needed. In this scenario, a parallel performance simulator is desirable and necessary as a
tool for studying application performance issues. Developing such a large scale parallel performance

simulator, however, is quite challenging due to the scale of the target machines simulated.

1.3 Approach

In this thesis, we propose, explore, and substantiate the following hypothesis:

employing migratable objects (processor virtualization) for programming peta-scale ma-
chines supported by parallel emulation for algorithm validation, and parallel smulation

for performance prediction, and using new kinds of load balancing strategies

will substantially address many of the challenges for programming petaflops class machines ( described in

Section 1.2).



We explore the Charm++ parallel object programming language with a data-driven execution paradigm
as an alternative programming model on peta-scale parallel machines. Adaptive MPI, an MPI implementa-
tion on Charm++, enables us to apply our approach to the popular message-passing paradigm, retaining the
advantage of processor virtualization.

To study how an application performs on a peta-scale machine, we adopted the simulation-based ap-
proach for performance prediction of parallel applications. We explore an optimistic synchronization ap-
proach with run-time optimization to provide a simulation based framework for studying parallel perfor-
mance issues on very large parallel machines. We demonstrate that by taking advantage of user-level
threads, and aggressive optimizations that reduce PDES synchronization overhead using a method that com-
bines both language and run-time, we are able to predict parallel performance of applications on very large
parallel machines with tens of thousands of processors.

With the infrastructure of the parallel simulator, we study the parallel performance of several important
applications and explore dynamic load balancing techniques to improve the scalability of parallel applica-
tions in general. We develop a spectrum of sophisticated centralized load balancing strategies and achieve
excellent performance for applications on modestly large parallel machines with up to several thousand pro-
cessors. We further explore a category of new load balancing schemes suitable for very large scale parallel

machines.

1.4 Contributions

This thesis aims at developing techniques and methods to facilitate the development of peta-scale applica-

tions. The main contributions of the dissertation include the following:

e Processor virtualization is a useful technique which makes it feasible for a programmer to write appli-
cations with high degree of parallelism that is often needed for programming peta-scale machines. We
demonstrate it with several mini-applications with million-way parallelism. We show that Charm++
and AMPI (an extension to MPI), which embody the idea of processor virtualization, are suitable

programming model for programming peta-scale machines.

e A parallel ssimulator: We have developed a parallel simulator that is capable of predicting parallel

performance to help analysis and tuning of the parallel performance. The parallel simulator adopts



parallel discrete event simulation techniques with an optimistic synchronization protocol. Such a
simulator involves very fine-grain messages leading to prohibitive communication and simulation
overhead. With the idea of extensively exploiting the inherent determinacy in parallel applications,
we are able to reduce the synchronization overhead and improve the scalability of the simulator. We
demonstrate the scalability of the parallel simulator by case studies of simulating a parallel molecular

dynamics simulation program on a 64K processor machine.

An enhanced load balancing framework to address the load-balancing needs of many different types
of applications. It provides automatic dynamic load balancing with little user intervention. The frame-
work performs automatic measurement of object computation times and communication patterns in-
cluding collective communication, without adding undue overhead. We optimized load balancing
strategies in multiple dimensions of criteria such as load balancing for improving communication

locality, sub-step load balancing, and computation phase-aware load balancing.

We demonstrate the value of these techniques by applying our load balancing framework to several
real-world applications, resulting in improved performance even for applications that were difficult
to balance the load. NAMD, a production quality parallel molecular dynamics program written in
CHARM++, achieved the highest reported speedup on LeMieux with 3000 processors with joint work
with other group members, which won the Gordon Bell award at SC2002 for the outstanding perfor-

mance.

A load balancing strategy for very large parallel machines. This thesis presents a parallel adaptive
hierarchical load balancing strategy that works effectively on very large parallel machines. Having
application developers provide load information is unrealistic for such large scale applications. This
hierarchical load balancing strategy builds load data from instrumenting an application at run-time
on both computation and communication pattern in a fully automatic way. It also incorporates a
cost function to explicit control the memory overhead of load balancing to make it easy to adapt
to extremely large number of processors with even small memory footprint. Our simulation of the
load balancing algorithm on a machine of 65,536 processors shows that the algorithm achieves good
load balance with optimization of application communication taking into account. The results also

demonstrate that the parallel load balancing algorithm runs efficiently on large machines.



1.5 Dissertation Outline

Chapter 2 introduces the Charm++ parallel programming language, the features that make it well suited for
programming very large parallel machines, and the advantages from automatic load balancing. Chapter 3
presents the design of the BigSim parallel emulator, its performance and its utility. In Chapter 4, we present
the PDES techniques we used for extending the emulator for predicting parallel performance of applica-
tions on very large parallel machines. We demonstrate the techniques used by CHARM++ to help writing
applications with million-way parallelism in Chapter 5. We also present performance study via simulation
of a molecular dynamics simulation program and a Finite Element Methods simulation program in the same
chapter. Chapter 6 presents an overview of Charm++ load balancing framework and its load balancing
methodology for dealing with dynamic load balancing problems, and Chapter 7 presents the performance
optimization techniques in centralized load balancing with sophisticated load balancing strategies. Chapter 8
discusses the limitations of current centralized and distributed load balancing strategies on peta-scale paral-
lel machines, and presents a new hybrid load balancing strategy that combines the benefits of the centralized

and distributed strategies. Chapter 9 gives the conclusion of the thesis and discusses the future work.



Chapter 2

CHARM++/AMPI and Processor
Virtualization

Charm++ [49] is a parallel programming and runtime system that supports processor virtualization [53, 52].
In Charm++, an application divides a problem into a large number of components (N) (implemented as C++
migratable objects or user-level threads) that will execute on P processors and act as the virtual processors.
N isindependent of P though ideally N >> P. The basic mechanism in processor virtualization that enables
transparent migration of data is to provide applications a location independent view of the world. In a
Charm++ application, the user’s view of the program consists of these components and their interactions;
the user need not be concerned with how the components map to processors. The underlying run-time

system takes care of this and any subsequent remapping (see Figure 2.1).

User View

System Implementation

Figure 2.1: Virtualization in CHARM++

In Charm++, these components are known as chares. Chares are C++ objects with methods that may
be invoked asynchronously from other chares. Since many chares can be mapped to a single processor,

Charm++ uses message-driven execution to determine which chare executes at a given time.



Objects or chares that carry application code are location independent. Hence chares can migrate from
processor to processor freely. One application of migratable objects is load balancing. Objects can migrate
from overloaded processors to underloaded processors to achieve better load balance. In order to migrate
an object, one needs to pack the data of the object into a message. The message is sent to another processor
where the data is unpacked and the object is restored. The Charm++ PUP framework [45] was designed
to describe the in-memory layout of an object. The object migration based on the PUP framework can be
extended into broader usage, such as migrating an object to disk at runtime for out-of-core execution. In
the checkpointing scenario, when an object is checkpointed, it is simply packed and migrated to another
location (memory or disk).

Adaptive MPI, or AMPI [42] is an MPI implementation and extension based on Charm++. AMPI
implements virtual MPI processes, or VVPs, using migratable user-level threads, several of which may be
mapped to a single physical processor. AMPI supports adaptive load balancing by migrating MPI threads.
Several schemes of fault tolerance support are implemented in Charm++ and AMPI. They range from a
synchronous on-disk checkpoint/restart mechanism [41] and a scalable in-memory checkpoint scheme[94],
to an automatic fault-tolerant protocol for massively parallel systems [25]. MPI is a special case of AMPI

when exactly one VP is mapped to a physical processor.

2.1 Charm++ vs. Conventional Programming Models

Conventional models such as message passing, shared memory and data parallel programming need a lot
of programmer effort to efficiently utilize a peta-scale machine due to problems with load balance, locality,
and parallelism. Charm++, as a parallel object programming model, has several advantages compared to
these conventional models.

Charm++’s parallel objects provide a degree of freedom to the run-time system that is very helpful
for programming peta-scale machines. In this model, the programmer specifies the decomposition of the
problem only in terms of interacting objects, and the run-time system handles mapping (and remapping)
these objects to processors. Thus, in the programmer’s view, object A invokes a method in object B, but the
programmer doesn’t know or care which processor object B resides on. Several different objects are often
mapped to a single processor, and scheduling within a processor is accomplished via a message-driven non-

preemptive scheduler. The scheduler selects a method invocation (also called a message) from the queue,



identifies the object it is intended for, and invokes the method. When the method invocation returns, the
scheduler picks the next message.

Objects may even migrate from processor to processor at runtime, usually under the control of a system-
supplied load balancer. Message forwarding may be required after a migration, but the system uses a routing
scheme that asymptotically requires only 1 hop (i.e. no indirection) for any kind of repeated communication
[65].

For a peta-scale machine, locality is extremely important because of the potentially high cost of access-
ing remote data (on a large diameter topology). Thus, object-based decomposition is particularly attractive
because it models locality well. Objects encapsulate state, and Charm++-style objects are allowed to directly
access only their own local memory. They may make direct calls to other objects guaranteed to be on the
same processor, and access read-only data that is accessible to all objects. However, access to any other data
(e.g. data in other objects) is only possible via asynchronous method invocation. This enforces locality in a
clear manner, and the programmer is aware of the cost of accessing remote data.

The flexibility provided by this object model is a key to the high performance attained by Charm++ based
applications which had been hard to parallelize otherwise, as shown with NAMD [21]. Charm++’s automatic
load balancing, based on measurement of computation loads and communication patterns among objects,
can lead to significant improvements in performance with very little additional effort by the programmer.
This is especially true for adaptive applications, which change their computational characteristics with time.
In Charm++, load balancing can be handled by the run-time system, without changing the programmer’s
view of his applications. Thus, only the load balancing run-time needs to be changed for a peta-scale
machine, which can simultaneously improve performance and reduce programmer effort. Chapter 6 will
describe the CHARM++ load balancing framework in more detail.

Load balancing on peta-scale is more difficult than load balancing conventional machines. As an exam-
ple, when mapping objects to processors on machines with hundreds of processors, it is often possible to
ignore the number of hops traveled by messages. This is because the latency is almost independent of the
number of hops due to modern techniques such as wormhole routing, and the impact on bandwidth utiliza-
tion is limited. For a machine with 40,000 nodes, where cross-processor messages require many hops, the
bandwidth used in the intermediate links becomes a significant concern.

In order for load balancing run-time to work efficiently, an application needs to be decomposed into
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more fine-grained tasks than the number of processors. One of the questions that arises while programming
peta-scale machines is how to generate the large amount of parallelism needed to occupy the millions of
processors. The object model allows a solution: since the users decompose the problem into objects, and
since they decide the granularity of objects, it is easy to generate parallelism. The object model imposes no
arbitrary restrictions on the decomposition, such as the requirement that the problem be decomposed into
as many pieces as processors often encountered in other models. In Chapter 5, we will demonstrate the

usefulness of the object model in creating an application with million-way parallelism.
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Chapter 3

Dealing with Very Large Parallel Machines

Parallel machines with tremendous computation power are being built with surprising speed. However, it is
very difficult to understand how an application might behave on such large machines, and it may be hard to
validate the correctness of a parallel algorithm without actually running the application.

In this chapter, we explore the idea of using a parallel emulator to mimic a class of peta-scale machines
including the low level message passing primitives to support very large scale parallelism. The emulator al-
lows more accurate performance study on parallel applications actually running on it. We then use Charm++
as an example of utilizing the emulator for supporting high level parallel programming models for peta-scale
machines.

Emulating a peta-scale machine with millions of processors on a much smaller parallel machine with
limited resource presents many challenges. We explore the idea of applying a two-level processor virtualiza-
tion with user-level threads in CHARM++ run-time on a scalable efficient parallel emulator. The emulator
we present here also represent our first step towards a parallel simulator that is capable of predicting perfor-

mance of parallel applications. We will present our parallel simulator in Chapter 4.

3.1 Need for Emulator of Very Large Parallel Machines

An emulator, by definition, is a device, computer program, or system that accepts the same inputs and
produces the same outputs as a given system. In our case, the purpose of an emulator is to emulate a parallel
message passing application as if it executed on a very large parallel machine. It does not have to produce
performance information about the run.

An emulator for a peta-scale machine is necessary especially when the target machine is not yet opera-
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tional. Even when the machine is operational, the access to the machine may be restricted and compute time
is difficult to get in order to debug parallel applications. Thus, an emulator provides a nice way to debug a

parallel application and validate the algorithm offline.

3.2 Methodology

Emulating the execution of a parallel program on a machine with tens of thousands of processors is not
trivial. Directly running an application, for example with:

“mpirun -np 64000 ./app”

on a small cluster certainly is infeasible due to the limitations of operating systems, such as, on the number
of processes allowed to be created. In order to emulate such a machine, one processor of a host machine
needs to emulate multiple target processors.

To develop such a large scale emulator, we extended the idea of processor virtualization into a two-level
virtualization. At user level, a program computation is divided into a large number of chunks (so called
virtual processors), which are mapped to simulated processors by an adaptive, intelligent runtime system. At
emulation level, these simulated processors are mapped to actual physical processors by the same run-time
system to fully take advantage of the virtualization such as asynchronous method invocation for overlapping
communication and computation and load balancing features. The simulated processors are represented
by CHARM++ user-level migratable threads, which are treated as the second level of virtualization. This
approach allows us to exploit the powerful run-time system of CHARM++ to achieve high scalability of the
emulation.

We designed and implemented a parallel multi-threaded emulator called BigSim Emulator that mimics
low level hardware and message passing primitives to facilitate the execution of very large scale parallel
applications. The low level functional API provided by the emulator is designed to be general enough for
a wide variety of parallel machines. With such low level primitives, a user can write parallel applications
running on the emulator. However it requires a lot of effort in writing such applications. Thus, the need for
high productivity requires high level parallel programming languages. We demonstrate the use of emulator

for developing high level languages using Charm++ and AMPI as examples.
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3.3 Paralle Emulator

In order to emulate a future massively parallel machine on an existing parallel machine with only hundreds
of processors, one physical processor has to emulate hundreds or even thousands of processors of the target
machine. One question arises - is it feasible to emulate an application on machines with such scale in terms

of memory and CPU cost? We believe the emulation is still possible because:

e Although the overall compute power of peta-scale machines is enormous, they are likely constructed
based on compute nodes with modest performance. Thus it is feasible to conduct the simulation for a

short run.

e Some planned machines such as BlueGene/C have low memory-to-processor ratio. BlueGene/C was
originally designed to have about half a terabyte of total memory. However, each chip with 25 pro-
cessors shares only 12MB of memory. Thus, to emulate BlueGene/C running an application which
uses the full machine will require “just” 500 processors of a traditional parallel machine with 1GB

memory per processor.

e For planned machines with high memory-to-processor ratio, no existing parallel machine has enough
memory to simulate the full machine. However, many real world applications such as molecular

dynamics simulation do not require a large amount of memory.

e For applications that do require a large amount of memory, it is still possible to use automatic out-of-
core execution [73] to temporarily move the data in memory to disk when it is not needed immediately.
This swapping slows down the simulation. However if the only thing we are interested in is the pre-
dicted running time which need not be affected by swapping time, for a few timesteps, this slowdown

is still acceptable.

In order to support high degree of parallelism, we designed a low level abstraction of peta-scale machines
to provide access to a machine’s capabilities. In the programmer’s view, each node consists of a number of
hardware-supported threads with common shared memory. A runtime library call allows a thread to send a
short message to a destination node. The header of each message encodes a handler function to be invoked
at the destination. A designated number of threads continuously monitor the incoming buffer for arriving

messages, extract them and invoke the designated handler function. We believe this low level abstraction
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of the peta-scale architectures is general enough to encompass a wide variety of parallel machines with

different numbers of processors and co-processors on each node.

{ NODE PRIVATE MEMORY }
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— AFFINITY QUEUES

NODE GLOBAL QUEUE
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Figure 3.1: Functional view of an emulated node

We have developed a software emulator [76] based on this low level abstraction. The emulator can
be easily configured for specific target machines. Figure 3.1 describes the functional view of an emulated
node. Within a node, we divide threads into worker threads and communication threads. Communication
threads check incoming messages from the network and put the messages in either a worker’s queue or a
node global queue. Worker threads repeatedly retrieve messages from the queues and execute the handler
functions associated with the messages.

The emulator provides a function API for setting up the emulated machine configurations and providing

functions for message passing. The details of the API definitions are described in next section.

3.3.1 Emulator Function API

Emulator API includes the following function definitions:
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e void BgNodeStart() — is called by the runtime system to initialize each node. Here, application

handlers are registered, and the computation is started by creating tasks for the specified nodes.

¢ int BgRegisterHandler(BgHandlerFn h) — is invoked to register a handler function with each node

and returns a globally unique identifier associated with it.

e void BgAddMessage(int threadID, int handlerID, int nBytes, char *msg) — is called to schedule a

message for execution on the local target node specified by the threadID.

e void BgSendPacket(int x, int y, int z, int threadID, int handlerIlD, WorkType type, int nBytes, char
*data) - is used to send a message to a node at location [X,y,z] in the node grid. ThreadlD can be used

to direct a task to a thread, otherwise any thread in the node can handle the message.

e Utility functions - In addition, the emulator supports several utility functions that allow access to
timers, the identity of the node and the processor on which the invoking thread is running, and other

housekeeping data.

The above API has the advantage of being small yet complete. Other functions, such as “send”, and

“receive”, as well as high-level models can be built on top of this simple layer.

3.3.2 Emulating Hardware Processor s

The number of processors of a target parallel machine typically is far larger than the size of the simulating
parallel machine, thus multiple processors of target parallel machines are emulated using multiple flows of
control running on a single simulating processor. A flow of control is a single sequential stream of executed
instructions, including subroutine calls and returns. The performance and limitations of such flow of control
mechanisms determine if the emulation of a petascale machine is feasible or not.

Many mechanisms are available for supporting multiple flows of control. We evaluated three specific

mechanisms: processes, kernel-space threads and user-space threads.

e OS-level Processes
Process is the simplest and oldest flow of control. It wraps a complete address space around a flow
of control. The drawback of using processes for emulation is that processes are considered “heavy-

weight”: it is expected that the substantial amount of process kernel state increases the amount of
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memory used by each process, increases the overhead of process creation and switching, and leads to

hard limits on the number of processes that can be created in a user program.

Kernel-space Threads
Kernel threads consist of a set of registers, a stack, and a few corresponding kernel data structures.
Unlike processes, threads within a process all share the same address space. All modern machines

support kernel-space threads, most often via the POSIX threads interface (known as pthreads).

Kernel-space threads often are implemented in the kernel using several tables (each task gets a table of
threads). In this case, the kernel schedules each thread within the timeslice of each process. There is a
little more overhead with mode switching from user — kernel — user and loading of larger contexts.

The advantages of kernel-space threads over processes is faster creation and context switching.

User-space Threads

User-space threads avoid the kernel and manage the tables themselves. Often this is called “coopera-
tive multitasking” where the task defines a set of routines that get “switched to” by manipulating the
stack pointer. Typically each thread “gives-up” the CPU by calling an explicit yield call, sending a
signal or doing an operation that involves the switcher. User threads typically can switch faster than
kernel threads. * Many implements of user-level threads exist, including Gnu Portable Threads (GNU

Pth [4]), and Converse threads (CthThreads).

Converse threads, or CthThreads, are based on various thread packages and implementations that
depend on what is available on the platform. CthThreads include QuickThreads [62] 2, context

threads based on getcontext/setcontext system calls 3 Windows NT Fiber, etc.

User-space threads in general have several advantages over the other two flow of controls in the imple-

mentation the emulator for very large number of processors. First, the usage of processes and kernel-space

threads is limited by various system constraints. As illustrated in Table 3.1 with some of the experiments

conducted by Orion Lawlor in our group, both processes and pthreads creation are often limited by system

configuration and kernel, for which a normal user often does not have control. Our experiments have shown

*however, Linux kernel threads’ switching is actually quite close in performance.
2QuickThread was first implemented by David Keppel, it was further extended by various members of our group including

3Context thread based CthThreads were implemented by myself.
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that there is wide variation in the limitations and the performance of these methods on different machines.
For example, an unmodified Linux Red Hat 9 machine can spawn no more than 256 pthreads; meanwhile the
per-user process limit on an IBM SP was only 100 processes. By contrast, we could create tens of thousands

of user-level threads easily on all platforms.

| Flow of control || Limiting Factor | Linux [ Sun | IBMSP | Alpha | Mac OS | Itanium |
Process ulimit/kernel 4000 5000 100 1000 500 50000+
Kernel Threads kernel 250 3000 2000 50000+ | 7000 30000+
User-level Threads || memory 50000+ | 20000+ | 10000+ | 20000+ | 15000+ | 50000+

Table 3.1: Approximate practical limitations (on stock systems) for various methods to implement flow of
control.

Second, stack size usage of the threads or processes has a great impact on the emulation if the emulated
system is very large. As the simple calculation in Table 3.2 reveals, an unnecessarily large stack size can
increase the total memory footprint dramatically, especially for a small simulating cluster with only limited
number of nodes available. In general, it is infeasible or non-portable to set stack size for a process or
pthreads 4. However, user level threads allow a user to easily control the stack size of each thread. In
practice, we found that a 10KB stack size is sufficient for most emulations that do not allocate big data

structure on stack.

Number of Emulated Processors
Stack Size per Thread || 16K | 32K | 64K [ 128K | 256K

64KB 1GB | 2GB | 4GB | 8GB 16GB
128KB 2GB | 4GB | 8GB | 16GB | 32GB
1024KB 16GB | 32GB | 64GB | 128GB | 256GB

Table 3.2: Total memory needed for a number of emulated processors with various stack sizes of a control
flow

Third, the context switch overhead is an important factor in the emulator efficiency. We examined the

context switch performance of three different implementations of flow of control:

1. Processes, created using fork() and yielding using sched. yield().

2. Pthreads, created using pthread_create() and yielding uysing sched. yield().

4pthread_attr_setstacksize() can set pthread stack size, however it is not supported on some platforms such as the 1A64

18



3. Converse threads, user level threads created using CthCreate() and scheduled using CthYield().

We run tests on a variety of platforms including Linux (Figure 3.2), Sun Solaris (Figure 3.3) and Mac
OS (Figure 3.4). Our experiments show that our Converse user level thread implementation generally is

much more efficient in context switching performance.
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Figure 3.2: Context switching time vs. number of flows on a x86 Linux machine.

In summary, using user level threads (CthThreads) to emulate hardware processors has the following

advantages over processes and kernel-space threads:

1. CthThreads are highly portable. Currently, they run on all popular parallel systems including Blue

Gene/L and even on Windows PC.

2. Using CthThreads avoids potential system limitations that processes and kernel threads may have on

the number of flows of control allowed to create.

3. Thread stack is explicitly managed in the CthThreads implementation; reducing an unnecessarily big

stack size helps reducing memory usage in the emulation.

4. CthThreads generally have faster context switching time. This improves the emulation performance
significantly because an emulation normally involves a very large number of target processors and

threads emulating them.
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Figure 3.3: Context switching time vs. number of flows on Sun Solaris machine.

Ideally, a standard API and a skeleton for user-level threads would be supported in the future by OS and
compilers.

In [76], we demonstrated that using CthThreads our emulator enables us to model Blue Gene/C nodes
organized in a 34 x 34 x 36 grid with 200 threads per node (i.e. 8M threads) on 96 physical processors of

ASCI-Red. This involves creating approximately 80,000 user-level threads per ASCI-red processor.

3.3.3 Emulator Performance

In this section, we will present two case studies. The first case study is on the emulation performance using
user level threads (CthThreads) compared with the kernel threads (pthreads) in emulator implementation to
illustrate the advantage of using CthThreads. The second performance study demonstrates the scalability of

our emulator.

Per for mance Comparison between CthThreads and Pthreads

To demonstrate the performance benefit of using CthThreads, we compared the performance of emulation
using Pthreads and CthThreads to emulate target processors.
We ran an emulation of a parallel Jacobi program on one physical processor of a SUN machine at

CSAR [2] using CthThreads and Pthreads and compared the total time taken for the emulation. Since the
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Figure 3.4: Context switching time vs. number of flows on Mac machine.

number of pthreads one can create on a SUN machine is only about 3000 (given stack size of 128KB), in

the experiment we only emulated target machines of up to 2000 processors.

\ Number of PEs emulated H 250 \ 500 \ 1000 \ 2000 \

Pthreads 7.73 ] 9.59 | 13.95 | 30.42
CthThreads 3331449 | 74 15.67

Table 3.3: Emulation time (in seconds) using CthThreads and Pthreads with BigSim emulator

The result is shown in Table 3.3. The emulation time shown in the table is the total time spent on the
whole emulation, including the context switching time. As can be found in Figure 3.3, when there are 2000
flows of control, the CthThreads context switching time is about 3.8us, and the Pthreads context switching
time is about 9.5us. The difference in context switching cost leads to significant performance improvement

in emulation achieved by using CthThreads.

Parallel Emulator Scalability

Our BigSim emulator demonstrates good scalability. We ran a molecular dynamics (MD) simulation code

— LeanMD — to emulate a Blue Gene like machine with 200,000 processor on LeMieux at PSC®. We

®LeMieux is 750 Quad Alphaserver ES45 node machine at Pittsburgh Supercomputing Center (PSC)
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measured the time taken to emulate one timestep of the MD simulation using 4 to 64 LeMieux processors.
The result is shown in Figure 3.5, which demonstrates excellent scalability of the emulator in this test. In
fact, there is a superlinear speedup of 67 over 64 processors (normalized by the 4 processor time). This is
due to a smaller memory footprint per physical processor as the number of processors is increased, with

corresponding caching effects.

Simulation Time per Step

14

10 +

Time per Step(s)

0 T T T T
4 8 16 32 64

Number of Host Processors

Figure 3.5: Simulation Time per Step

3.4 Porting High Level Parallel Languagesto the Emulator

We implemented the CHARM++ programming model on the BigSim emulator to enable the study of per-
formance and scalability of a peta-scale machine [95]. In short, we call this implementation of CHARM++
as BigSim CHARM++. In this section, we describe some design issues involved in the implementation of
CHARM++ on top of the emulator, along with some optimizations to improve the efficiency of CHARM++

and the emulator.
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3.4.1 Design Issues

In CHARM++, the programmers do not concern themselves with which processor an object resides on. In
the implementation, however, objects have to be mapped to processors by the CHARM++ run-time system
(RTS). Furthermore, CHARM++ semantics requires that two methods of an object never execute concur-
rently (method atomicity). In normal implementations, CHARM++ groups together the objects and threads
that reside on the same processor. On each processor, there is one non-preemptive scheduler responsible
for scheduling messages and doing method invocations associated with messages, which ensures atomicity.
Even on machines with SMP nodes, the CHARM++ RTS divides the objects by processor and schedules
each processor separately, rather than using one shared scheduler. This guarantees method atomicity. For

CHARM++ on BigSim emulator, we considered two alternative strategies to guarantee atomicity.

1. Treating an entire emulated node (with many processors and possibly hundreds of threads) as a single
CHARM++ processor. When a message is sent to a CHARM++ processor, the emulator’s communi-
cation threads can schedule the message to any worker thread. This requires using locks on objects
to ensure that two method invocations do not execute concurrently. However, no such locking is nec-
essary during emulation, since all the threads on a peta-scale machine node are mapped to a single

emulator processor, where there is no preemption.

2. Treating each worker thread in an emulator as a CHARM++ processor. Chare objects are anchored to
individual threads. When a message arrives, it will be scheduled into the affinity queue of the worker
thread specified by the message. This approach may require explicit load balancing of work among

threads of a node.

Both schemes are implemented in CHARM++ on the emulator. However, the first scheme has an ad-
vantage that it needs a smaller amount of memory for per-processor data structures maintained by the
CHARM++ run-time system.

CHARM++ is implemented using the Converse layer as shown in Figure 3.6(a). The Converse run-time
framework provides portable, efficient implementations of all the functions typically needed by parallel
applications. For example, it provides a common interface to the machine dependent implementations of

thread creation and message passing.
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Figure 3.6: CHARM++ hierarchy

For BigSim CHARM++, we need a Converse layer (BigSim Converse) that is implemented on the
BigSim emulator API, to provide the same functionality of the original Converse. However, the emula-
tor that this BigSim Converse is built on is implemented itself upon the original Converse. Figure 3.6(b)
illustrates the new BigSim CHARM++ hierarchy. It shows that the Converse layer is used in two contexts: in
one place to represent the real machine — Converse; and in the other place to represent the virtual emulated
machine — BigSim Converse.

While the two uses of Converse share the same interface, the implementations are completely different.
For example, Processor Private Variables in the Converse layer are private to each real physical processor,
while in BigSim Converse, Processor Private Variables are private to each BigSim emulated node. This
causes significant name conflict problems.

To solve these problems, we separated a component layer from Converse that consists of all Converse
calls used by CHARM++ runtime. Fortunately, CHARM++ only needs a small subset of the entire Converse
API. We then implemented this layer on the BigSim emulator. A similar implementation, consisting of sim-
ple wrappers, was created for normal Converse as well. Both of these were encapsulated in different name

spaces. This layered implementation is shown in Figure 3.7. Using C++ namespaces, the CHARM++ run-
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Figure 3.7: Layered Implementation of Blue Gene CHARM++

time can now easily switch between the BigSim Converse and the normal Converse. This greatly simplifies
the implementation while allowing two versions of CHARM++ to coexist in one system. This is an example

of what a routine in the BigSim Converse version looks like:

namespace BGConverse {

void
CmiSyncSendAndFree (int pe, int numBytes,

char *msg)

int x,vy,2z;

// find out the coordinates of
// blue gene node.

BgGetXYZ (pe, &x, &y, &z);
BgSendPacket (x, y, 2z, ANYTHREAD,

CmiHandler (msg) ,
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LARGE _WORK, numBytes, msg) ;

With these design decisions, we created an implementation of BigSim CHARM++ that shares the code
base with the rest of the CHARM++ RTS. With BigSim CHARM++, applications originally written for

CHARM++ can be easily ported to the BigSim CHARM++ running on the emulator.

3.4.2 Experience with the Emulator

The emulator has shown to be very useful for discovering practical constraints such as memory or commu-
nication bottlenecks by emulating an application on a very large scale target machine using a much smaller
parallel machine. It is also helpful for identifying performance bottleneck in run-times and applications
during optimization.

As an example, when we simulated an FEM application on a Blue Gene like machine, we exposed a
number of practical bottlenecks to execution on very large machines. These include a limitation of METIS
mesh partition tool that failed to partition even a 4K element mesh, and a memory usage bottleneck in AMPI
implementation. The detail of these discoveries is presented in Section 5.2.

Simulating load balancing on peta-scale machines also helps us discover a number of memory bottle-
necks. For example, we found GreedyCommLB, a greedy centralized load balancer that takes commu-
nication into account, uses memory of numPes x numQObjs doubles, where numPes is the number of
processors and numObjs is the number of objects in the application. For example, load balancing an ap-
plication that has 128K objects running on 32K processors requires 32GB of memory on the central node!
The solution was to avoid the matrix and use a minHeap whose size is only proportional to the numObjs.

Our experience shows that the emulator is very useful in helping developers validate the parallel algo-
rithms in both the run-time system and applications so that they can be debugged and ready to run on a very
large parallel machine even before the machine is available. As an example, with off-line debugging and

tuning, CHARM++/AMPI porting to IBM Blue Gene/L was done in a day with access to the real machine.
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Chapter 4

Performance Prediction for
CHARM++/AMPI Applications

The emulator discussed in the previous chapter is useful only for studying programming models and appli-
cation development issues that arise in the context of peta-scale machines. Specifically, the emulator does
not provide detailed performance information.

Developing a simulator for running a large scale application on peta-scale machines can be useful in
many ways. From an architecture designer’s point of view, it would help to reveal how target applications
might perform on large machines for certain machine parameters. If we could simulate how the application
would behave on the large machine, we might be able to improve the design of the machine before it is built.

For an application programmer, it is often difficult to predict what effect modifications to the algorithms
will have on performance. Having a performance modeling tool, one could predict, identify performance
bottleneck and optimize the performance of the application so that it is ready as soon as the machine is
available. Even for existing large machines, our performance prediction approach is useful. For example,
consider the process of performance optimization of a complex application. Time on large machines is
hard to get and must be reserved well ahead of time. A performance measurement run typically takes only
a few minutes. However, every time such a run is carried out, application developers must spend some
time visualizing and analyzing the performance data before the next set of optimizations are decided upon,
at which point one must wait in queue for the next running slot (typically at least for hours or a day).
With a simulator, this performance debugging cycle can be shortened considerably. Even if predictions are
approximate, they are still useful for evaluating the algorithms to identify major performance issues such as

load imbalance, serialized bottlenecks etc.
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4.1 Methodology

To evaluate planned peta-scale machines, it is essential to be able to evaluate the performance of applications
on the machines before they are built. However, parallel performance is notoriously difficult to model. It is
clearly not adequate to multiply the peak floating point performance of individual processors by the number
of processors. Performance of communication subsystems, complex characteristics of target applications
during their multiple phases, and the behavior of run-time support systems interact in a nonlinear fashion to
determine overall performance. For example, for a particular problem size, communication latencies may be
completely masked by effective overlap of communication and computation by the application. However,
for the same application, if the ratio of computation to communication decreases below a threshold, the
performance may be totally dominated by the communication performance.

Essentially, there are two methods of traditional performance modeling. One method is analytical per-
formance modeling [55, 27], and the other is simulation-based performance modeling [6].

Most analytical performance modeling schemes are based on certain types of analytical model based on
certain performance metrics, and often require training data from runs on the target machines. Analytical
performance modeling is not the interest of this thesis. Instead, we adopted the simulation-based perfor-
mance modeling which is commonly used for performance studying of complex systems. In this method, to
make performance predictions, one can either (a) record traces during emulation, and then run a sequential
trace-driven simulation or (b) modify the emulator to carry out a Parallel Discrete Event Smulation (PDES).

The sequential trace-based approach is infeasible if the trace data will not fit in the memory of a single
processor, or will take too long to run. To improve the simulation efficiency, parallel PDES execution [33,
75] is explored to reduce the execution time of simulations as an alternative to the sequential execution.
However, parallel execution further complicates the simulation because a parallel simulator needs to use
certain protocols to synchronize the simulation processes in order to maintain simulation accuracy. This
approach appears to be quite challenging, in view of the failure of typical PDES systems to provide effective
parallel performance [37]. However, we have developed a scheme in BigSim Simulator [93, 96, 97], an
extension of BigSim Emulator with performance prediction capability, that makes this approach feasible

and efficient by exploiting the inherent determinacy of parallel programs.
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4.2 Related Work in PDES

Complex models may often involve components that are distributed over a network and generally require
significant execution times. Simulation of such systems may be beyond the capability of a sequential com-
puter, and require a parallel computers with significant compute power and memory capacity.

The field of parallel and distributed simulation has grown over the past fifteen years to accommodate
the need of simulating complex models using a distributed rather than sequential method. Parallel discrete
event simulation (PDES) is a popular technique that assumes the system being simulated only changes state
at a discrete points in simulated time. It has been extensively studied in literature [44, 30, 84].

As an example, in a simulation of an application running on a parallel machine, the simulation entities
can include simulated processors, network components and all software components in the user application
such as processes in MPI or parallel objects in CHARM++. The target processors are then mapped to logical
processors (LPs), each of which has a local virtual clock that keeps track of its progress. In the simulation,

user messages together with their subsequent computations play the role of events.

4.2.1 Synchronization Protocols

In the parallel simulation, each LP works on its own by selecting the earliest event available to it and
processing it without knowing what happens on other LPs. Thus, methods for synchronizing the execution
of events across LPs are necessary for assuring the correctness of the simulation.

Two broad categories of synchronization strategies are conservative approach and optimistic approach.

In conservative synchronization approach, one has to ensure the safety of processing the earliest event on
an LP in a global fashion. The drawback of this method is that the process of determining safety is complex
and expensive. It also reduces the potential parallelism in the simulation. The conservative synchronization
approach is used in many simulators including Wisconsin Wind Tunnel (WWT) [75], LAPSE [33] and
MPI-SIM [74].

Optimistic synchronization protocols allow LPs to process the earliest available event with no regard to
safety. When causality errors occur, a rollback mechanism is needed to undo earlier out-of-order execution
and recreate the history of events executed on the LP as if all events were processed in the correct order
of occurrence. Despite the cost of synchronization, the optimistic approach exploits the parallelism of

simulation better by allowing more concurrent executions of events. In BigSim, we adopt an extension of
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the optimistic synchronization approach.

The most extensively studied optimistic mechanism is Time Warp, as used in the Time Warp Operating
System [44]. Time Warp was notable because it was designed to use process rollback as the primary means
of synchronization.

The Georgia Tech Time Warp (GTW) [30] system was developed for small granularity simulations such
as wireless networks and ATM networks. One of the GTW features that carries over into BigSim is the
simulated time barrier, a limit on the time into the future that LPs are allowed to executed.

The Synchronous Parallel Environment for Emulation and Discrete Event Simulation (SPEEDES) [84,
85] was developed with a different optimistic approach to synchronization called breathing time buckets.

A la carte [1] is a Los Alamos computer architecture toolkit for extreme-scale architecture simulation. It
uses a conservative synchronization engine, the Dartmouth Scalable Simulation Framework (DaSSF) [69],
for the handling of discrete events. They have targeted on simulating thousands of processors. In the
Quadrics network simulation of SWEEP3D [17], they reported no speedup when adding more computational
nodes in the simulation. The only performance data they reported in the paper are only for simulating a 36-
process run of SWEEP3D using 2 to 36 real processors.

Conservative simulators require a lookahead, which imposes a high global synchronization overhead,
and typically limits the amount of parallelism one can exploit in simulation. On the other hand, the opti-
mistic general purpose simulators, when directly applied to performance prediction of parallel applications
on extreme scale of processors (tens of thousands or even millions of processors), may lead to very high syn-
chronization overhead, caused by the need to rollback a simulation when a causality violation is detected.

The synchronization overhead of optimistic concurrency control consists of:

e Checkpointing overhead - time spent in storing program state before an event is executed which

might change that state.
e Rollback overhead - time spent in undoing events and sending cancellation messages.

e Forward execution overhead - time spent in re-executing events that were previously rolled back.
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4.2.2 Performance Prediction for Parallel Applications

All of the important behaviors that affect a parallel application on a very large parallel machine can be
efficiently described as actions occurring at a particular time and lasting for a certain duration. These
behaviors are thus best simulated with a parallel discrete event model.

One approach of such simulation is direct-execution simulation [75, 6, 74]. Direct execution simulators
use available hardware resources to directly execute the application code to simulate architectural features of
interest. A la carte [1], a Los Alamos computer architecture toolkit for extreme-scale architecture simulation,
uses a conservative synchronization engine for simulating thousands of processors.

MPI-SIM [74] is a library for execution-driven parallel simulation of task and data parallel programs. It
simulates user level code using a direct execution method and its main focus is evaluating the performance
of parallel programs. Adve et al. [6] optimized the simulation by compiler techniques that help to avoid
executing large portion of computational code by identifying the subset of the computations whose values
have no significant effect on the performance. MPI-SIM is one of the components of a bigger project —
COMPASS [10] which is a portable, execution driven, asynchronous simulator that is capable of predicting
the performance of larg-scale parallel programs, including computation and I/O intensive applications. The
simulation kernel of COMPASS provides support for both sequential and parallel execution of the simula-
tion. Parallel execution is supported via a set of conservative synchronization protocols. The interconnection
network model used in the simulation kernel ignored contention in the network.

To our best knowledge, there is no parallel performance simulator that adopts the optimistic synchro-
nization protocol due to its complexities and possible overheads incurred. While the conservative synchro-
nization protocol is relatively simple in avoiding causality errors, it inherently has limited ability to aggres-
sively exploit large scale parallelism involved in simulating extremely large applications. In this chapter, we
present our research results in adopting an optimistic synchronization protocol used in our parallel perfor-

mance simulator to reduce synchronization overhead.

4.3 Component Performance M odels

Converting our emulator to a simulator requires correct estimation of the time taken by sequential code

blocks and messaging. There are a range of possible methods for prediction with different degrees of
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accuracy.

Predicting the Time of Sequential Code

The wallclock time taken to run a section of code on a traditional machine cannot be directly used to estimate
the compute time on the target machine. Because we do not know the time taken for a given sequence of
instructions on the target machine, we can use a heuristic approach to estimate the predicted computation
time on the simulator. Many possible methods are described below. They are listed in increasing order of

accuracy (and of complexity involved).

1. User-supplied expression for every block of code, estimating the time that it takes to run on the target
machine. This is a simple but highly flexible approach, since the callback API for this purpose can be

used to implement more sophisticated methods.

2. Wallclock measurements of the time taken on the simulating machine can be used via a suitable

multiplier (scale factor), to obtain the predicted running time on the target machine.

3. A better approximation is to use hardware performance counters on the simulating machine to count
floating-point, integer and branch instructions (for example), and then to use a simple heuristic con-
sidering the time for each of these operations on the target machine to produce the predicted total
computation time. Cache performance and memory footprint effects can be approximated by percent-

ages of memory accesses and cache hit/miss ratios.

4. A much more accurate way to estimate the time for every instruction is to use a hardware simulator

that is cycle accurate for the target machine.

The first three of the methods are currently supported in our simulator.

Predicting Network Performance

It is also necessary to simulate the network environment of the target machine to get the accurate perfor-
mance prediction. The possible approaches are described below in increasing order of accuracy (and of

complexity).
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1. No contention modeling: The simplest approach ignores the network contention. The predicted re-
ceive time of any message will be just based on topology, designed network parameters and a per-

message overhead.

2. Back-patching: this approach stretches communication times based on the communication activity

during each time period, using a network contention model.

3. Network simulation: This approach uses detailed modeling of the network, implemented as a parallel

(or sequential) simulator.

The first and third methods are supported in our simulator. Although the no contention modeling is
not as accurate as the detailed network simulation, it is still useful for simulating applications that network
contention is not a significant concern. The detailed network simulation is far more expensive than the no

contention modeling as well.

4.4 Parallel Smulator

BigSim simulator adopts a parallel discrete event simulation (PDES) methodology with an optimistic ap-
proach. The simulation involves letting the emulated execution of a program proceed as usual, while con-
currently running a parallel PDES engine which corrects time-stamps of individual messages.

As discussed in Section 4.2, an optimistic approach of simulation incurs considerable synchronization
overhead, which may be prohibitive given the size of the simulated peta-scale machines. One simple ob-
servation of parallel applications, however, leads to optimizations in the BigSim simulator to make such
simulation feasible. That is the inherent determinacy often found in parallel applications. Those applica-
tions tend to be deterministic, with a few exceptions (such as branch-and-bound and certain classes of truly
asynchronous algorithms). Parallel programs are written to be deterministic. They produce the same results
on repeated execution, and even though the execution orders of some components may differ slightly, they
carry out the same computations.

In order to detect and exploit this inherent determinacy, we designed the BigSim simulator to be inte-
grated with the language and run-time to reduce the overhead of synchronization. We have designed and

implemented this method for a broad class of parallel applications.
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45 Simulating Parallel Applications

We classify parallel applications into two categories depending on the degree of their determinancy. They
are linear order applications with very strong inherent determinancy, and non-linear order applications with
weak determinancy. In the following sections, we discuss strategies for simulating both classes of applica-

tions.

451 SmulatingLinear Order Applications

A simple class of deterministic programs are those which permit messages to be processed in exactly one
order. We call them linear order parallel programs. As an example, consider an MPI program that uses no
wildcard receive and ensures only one message with a given tag and sender-processor is available at a time.

In linear order parallel applications, application messages are guaranteed to be delivered to the applica-
tion in the expected order. The communication runtime handles any out-of-order message by buffering it
until the application asks for it. The simulation is trivial in this case since no simulation event needs to be

rolled back. Therefore, all overhead of checkpointing, rollback and re-execution can be avoided.
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Figure 4.1: Timestamping events

The synchronization algorithm for the simulation of such parallel applications is simple. As illustrated in
Figure 4.1, a virtual processor timer (curT) is maintained for each logical processor (LP) (implemented as
a user-level thread in BigSim). When a message (m2) of the program is sent out, we calculate its predicted
receive time on the destination LP using a network model (Section 4.3). For example, in the simple model
it is just the sum of the current thread time and the expected communication latency to the destination. The

predicted receive time is then stored along with the message. When the receive statement for this message
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is executed (m1) on the destination LP, its virtual processor timer is updated to the maximum of the current
thread time and the predicted receive time of the message. Since there is only one order of execution

possible, no rollback is necessary, and thus no checkpoint is needed either.

45.2 Simulating a Broader Classof Applications

Linear order applications are limited in their expressiveness. For example, many parallel programs written
in message-driven languages such as CHARM++ do not belong to this category. In CHARM++, messages
directed to an object can arrive in any order.

In the next subsection, we first describe a simple class of message-driven applications and their simula-

tion, followed by a more complex and broader class of applications.

Simulation of M essage-Driven Programs

In message-driven programs, the execution of the function associated with a message is ready to be sched-
uled when the corresponding message invoking it arrives. In atomic message-driven programs, the execution
is deterministic even when messages (method invocations) execute in different sequences on an object: the
object is either providing information to other objects in request-response mode, or processing multiple
method invocations that complete as a set before the object (and the application) continues on to the next
phase, possibly via a reduction.

Due to the deterministic property in method invocation, the simulation for such class of applications does
not require checkpointing and re-executing an event, since re-execution of an event in the time of rollback
will only produce the same states. In this case, the rollback process is then simplified as a timestamp
correction of events in the simulation.

Figure 4.2(a) shows an initial timeline as an example. Each block represents an event in the simulation,
recording an execution of an application function associated with the message. The header of each message
stores its predicted arrival time (shown as RecvTime in Figure 4.2(a)). A message can be executed on an
LP if it is idle at the receive time. If the message arrives in the middle of an execution, it has to wait until
the current execution finishes (see M5 in Figure 4.2(a)). Assume that M4 has its predicted receive time now
updated to an earlier time as shown in Figure 4.2(b). After timestamp correction, the modified timeline is

shown in Figure 4.2(c). M4 is inserted back into the execution timeline with updated RecvTime and M5 is
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now executed right at its RecvTime. Note that all the events affected in the execution timeline (M4, M3, M5
and M6) also send out timestamp correction messages to inform all the spawned events about the changes

in the timestamps.
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Figure 4.2: Timelines after updating event receive time and after complete correction

Atomic message-driven programs are relatively rare, but they provide an opportunity to present the
above timestamp correction approach in a simpler setting. A more complex class of applications, which
we call non-linear order programs, is a generalization of both atomic message-driven programs and lin-
ear order programs. Non-linear order programs have even more complex dependences, yet are essentially

deterministic, as illustrated in the next subsection.

Non-linear Order Parallel Applications

Message-driven systems such as CHARM++ allow a process (or object, in the case of CHARM++) to handle
messages in multiple possible orders. This enables a better overlap of communication and computation,
since the system can handle the messages in the order they are received. However, from the point of view of
simulation, this creates a complex causal dependence.

As an example, consider a 5-point stencil (Jacobi-like) program with 1-D decomposition, written in
a message-driven language: every chunk of data (implemented as parallel migratable object) waits for a
message from its left neighbor and another from its right neighbor. As illustrated in the first timeline of
Figure 4.3, the message from the right object invokes the function getSripFromRight on this object and the

message from the left object invokes getStripFromLeft. These two messages generate events el and e2 in the
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simulator. After both messages arrive, the program calls the function doWork to do the calculation. Since
the messages from left and right may arrive out of order, both functions need to be written in such a way

that the last-invoked function should call doWork.

T(el) T(e2)

Original timeline
T(e2) T (el)

—

Incorrect updated timeline

LEGEND: getStripFromRight (el)
getStripFromL eft (e2)
B doWork

Figure 4.3: Incorrect timestamp correction scheme

When timestamp corrections are performed, the updated receive time of el may become 7'(el) >
T'(el). A naive application of the timestamp correction scheme described in the last section will move event
el to a later point in time, as shown in the second timeline in Figure 4.3. Now the function doWork is called
by the first arrived message, which is incorrect. This simple example shows that a naive timestamp scheme
can easily violate the dependencies among events.

Full checkpointing, rollback and re-execution of events is one (very expensive) solution to ensure the
correctness of the simulation. However, at a higher level, the program is deterministic — an event cor-
responding to doWbrk depends on the completion of both getStripFromLeft and getStripFromRight events,
regardless of the order of their arrival. This determinacy of a program can be exploited to carry out the
timestamp correction without re-executing the events (i.e. without having to re-execute the application
code).

In fact, even from a programming perspective, such dependencies are problematic. Programmers have to
write explicit code for maintaining counters and flags (to see if both messages have arrived), and buffering

messages. Also, the flow of control is obscured by the split-phase specification style. For these reasons,
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CHARM++ provides a notation called “Structured Dagger” that allows explicit representation of event de-
pendencies. We propose to extract the dependency information from programs in this language, along with
runtime tracking of dependencies, to carry out deterministic simulations without re-execution.

Structured Dagger - a Language for Expressing Event Dependencies. Structured Dagger [47] was
developed as a coordination language built on top of CHARM++. It allows a programmer to express the
control flow within an object naturally using certain C language-like constructs.

In Structured Dagger, four categories of control structures are provided for expressing dependencies.

They are When-Block, Ordering Construct, Conditional and Looping Constructs and Atomic Construct.

entry void jacobilLifeCycle()

{

for (i=0; i<MAX ITER; i++)

{

atomic {sendStripToLeftAndRight () ;}
overlap

{

when getStripFromLeft (Msg *leftMsg)
{ atomic { copyStripFromLeft (leftMsg); } }
when getStripFromRight (Msg *rightMsg)
{ atomic { copyStripFromRight (rightMsg); } }
}

atomic{ doWork(); /* Jacobi Relaxation */ }

Figure 4.4: Sample code in Structured Dagger

Figure 4.4 shows an example of the parallel 5-point stencil program with 1-D decomposition written
in Structured Dagger. In the program, the for loop implements the iterations, which begin with calling
sendSiripToLeftAndRight in an atomic construct to send out messages to the neighbors®. The overlap
immediately following asserts that the two events corresponding to getStripFromLeft and getStripFrom-
Right can occur and be processed in any order. The when construct simply says that when, for example,
getSripFromLeft happens, it invokes the action in the atomic construct which calls a plain C++ function
copyStripFromLeft to process the application message. After both events happen, function doWbrk in the last
atomic construct will be invoked and the program enters the next iteration. Specifically, this sample code
describes the event dependencies among events of application message getStripFromLeft, getStripFromRight
and doWbrk.

The Structured Dagger program is compiled and translated into a normal C++ program with parallel

runtime function calls. Interacting with the BigSim simulator using function API, the simulator gathers

The atomic construct encapsulates any C language code
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dependencies among events to ensure the correctness of the simulation. The new simulation scheme with
Structured Dagger for non-linear order parallel applications is described next.

Simulating Non-linear Order Applications. With the help of language and runtime support, our sim-
ulator is able to capture the event dependencies which otherwise would be hidden in user programs. During
the simulation, the simulator and the CHARM++ runtime system work together to maintain the order of the
executions according to the dependencies among events.

This approach also applies to a large class of MPI programs that use MPL Irecv and MPL Waitall as
well: the waitall operation is simply recorded as having backward dependencies on all the pending irecvs.
To make this happen, the runtime implementation of the MPI calls needs to interface to the simulator with
the event dependency information.

In the simulation of both MPI and CHARM++ programs, with the new scheme, the rollback process
becomes greatly simplified. No event needs to be re-executed because re-execution of an event would
produce the same states. Thus, checkpointing of the states is also avoided since they are not needed any
more. Rollback in the new scheme is now simply an extension of the timestamp correction described in
Section 4.5.1 under the constraints of the event dependencies. To illustrate the new simulation scheme

better, we use the same Jacobi example in Figure 4.4 in the next section.

45.3 Implementation Detailsand Optimizations

We modified the structured dagger coordination language to insert code to build the event dependencies,
which will be accounted for when the events are reordered. In the example of JacobilD, relations between
getStripFromLeft, getStripFromRight and doWork events can be captured using the overlap
and when constructs shown in Figure 4.4. As the structured dagger code runs, a chain of logs preserving
the event dependencies are created on the fly. In the new strategy, every event E will have a list of forward
and backward dependencies. The backward dependents of E will be those events which must complete
before E can start. The forward dependents of E will be the list of events that have E as one of their
backward dependents. In the previous example, the event doWork has both getStripFromLeft and
getStripFromRight as its backward dependents.

In order to preserve the order between the dependents, an event can be added to the timeline only after

all the events that it depends on have been added. To capture this, we define a new term ef f RecvTime
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(called effective receive time) recursively as max(mERT, recvTime) where the term mERT is the max-
imum ef f RecvTime of all the backward dependents (0 if no backward dependents are present). The
ef f RecvTime is the earliest time in which the event can start such that we maintain the dependency rela-

tion between events. The startTime of an event will now be computed as max(ef f RecvTime, currTime).
The timeline will now be maintained in the non-decreasing order of e f f RecvT'ime instead of recvTime.

The following steps describe this scheme:

(1) Calculate the earliest affected event (EAE) in the timeline

(2) Remove all events from the earliest affected event and place them into R

(3) Initialize effRecvTime of those events in R to infinity

(4) Recalculate effRecvTime for all events in R whose backwardDeps are in not R
(5) While R is not empty

(6) Choose the least effRecvTime event from R

@) Reinsert that event into timeline

(8) Update the effRecvTime of forward dependents of that event

When an event gets a new effRecvTime, the EAE in (1) is the earlier of its new position in the timeline
and the current position. The steps are performed whenever a correction message arrives. After processing
it, the events that have their startTime changed will send out correction messages.

In the first version of our BigSim simulator, the high overhead involved in processing the correction
messages made the scheme described above very slow. We applied the following optimizations to improve

the simulation performance:

e Overwriting timestamps of old messages: When a new correction message arrives, if there is already
a correction for the same destination that is not yet processed, the old message’s predicted recvTime
value is overwritten. The same scheme is used when a correction message arrives earlier than the

message itself.

e Using multi-send: Many messages destined to different events but to the same physical processor are

sent collectively, using a library provided in Charm++,

e Prioritizing messages based on the recvTime that they carry: This optimization reduces the number

of out-of-order messages drastically.
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e Lazy processing: Correction messages are processed only periodically. The delay causes many of the
correction messages to be overwritten. It also amortizes the cost of restructuring the entire timeline

over several corrections.

e Batch processing: Many correction messages are processed collectively. Thus the EAE can be com-
puted for a batch of correction messages and the above scheme is invoked only once for a group of

correction messages.

The simulation was still found to be several times slower when timestamp correction was performed.
This is caused by the large amount of cascading corrections and numerous out-of-order messages. This
occurrence of out-of-order messages can be reduced if execution is not allowed to go far ahead of the
correction wave. This is because a large difference between them means there are many wrong events to be

corrected. Based on these observations a new scheme was developed, as we described next.

Approximate GVT scheme

We define the Global Virtual Time (GVT) as the globally smallest timestamp of all pending messages in the
system. All the messages (real and correction) currently pending in the system will have a timestamp that is
not smaller the current GVT.

We use a heartbeat mechanism to periodically compute the estimated GVT. Every simulated processor of
the target machine reports its Simulated Processor Virtual Time (SPVT) by finding the minimum timestamp
of all the messages in real and correction message queues and messages sent in its timeline during that
interval. The timestamp of a message is the predicted recvTime that it carries. Every real processor
computes the Real Processor Virtual Time (RPVT) as the minimum of SPVTs of all simulated processors
on it. The minimum of the RPVTs across all processors is the value of the estimated GVT (eGVT) to be
used and broadcast in the system. Due to messages in transit that may be arbitrarily delayed, the value of
GVT obtained is just an estimate. Therefore, it is not necessary for the new eGVT to be larger than the
previous value and the opposite may happen in rare cases. However the trend for the eGVT shall always be
increasing, thereby carrying the simulation forward.

After a new eGVT is obtained, to take advantage of the lazy and batch processing optimizations men-
tioned earlier, we use a time-window to restrain the advance of the program execution beyond eGVT. The

correction messages are buffered and processed periodically at every heartbeat. Only those real messages
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with a timestamp within the window size from eGVT are executed in the heartbeat interval. The time-
window advances every time the new eGVT is obtained.

The heartbeat interval is adaptive and we use a heuristic approach to control the advance of the simula-
tion. When the number of messages (real or correction) processed in the last interval is very high, it denotes
a high-activity period. The heartbeat interval is then shrunk so that the eGVT can be updated more often to

speedup the simulation. Similarly, it is expanded when there is a low-activity period.

4.6 Network Simulation

The current BigSim simulator is suitable for simulating parallel applications whose computation to commu-
nication ratio is high, namely, when a simple network model is enough. For applications that require high
degree of fidelity to the network model, a much more complicated network simulation is needed.

BigNetSim is a project to incorporate a contention-based network simulation. The first generation of
switch-based BigNetSim was developed by Eric Bohm and this author. Praveen Kumar Jagadishprasad and
others wrote the second generation of BigNetSim with more detailed network modeling. It is based on the
PosE simulation framework [90, 92, 91] developed by Terry Wilmarth.

In BigNetSim, instead of using some preset latency value to determine message transit time, we actually
model the message as it passes through a detailed contention-based network model. The power of this
approach is that we can model any desired type of network, and plug it into the original timestamp correction
simulation. This enables running the application emulation once, and reusing the trace logs generated by
the emulation to repeatedly analyze the application in a variety of network configurations. Figure 4.5 shows
how these components interact.

BigNetSim provides a configurable runtime environment where network parameters, such as buffer size,
number of virtual channels, packet size, adaptive vs fixed routing, can be set at run time. Furthermore, the
design is modular to support easy extensions by the addition of new topologies, routing algorithms and
architectures (see Figure 4.6). BigNetSim currently includes support for Torus, 3D-Mesh, Fat-Tree and
Hypercube topologies.

In Figure 4.6, the traffic generator, Network Interface Card (NIC), Switch and Channel are modeled as
posers (parallel migratable objects for simulating entities) in POSE. They rely exclusively on event messages

to communicate with other simulation objects. Messages created on a node are passed to the NIC which
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Figure 4.6: BigNetSim conceptual model

packetizes the message and sends the packets to a Channel. The Channel forwards a packet to a Switch.
The Switch has an Arbiter, which uses the configured routing logic to select the output Channel to route
the packet. Switch models Virtual Channels (VC) and flow control based on feedback from downstream
Switches and VC selection strategies. Channels in the path to the destination node receive the packets and
pass them up through Switches. Finally the last channel in the path passes it to its NIC, which reassembles
packets to form a message and sends it to the node. Several network parameters such as packet-size, channel-
bandwidth, channel-delay, switch-buffer-size and a host of NIC delay parameters can be set in a network
configuration file, which the simulation reads at runtime.

Simulation of detailed contention-based network models for predicting parallel performance is quite
challenging, but we achieved reasonable speedups relative to one-processor parallel time as we present in
the next section. POSE’s new object model supports for virtualization and adaptive speculative strategies,
enabling BigNetSim to perform and scale well despite a seemingly heavy-weight object implementation

[92]. Furthermore, based on trace logs generated by BigSim emulator, BigNetSim’s network simulation can

43



focus on the task of network simulation, without being disturbed by having to simulate actual computation.

Since network simulation is quite expensive and slow, it is desirable that only the portion of interest in
the code be simulated with a detailed network model. As an example, a start-up phase of a parallel appli-
cation can be skipped without detailed simulation. Log-based postmortem simulation makes this possible.
Application developers are allowed to insert “markers” in the parallel code as a potential point to jumpstart
the simulation. These markers typically are inserted in synchronization points (such as a barrier) in the
application. The markers are then stored in the trace log when the application is emulated. In practice, this

scheme has shown to be very effective and efficient.

4.6.1 Parallel Smulator Performance

To evaluate the parallel performance of the simulator itself, we ran the BigSim emulator on 64 real proces-
sors with the NAMD program on 2048 simulated nodes configured in a 3D Torus topology with Bluegene/L
characteristics. The emulation traces were then used with BigNetSim on a varying number of processors.

We show simulation execution times for BigNetSim with NAMD from 1 to 128 processors in Figure 4.7
and a corresponding speedup plot relative to one processor time in Figure 4.8. The observed data show that
BigNetSim scales linearly up to 8 processors , and sub-linearly beyond that.

The results in Figure 4.8 show that BigNetSim has acceptable parallel performance even when applied
to performance prediction of a real world application. This is much more challenging than a synthetic
benchmark due to complex dependencies among events resulting in relatively limited parallelism in the

simulation.

4.7 Validation and Performance Case Studies

We first present results of validation of BigSim on LeMieux [66] at Pittsburgh Supercomputing Center. We
then present results of performance prediction and performance analysis of some real world applications for

BlueGene/L. Finally, we present the scaling performance of the BigSim itself.

4.7.1 Verification of Jacobi on BG/L

With BigSim, we are now able to study the performance issues of some real world applications on a machine

before it is built, specifically BlueGene/L in the following case studies.
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Figure 4.7: BigNetSim execution time with NAMD

To facilitate performance analysis for applications on this machine, Projections, a postmortem perfor-
mance analysis tool associated with CHARM++ has been ported to BigSim. It provides the capabilities of
detailed event tracing and interactive graphical analysis.

The Jacobi program written in CHARM++ and Structured Dagger (Section 4.5.2) was used as a case-
study to further analyze and verify the simulator. In this simulation, the network model uses a per-hop and
per-corner latency of 5ns and 75ns respectively. For experiments with different network configurations, the
network latency can be increased by scaling both the per-hop and per-corner latency by the same factor.

The timelines generated by Projections are shown in Figures 4.9 and 4.10 for a selected subset of 64,000
simulated processors. Figure 4.9 was generated without simulation (the program was only emulated), while
Figure 4.10 was generated with simulation. The separation between the events in Figure 4.9 is caused by
the direct or cascaded effect of the out-of-order delivery of messages. As we can see in Figure 4.10, the
timestamps of out-of-order messages were corrected and the gaps disappeared.

We also validated the simulator by comparing the simulation result and the expected behaviors. The

results that we obtained are summarized as follows:

e For a valid timestamp correction scheme we expect the same predicted time for a given problem
independent of the number of real processors used for simulation. This can be used to verify the
simulator. Predicted performance was indeed found to be the same across different runs and the

results for Jacobi are shown in Figure 4.11 with different network latency configurations.

e As we increase the network latency we expect the predicted time to remain constant up to a limit
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and increase thereafter, due to potential overlap of computation and communication. Note that the
predicted time was measured as a function of multiplicative factors by which the per-hop and per-

corner latencies are increased. The result was as expected and is shown in Figure 4.12.

e The speedup was also measured based on the predicted time for different latency factors as shown
in Figure 4.13. For a very low network latency, the speedup was found to be close to linear, and
dropped as the latency factor was raised. This is because when the number of simulated processors
increases, the work per-processor reduces and the computation can not makeup for communication

delay, reducing the speedup.

4.7.2 Validation — AMPI

In order to validate our BigSim, we compared the actual running time of a 7-point stencil program with
3-D decomposition (Jacobi3D) written in MPI with our simulation of it using BigSim. In the program,
every chunk of data communicates with its six neighbors in three dimensions. After the Jacobi relaxation
computation, the maximum error is calculated via M PI_Allreduce among all local errors.

The result is shown in Table 4.1 for a problem with a fixed size in all the runs. The first row in the
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Figure 4.11: Jacobi simulation predictions on different numbers of physical processors used

table shows the running time on 64 to 512 processors; the second row shows the predicted running time
when simulating these processors using only 32 real processors. It shows that our simulated execution time
generally agrees with the actual execution time to within about 6% although a simple latency based network

model is used.
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Processors 64 128 256 512
Actual run time (s) | 1.072 | 0.481 | 0.259 | 0.145
predicted time (s) | 1.046 | 0.512 | 0.270 | 0.155

Table 4.1: Actual vs. predicted time
4.7.3 Validation — NAMD

We have compared the actual execution time of NAMD with our simulation of it using BigSim on LeMieux.
Our validation approach is as follows. We first run NAMD on a number of real processors and record the
actual run time. Then we run NAMD on BigSim emulator with a much smaller number of processors
simulating the same number of processors used in the original run. This emulation generates log files that
we then simulate with BigNetSim running the simple latency-based network model. We record the run time
predicted by the simulator and compare with the original run time.

As a NAMD benchmark system we used the Apo-Lipoprotein Al atom dataset with 92K atoms. The
simulation runs for a total of 15 timesteps. A multiple time-stepping scheme with PME (Particle Mesh
Ewald) involving a 3D FFT every 4 steps is performed. The result is shown in Table 4.2. The first row
shows the actual execution time per timestep of NAMD on 128 to 2250 processors on LeMieux. The
second row shows the predicted execution time per timestep using BigNetSim on a Linux cluster, with

network parameters based on Quadrics network specifications. It shows that the simulated execution time

2|_eMieux is 750 Quad Alphaserver ES45 node machine at Pittsburgh Supercomputing Center (PSC)
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is reasonably close to the actual execution time. The predicted run time is not as accurate when number of
real processors grows larger. One possible reason is that we did not model the cache performance and the

memory footprint effects in enough detail, hence the predicted time is greater than the actual execution time.

PEs 128 | 256 | 512 | 1024 | 2250
Actual time 715|403 | 239 | 176 | 12.8
Predicted time | 75.8 | 43.6 | 25.1 | 20.8 | 16.13

Table 4.2 Actual vs. predicted time (in ms) per timestep for NAMD

NAMD Communication Pattern Analysis with BigNetSim

BigNetSim with detailed network simulation is capable of generating rich information for communication
pattern analysis. Network statistics like link utilization and contention obtained from the network simulation
can be used to visualize the communication pattern of the application. This helps to identify communication
bottlenecks in the applications for performance optimization.

We use NAMD as a case study to illustrate this utility. In NAMD, the atoms are divided spatially into
cells roughly the size of a cutoff distance. Local interactions are calculated each timestep between only the
nearest neighbor cells. Each simulation timestep starts with multicast communication for cells to send the

atom data to the nearest neighbors; the computation begins after that, followed by communication that sends
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the force result back to the cells. Note that due to the latency tolerance in CHARM++, communication and

computation can overlap.

Figure 4.14 shows the average link utilization during the whole simulation in a simulated 128 node 15

time step NAMD simulation. The irregular utilization pattern correlates with bursts of traffic during time

step boundaries as shown in Figure 4.15. From the magnified view of a timestep in Figure 4.16, we can see

that most communication happens at the beginning and at the end of the timestep as expected.
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Figure 4.14: Average Link Utilization in NAMD
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The first synchronization is a simple barrier at around the 1200” Interval and the second one is a load

balancing step between 1285 and 1315 Interval. The load balancing involves a collection followed by

broadcast operation. The traffic results in huge contention as shown in Figure 4.17.
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Figure 4.17: Contention encountered by messages

Figure 4.18 shows the number of links where utilization is greater than 30 percent in an Interval. We can
clearly see that many links during load balancing have utilization greater than 30 percent. This is significant
as a typical message is transferred in a few microseconds and it takes many messages to be transferred in
10 milliseconds to have a high link utilization. Blue Gene/L has a separate tree network for doing collective
operations, which is not modeled in the current network simulator. We believe that the tree network will

help alleviate the network contention of such broadcasts.
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4.7.4 Performance of the Simulation

We also measured the performance of the simulator itself using LeanMD as a sample application. We
demonstrate the scalability of the parallel simulator in Figure 4.19. The simulation was found to scale rea-
sonably over hundreds of processors. The efficiency of the simulation depends on the number of correction
messages sent. In one simulation, correction and real messages sent were compared for different simulated
processors as shown in Table 4.3. The low ratio of correction messages to real messages was encouraging,

which leads to considerable performance improvement of the simulation.
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Figure 4.19: Simulation Speedup
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Processors 8k 16K 32k 64k
Real Msgs 20.04M | 20.18M | 20.42M | 20.93M
Correction Msgs | 357351 | 305487 | 126629 | 59762

Table 4.3: Proportion of correction messages
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Chapter 5

Million-way Parallelization

Parallel algorithms developed for conventional parallel machines are not necessarily appropriate or effi-
cient for peta-scale machines. Parallel algorithms for such class of peta-scale machines must handle low
bisection bandwidth and relatively low memory-to-processor ratio. They must exploit the availability of
dedicated communication threads and the existence of multiple parallel communication links. In order for
load balancing to work effectively, parallel applications need to create a high degree of parallelism such as
migratable objects in Charm++ and AMPI.

In our work, we have developed and evaluated two parallel frameworks and their applications writ-
ten in Charm++ and AMPI for peta-scale class machines. They are Molecular Dynamics (MD) and FEM

framework.

5.1 Molecular Dynamics Simulation - LeanMD

The molecular dynamics simulation of biomolecules is one of the planned applications for BlueGene/L. It is
a challenging application to parallelize. A microsecond simulation includes about a billion timesteps. Each
timestep involves a relatively small amount of computation that must be effectively parallelized. We have
developed NAMD, a Gordon Bell award winning parallel molecular dynamics application that is written in
CHARM++. Although it has been shown to scale to 3000 processors [54], it is not ready for extreme-scale
parallel machines due to the relatively limited parallelism exploited in the application.

In NAMD, the atoms in the simulation are divided spatially into cells roughly the size of the cutoff
distance. Local interactions are calculated for each timestep between the nearest neighbor cells (“one-

away” interactions), as illustrated in Figure 5.1. This ensures that all atoms within the cutoff radius are
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considered. However, this strategy produces a division that is too coarse grained for planned machines
such as BlueGene/L. For example, with a cutoff radius of 15 A, a 150 x 150 x 150 A simulation space
would involve only 1,000 cells and 13,000 cell-to-cell interactions?® to calculate as in one-away scheme.
Considering that the BlueGene/L machine is approximately 64,000 nodes, the division would leave nodes
idle even if interactions were delegated to a single node.

To address the issue of creating finer-grained parallelism for cutoff interactions, L eanM D was developed
as an experimental code. In LeanMD, the “one-away” strategy is replaced with a “k-away” strategy. Instead
of one cell representing the cutoff distance, in LeanMD three cells would span the cutoff distance as shown
in Figure 5.1. Therefore, in order to do the cutoff calculation, a cell must compute its interactions with every
cell that is “three-away” in this scenario. Given the simulation example above, a three-away strategy would
produce 27,000 cells and more than 4 million cell-to-cell interactions, a number of objects that can be easily

distributed across the 64,000 nodes of BlueGene/L.
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Experimental Results

We have run LeanMD in our simulator on PSC LeMieux using the ER-GRE atom benchmark, simulating a
BlueGene/L machine of size varying from 1K to 64K nodes. The simulation data can be used to carry out
a detailed performance analysis using the Projections tool. Figure 5.2(a) shows how the average processor
utilization varies with time for a simulation on 32k simulated processors. The utilization stabilizes at about
50%, but rises and falls within each timestep. To further understand the scalability of LeanMD, we ran
LeanMD with simulations from 1K to 64K simulated processors. The first row in Table 5.1 is the predicted
speedup, normalized based on the 1000-processor time. The speedup starts to degrade significantly at 16k
simulated processors. This could be due to communication latencies, critical paths or load imbalance. To
understand the degradation of the speedup we used the performance data to calculate the CPU load on each
individual processor. Figure 5.2(b) shows a histogram of this data in the case of 16k simulated processors.
Although about 6000 out of 16000 processors have a load of about 2ms, a few are seen to have a load as
high as 11ms. This suggests that load balance is a major performance issue. To understand what portion of
performance loss is explained by load imbalance alone, we calculate the estimated speedup (P x-2v2koad

mazx Load

based on load imbalance loss alone (second row in Table 5.1) and compare it with simulated speedup. The

11,000*27/2, since cell-to-cell forces are symmetric.
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closeness of both numbers confirms that load imbalance is the primary cause of performance loss. Only
at 64K processors do the numbers deviate, indicating influence of other factors such as communication
overhead or critical paths. Such detailed performance analysis is possible because of the rich performance

trace data produced by the simulator.

Processors 2000 | 4000 | 8000 | 16000 | 32000 | 64000
Simulated Speedup | 1845 | 3384 | 6015 | 8658 | 14178 | 18180
Estimated Speedup | 1865 | 3412 | 6242 | 8635 | 13916 | 19936

Table 5.1: Simulated speedup vs. estimated speedup (based on load imbalance alone), normalized based on
1000-processor case

5.2 Finite Element Methods Simulation

The Finite Element Method (FEM) is a popular technique often used in the study of fracture and structural
mechanics. We have developed a parallel framework[18], called the CHARM++ FEM Framework, to make
it easy to parallelize a serial FEM code. It is written in AMPI to take advantage of the migratable objects
and the idea of processor virtualization. The framework handles the finite element mesh that discretizes the
problem domain, partitions the mesh for parallel execution, and provides an easy way to use communication
primitives defined on the mesh.

It is very difficult for an FEM application to generate million-way parallelism due to several practical
constraints and bottlenecks in the existing tools, which we discuss next. We have improved tools like METIS
(a sequential mesh partitioning library) towards very large scale mesh partitioning, and we are now able to
partition a mesh into 20,000 pieces. We plan to port tools like ParMetis — a parallel mesh partitioning

library — on AMPI to allow even bigger partitioning.

Bottlenecks on Large Machines

There are a number of practical bottlenecks for FEM to executions on very large machines. First, large
meshes must be generated; this is difficult with today’s tools. Second, the meshes must be partitioned for
parallel execution. Finally, the resulting computation may still have small grainsize, so messaging perfor-

mance is important.
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Our runs with BigSim also exposed a number of unexpected bottlenecks and limitations to scalability.
For example, we found several “bugs” in the METIS library that prevented it from partitioning a mesh into
more than a few thousand pieces. One bug in METIS was the loss of floating-point precision when using
single precision in load vector representation for partitions. As the recursion of the partitioning goes deeper,
the loss of floating point precision becomes so overwhelmingly big that the sum of the load vector is not
constant any more, leading to a crash in the library. We found that promoting values to double precision
fixed this problem. Another bug was related to the problem of integer overflow. In METIS, to partition a
mesh into K pieces, an integer array of size K? is allocated. However, since the array index type was defined
as “integer”, a 50,000 piece output partition could overflow a 32-bit integer representation. Promoting the
index type from “integer” to “unsigned integer” or “long” fixed the problem.

Even with these fixes, METIS uses a large amount of memory due to the K2 memory allocation, so
it consumes memory proportional to the number of output pieces, not the total size of the mesh. Thus, a
4GB machine ran out of memory when partitioning a relatively small (5M elements) mesh into more than
16K pieces. We believe ParMetis ( parallel Metis) will solve this problem, and we are investigating the
integration of parMetis into the FEM framework and AMPI.

Similarly, even though our MPI implementation, AMPI, was designed to be scalable, while trying to
simulate very large machines we discovered that our implementation used total memory proportional to
for P processors. The culprit was a simple linear message ordering table kept by each processor, as the
table’s length was proportional to the number of processors. For today’s machines, where P=1000, the total
amount of memory used was 16MB; but for £=100,000, the tables would use 160GB! The solution was to
break the tables into (software) pages and only allocate pages when they are referenced; this dramatically
reduces the storage requirements for large machines because most processors only communicate directly

with a small subset of other processors.

Experimental Results

We studied the performance of a CHARM++ FEM Framework program, which performs a simple 2D struc-
tural simulation on an unstructured triangle mesh. We chose a relatively small problem with a 5 million
element mesh, to stress efficiency issues. Because our 2D elements take a little under a microsecond of CPU

time per timestep, this corresponds to less than 5 seconds of serial work per timestep.
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Figure 5.3: FEM Framework Performance on a 5 Million Element Mesh

Figure 5.3(a) shows the predicted execution time per step, simulating 125 to 16,000 processors using
only 32 LeMieux processors. The time per step is 23.5 milliseconds for 125 processors and drops to 640
microseconds on 16,000 processors. Figure 5.3(b) is the corresponding speedup, normalized based on the
125-processor time. It shows that the program can scale well to at least several thousands of processors.

Beyond several thousand processors, when the simulated time per step drops below a few milliseconds,
the parallel efficiency begins to drop. Sub-millisecond cycle times are indeed extremely challenging even on
today’s small machines, and we continue to seek methods to improve this performance on larger machines.

We also demonstrate the benefits of processor virtualization in CHARM++ for the same FEM program.
We use different numbers of MPI virtual processors, each with a separate chunk of the problem mesh, on
each simulated processor. Virtualization allows dynamic overlap of computation and communication, and
can improve cache utilization because each virtual processor’s data is small.

The predicted performance for various degrees of virtualization in terms of the number of virtual pro-
cessors is illustrated in Figure 5.4. The problem size in this test is still the same—a 5 million element mesh,
and the simulated machine size is fixed at 20002. Even a low degree of virtualization significantly improves
performance by allowing computation and communication to be overlapped; higher degrees of virtualization

provide little benefit, and eventually the overhead of additional virtual processors only slows the program

2Qur current partitioning scheme limits the number of partitions. Therefore, the machine has to be small to allow a high degree
of virtualization
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Chapter 6

Dynamic L oad Balancing Framework

Load balancing is a technique that performs the task of distributing computation and communication activi-
ties evenly across processors of a parallel machine so that no single processor is overloaded. Load balancing
is one of the key factors for achieving high performance on large parallel machines when solving highly
dynamic and irregular problems.

The load balancing problem involves making decisions on placing newly created computational tasks on
processors, or migrating existing tasks among processors in favor of load balance. The load balancing prob-
lem is NP-complete. However, many combinatorial algorithms have been developed that find a reasonably
good approximate solution (Section 6.3).

Load balancing problem is also a challenge to software design. Most existing dynamic load balancing
often is added directly to applications through a built-in load balancing algorithm implemented specific
to the application. This approach has a number of disadvantages. Because the load balancing is directly
implemented in an application, the application developer can not compare the algorithm to other strategies
easily to evaluate their effectiveness. Since the load balancing is too tightly coupled with the application,
the resulting implementation cannot be used in other applications in a straightforward way. The application
developer may not have the expertise or interest to optimize load balancing algorithm since their primary
interest is the application itself.

In this chapter, we discuss a complete and practical automatic dynamic load balancing methodology
based on run-time instrumentation. It is unique in providing dynamic load balancing to a wide range of
dynamic, unstructured and/or adaptive applications. It delivers this support without creating burdens to

application developers.
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6.1 TheLoad Balancing Problem
The goal of load balancing can be stated as follows:

Given a collection of tasks that involve computation and communication and a set of computers
connected in a certain topology, find a mapping of tasks to computers such that each computer
has an approximately equal amount of computation and communication between processors is

minimized.

Tasks can be calls to the subroutines, migratable objects and threads, etc. A mapping that balances the
workload of tasks on processors potentially leads to an increase in the overall efficiency of parallel execution.

However, a naive balancing of the load is not guaranteed to improve the parallel efficiency.

6.1.1 Basic Definitions

In this thesis, we study the load balancing problem in the context of Charm++ and parallel objects. We first

gives some basic definitions used in this thesis.

e Processor Graph

Processors of a machine may be organized in a network topology. The network topology can be
represented as an undirected graph G, = (V},, E,,) on p (= |V},|) vertices. Each vertex in V], represents

a processor, and the edges in E,, represent a direct link in the network.

e Task Graph The parallel application is represented as a weighted undirected graph G, = (V,, E,).
The vertices in V, represent parallel objects (or groups of objects) and the edges in F, represent
direct communication between the parallel objects (or groups of objects). Each vertex v € 1/ has a
weight w. The weight on a vertex denotes the amount of computation that the objects in the vertex
represent. Similarly, each edge e, = (vq,vp) € E, has a weight c,,. The weight ¢, represents
the amount of communication in bytes between the parallel objects represented by v, and v,. The
edges are undirected, which means that we are not considering the direction of communication in our

algorithm.

1This definition is similar to that in [88] but is more comprehensive.
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e Task Mapping The task-mapping is represented by a map function:
pP:Vv,—1Y,

If the parallel objects represented by the vertex o € 1, of the task-graph are placed on processor p,

then P(o) = p.

After mapping, each vertex p € V,, has a weight ), representing the total load on processor p, which

is the sum of all objects on this processor:

Wy=> w,,  O={0P(o)=p}

0€0

To consider communication overhead in the weight W, for a processor p € V},, we add all non-local

communication cost representing by the sum of weights of all outgoing edges:

Wp=>> (wo+ >, ca), O={o|P(0)=p}
0€0 eobEEoAP(b)!=p
It is worthwhile to distinguish between problem decomposition and task mapping. Problem decomposi-
tion is a part of the parallel program design process; it tries to decompose an application into several modules
to run on separate processors. The result of problem decomposition is a collection of tasks that solve the
problem in parallel. These tasks can be independent or with connections through communication. Task
mapping is a separate process that maps the above resultant tasks to processors. In Charm++’s virtualization
approach, an application should ideally be decomposed into a number of tasks that is much greater than the

number of processors to allow load balancing schemes to perform task remapping.

6.2 Application Load Imbalance

An increasing number of emerging parallel applications exhibit dynamic and/or irregular computational
structure. These applications are likely to experience load imbalance when running on parallel computing
platforms.

Application imbalance is a major contributor to inefficiency in parallel programs, especially on a ded-
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icated parallel machine free of external interference. With load imbalance, a parallel application can only
execute at the speed of the most heavily loaded processor.

Given an accurate model of computation and communication costs, it may be possible to compute all
possible work distributions for a given algorithm and select the one that gives best load balance. In practice
however, this NP-hard problem is often too complex to solve exactly. Furthermore, such an accurate model
for an application is difficult to get, especially when the computation and communication patterns change
over time. For this reason, static load balancing is not the focus of this thesis.

Dynamic load balancing tries to solve the load balance problem at run-time according to the most up-to-
date load situation. It can efficiently solve problems of irregular structure with instrumented load estimates
on multiprocessor systems. Rebalancing is required when the load balance in the application changes over

time.

6.3 Related Work and L oad Balancing Contexts

Both the dynamic behavior of applications and machine characteristics influence the design of load balanc-
ing strategies. In this section, we discuss the three categories of the application characteristics, describe the
machine characteristics that influence the load balancing algorithms, and summarize task migration mecha-

nisms.

6.3.1 Non-iterative Applications

Non-iterative applications have no temporal correlation and lack predictability. As an example, consider a
state-space searching application used for problem solving. A state space is the set of discrete configura-
tions (i.e. states) that might be encountered while trying to solve a problem. A state space search entails
systematically exploring these states in an effort to find a solution to the problem. Sometimes, any solution
will be acceptable (e.g. to find a k-coloring for a graph). But frequently, a solution that can be reached with
the least possible cost (an optimal solution) is desired. In a parallel algorithm, the problem can be decom-
posed into subtasks, with each subtask responsible for a subset of state space searching. These subtasks are
short-lived tasks, but may spawn new subtasks. Due to the fact that new subtasks are generated based on the
processing of an existing task, the load balancer has to make decisions solely based on new tasks and with

limited information about the global load distribution. Since there is no predictability to the computation, it
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is difficult to obtain a global load distribution information for load balancing algorithm.

This load balancing problem is also known as task scheduling problem [46, 80] in the literature. A
task scheduling problem can be stated as follows: given a set of tasks and a number of processors that
can concurrently execute the tasks, find an efficient way to schedule the execution of these tasks to obtain
better task response time, throughput and resource utilization, while keeping the scheduling overhead to a
minimum.

The task scheduling problem has been extensively studied in the literature. Essentially, scheduling
solutions can be classified into two main categories. The first category is static scheduling techniques, which
perform the scheduling of communicating tasks before run time. This scheduling scheme often requires a
priori knowledge of the tasks being scheduled. Graph theoretic models such as network flow [19] and
heuristics [36] are commonly used to make the task assignment.

The second class of scheduling does not assume a priori knowledge about the tasks scheduled and
make the scheduling decision at run time. These scheduling schemes are known as dynamic load balancing
strategies [61, 14]. This class of scheduling schemes often assumes a continuous flow of tasks which may
be processing modules that are either independent or dependent on each other.

In Charm++, the task scheduling problem is treated as seed load balancing. Tasks are created as parallel
objects, which are treated as “seeds” for which an initial processor placement must be determined by the
load balancing system. The first Charm++ seed load balancer was developed in the late 80’s. In [46, 80],
the authors proposed and implemented an algorithm in Chare-Kernel (early Charm++) known as Adaptive
Contracting Within Neighborhood (ACWN). In [78], Saletore presented a neighborhood averaging scheme
for parallel processing of medium-Grain tasks. In ACWN, work always travels to topologically adjacent
neighbors with the least load, but only if the difference in loads is more than a predefined threshold. In
addition, ACWN does saturation control by classifying the system as being either lightly, moderately or
heavily loaded. Sinha et al. [82] described an efficient prioritized load balancing strategy for prioritized

execution of tasks.

6.3.2 Iterative Applicationswith Predictability

The second category of applications includes those that are iterative with predictability. In fact, many

scientific applications, especially physical simulations, are iterative in nature. The computation lasts for a
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long time and may contain a series of time-steps and/or iterative solvers that run to convergence. For many
such problems, computational loads and communication patterns between tasks tend to persist over time.
Thus, the recent load history is a good predictor for the near future. This heuristic is called the “principle of
persistence” [52]. For these applications, a measurement-based load balancing method is useful.

In the context of CHARM++ and migratable objects, depending on the degree of the “persistence”,
the following instrumentation schemes can be considered in the run-time system, in increasing order of

complexity:

1. Object load only: only CPU load is measured and no communication pattern is recorded in this

method;

2. Object-communication graph: both the CPU load and the communication pattern are instrumented,

so that one can build an object-communication graph;

3. Multiple-phases: computation and communication only tend to be persistent in multiple phases.

Statistics collection needs to be done in these phases separately;

4. Task dependence graph: when communication occurs in a specific order that is describable by a task

dependence graph or a critical path.

Each of these scenarios is useful in specific applications, and needs a separate set of strategies. We will

focus on first three scenarios in CHARM++ in Chapter 7.

6.3.3 Iterative Applicationswithout Predictability

The third category of applications includes those that are iterative but with no predictability. These applica-
tions may involve iterative computations with correlation between iterations/steps, but either the correlation
is not strong or the machine environment is not predictable, leading to abrupt changes in load. Such unpre-
dictability may occur when there is noise due to operating system interference on small time-steps, or on
time-shared desktop machines. For applications in such scenarios, it is difficult to balance the load. One
possible solution is to apply a mixed strategy that combines both the measurement-based and the seed load

balancing strategies, such as a sub-step load balancing strategy described in Section 7.2.3.
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6.3.4 Partitioning Algorithms

Load balancing problem can be essentially viewed as a partitioning problem that assigns a set of compu-
tation tasks on target processors. Partitioning algorithms can range from simple algorithms that involve

communication-oblivious partitioning to sophisticated algorithms that take communication into account.

Communication-oblivious partitioning

The problem of assigning a set of n jobs (each with some arbitrary size) on p processors, so as to mini-
mize the maximum load (makespan) on the processors is called the Makespan minimization problem and
is well studied. It is an N P-hard optimization problem [67]. Hochbaum and Shmoys give a polynomial
approximation scheme for uniform machines [40]. T.D.Braun et.al. [20] study a variety of mapping heuris-
tics for heterogeneous machines. Min-min heuristic assigns the smallest overall job to its biggest machine,
Max-min assigns the largest overall job to its best machine. Search techniques like genetic algorithms (GA),
simulated annealing, and A* are also considered. It is observed that search technigues like GA give the best
result but are quite slow [20]. For homogeneous systems, a simple greedy algorithm where jobs are assigned
in decreasing order of sizes to the current least loaded machine performs well in practice. Though the algo-
rithm can guarantee only a 2-approximation, it gives much better results with jobs being small (relative to
average load on processors). A refinement pass, after such a greedy assignment, which looks at overloaded

processors and swaps work with underloaded processors, can further improve performance.

Communication-awar e partitioning

In the context of parallel programs, a model where tasks communicate better reflects reality. While it is
desirable to reduce maximum CPU load, performance is also effected by communication requirements.
Thus applications with high connectivity require more sophisticated load balancing strategy that optimizes
application communication. Communication in parallel applications can be considered implicitly (such as
in geometric partitioning) or explicitly (such as in graph partitioning).

Geometric partitioning is an old, conceptually simple techniques for quickly and inexpensively gener-
ating decompositions that preserve locality. Instead of take communication graph into account explicitly, it
uses only the geometric coordinates of objects to assign regions of space to processors so that the weight of

objects in each region is equal. This method is particularly efficient for applications that geometric prox-
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imity of objects are more important than their graph connectivity. Orthogonal recursive bisection (ORB)

method [16, 81] and space-filling curve (SFC) [87, 71] partitioning are examples of such strategies.
Recursive bisection [16, 81] computes a cutting plane that divides a dimensional space into two subre-

gions, each with half of the total computation work (Figure 6.1). This cutting procedure is applied recur-

sively to each subregion until the number of subregions equals the number of partitions desired.

0.3)
[ ] ® [ ]
L [ ®
. 2nd cut
2nd cut . .
[ [
L  J
[
] @ o
(0,0) (4,0)

1st cut

Figure 6.1: Recursive bisection

A space-filling curve (SFC) maps n-dimensional space to one dimension [77]. In SFC partitioning,
an object’s coordinates are converted to a key representing the object’s position along a SFC through the
physical domain. Sorting the keys gives a linear ordering of the objects (Figure 6.2). This ordering is cut

into pieces with appropriate weight which are then assigned to processors.
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Figure 6.2: Space-filling curve

Geometic partitioning methods do not explicitly control communication, therefore they are effective only

for applications that the geometic locality is important. For the same reason, the load balancing result may
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induce higher communication costs than graph-based algorithms that explicitly control communication for
some applications. However, due to their simplicity, they generally run faster and are easier to implement.
CHARM++ load balancing framework implements the orthogonal recursive bisection partitioner (OrbLB)
with enhancement of adaptivity. Taking processor background load into account, OrbLB migrates parallel
objects away from processors with high background load to tolerate O.S. interference.

Graph partitioning is a useful abstraction for load balancing applications with intensive communication.
The main idea is to represent the computational application as a weighted graph. The nodes or vertices
in the graph correspond to objects. Each object may have a weight that normally represents the amount
of computation. The edges or arcs in the graph usually correspond to communication costs. In graph
partitioning, the problem is to find a partitioning of the graph (that is, each vertex is assigned to one out
of k possible sets called partitions) that minimizes the cut size (weight) subject to the partitions having
approximately equal size (weight). All the problems described above are NP-hard so no efficient exact
algorithm is known.

Stramm and Berman [86] formulate cost function that model processor loads and communication. They
use these cost functions to guide local neighborhood search and simulated annealing search over the possible
configuration space. It is observed that a good starting configuration is needed for these searches to lead
to a good result. Mansour et.al. [70] present a graph contraction algorithm where highly communicating
neighbors are repeatedly merged. The Kernighan-Lin algorithm [63] starts with an initial mapping and
refines it by swapping pairs of objects across group boundaries, so that cross-edges are reduced.

METIS is a set of programs that implement various graph partitioning algorithms that are based on the
Recursive multilevel k-way partitioning algorithm [56]. To partition an unstructured graph, the multilevel
partitioning algorithms first reduce the size of the graph by collapsing vertices and edges, partition the
smaller graph, and then uncoarsen it to construct a partition for the original graph. METIS uses novel
approaches to successively reduce the size of the graph as well as to further refine the partition during the
uncoarsening phase. During coarsening, METIS employs algorithms that make it easier to find a high-
quality partition at the coarsest graph. During refinement, METIS focuses primarily on the portion of the
graph that is close to the partition boundary. These highly tuned algorithms allow METIS to quickly produce

high-quality partitions for a large variety of graphs.
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Centralized v.s. Distributed L oad Balancing Strategy

The size of a machine can also influence the way in which load balancing is carried out. It can be centralized
for relatively small machines or fully distributed for large machines.

Most of the dynamic load balancing strategies can be classified as centralized [26, 72] or fully distributed
methods [28, 46, 39]. In centralized strategies, a dedicated “central” processor gathers global information
about the state of the entire machine and uses it to make global load balancing decisions. On the other
hand, in a fully distributed strategy, each processor exchanges state information with other processors in
its neighborhood. Fully distributed strategies have been proposed, typically in the context of non-iterative
tasks. These include neighborhood averaging scheme (ACWN) [46, 80, 83], and a set of strategies pro-
posed in [89]. In [89], several distributed and hierarchical load balancing strategies are studied, such as
Sender/Receiver Initiated Diffusion (SID/RID), Gradient Model (GM) and Dimension Exchange Method
(DEM) and a Hierarchical Balancing Method (HBM). Other hierarchical strategies are explored in Furuichi

et al. [38] and Sinha et al. [82]. These are discussed in more detail in Section 8.5.

6.3.5 Task Migration

Load balance can be achieved by migrating “work” from one processor to another. In one popular approach,
migrating groups of communicating processes or threads, i.e. process migration was studied as a means for
supporting load balancing on workstation clusters [35, 68] as well as fault tolerance.

Sprite [34] was an early effort to support transparent process migration and file access across a network
of clusters. In Sprite, each process is initially created on a home processor. Later, this process may migrate
to less-loaded processors. However, when the process performs 1/O, it needs to migrate back to its home
processor.

MOSIX [12, 11] is a management system that allows a Linux cluster or an organizational grid to perform
like a single computer with multiple processors. It is particularly suitable to run intensive computing and
applications with moderate amounts of 1/0. In MOSIX, processes are transparently migrated. Like Sprite,
processes are first created on a home processor, and then later migrate to other processors when needed.
Similarly, when performing 1/0, the process has to migrate back to its home processor. Applications just
need to “fork processes and forget”. The run-time system monitors and initiates process migration to im-

prove the overall performance by moving processes from slower to faster nodes or by migrating processes
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from nodes that run out of memory.

Process migration for load balancing has many limitations. First, it adds to the complexity of the run-
time system and is often difficult to port. Secondly, as the image of a Unix process is large, it requires
significant communication and a consequent delay before a process can be migrated. Thirdly, since a whole
process as a migration unit is relatively big, moving a process to another processor may cause new load
imbalance problems on the destination processor. Thus load balancing based on process migration is not
suitable for massively parallel machines.

Data migration [31, 14, 49] implicitly migrates data (and hence computation) among processors to
achieve load balance. It is more portable and simpler to implement. However, data migration often re-
quires knowledge about the application and shifts the entire burden to the application programmer.

PREMA [14, 13] implements Schedulable Objects similar to CHARM++ migratable objects. In order to
migrate a schedulable object, three additional callback routines are needed in the application: one to pack
the schedulable object into a contiguous buffer to send as a message, one to unpack the schedulable object
from a buffer, and one to return the size of the schedulable object in bytes for memory allocation.

Zoltan [31, 32] is a library that is a collection of data management services for parallel, unstructured,
adaptive, and dynamic applications. It provides three classes of parallel partitioning algorithms: geometry
bisection, space-filling curves, and the graph partitioning. It simplifies the load balancing, data movement
and unstructured-communication, that arise in dynamic applications such as adaptive finite-element meth-

ods, particle methods, and crash simulations.

6.3.6 Our Approach

Software design is an important part of dynamic load balancing research. One of the goal of this research
in this thesis is to present an enhanced software framework which can be used to quickly develop and easily
evaluate customized load balancing algorithms to address the different needs of load balancing. In particular,

we wish to distinguish our research using the following criteria:

e Support for data migration. Migrating data has advantages over migrating processes or threads which

adds complexity to the runtime system.

e Application independent load balancing. Load balancing framework does not require application

knowledge to make load balancing decisions.
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e Take communication into account explicitly rather than implicitly for example using domain spe-
cific knowledge. Communication pattern including multicast and communication volume are directly
recorded into load balancing database for making load balancing decisions. Section 7.3 will demon-

strate the advantage of this approach.

e Automatic load estimation. Instead of relying on applications to predict work load of computation,
our framework automatically instrument object computation and communication pattern without user

intervention.

e Adaptive to execution environment. Take background load and non-migratable load into account.

Table 6.1 shows the comparison of CHARM++ load balancing framework to several other software sys-
tems that support dynamic load balancing. DRAMA [15] is designed specifically to support finite element
applications. This specialization enables DRAMA to provide an application “independent” load balanc-
ing using its built-in cost functions for the category of its applications. Zoltan [31, 32] does not make
assumptions about applications’ data, and is designed to be general purpose load balancing tools. How-
ever, it relies on application developers to provide cost function and communication graph. A recent system
PREMA [13, 14] supports very similar idea of migratable objects, however, its load balancing support pri-

marily focuses on task scheduling problem as in non-iterative applications.

System Name | data migration | application independent | explicit comm. | automatic cost| adaptive
DRAMA yes yes no yes no
Zoltan yes yes no no no
PREMA yes no no no no
CHARM++ yes yes yes yes yes

6.4 Practical Load Balancing M ethodology

Table 6.1: Software systems that support dynamic load balancing

Typically, a practical and complete load balancing solution involves four distinct steps: (1) Load evaluation;

(2) Load balancing initiation; (3) Load balance decision making and (4) Object migration?. The following

sections elaborate each step of load balancing with various design considerations.

2 similar sequence is described in [89]
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6.4.1 Load Evaluation

A load evaluation module provides estimation of the load on each processor. It provides the load information
as a “database” for the load balancing process to (a) determine if a load imbalance occurs and (b) to compute
a new mapping of tasks by calculating how much work to migrate. Thus, the accuracy and completeness of
the information in the database directly affect the quality of the load balancing output.

Typically, such a database contains two categories of data. One type of data is processor-level informa-
tion. It includes total CPU load, idle time and background load, etc. The other type of data is object-level
information. This contains much more detailed information for each parallel object, including execution
time and communication pattern and overhead.

Communication pattern is an important information for load balancers to make migration decisions. If
one has to move an object from an overloaded processor A to a underloaded processor B, it is beneficial to
move that object which communicates most with objects already on B. Two types of communication among
objects must be taken into account: point-to-point communications and collective communications, such as
multicast. When a load balancer is considering communication in making object-to-processor assignment, it
estimates the cost of the communication. Point-to-point communication overhead between a pair of objects
can be represented by the volume of communication (b in bytes) and the frequency of the communication
(n as the number of messages per time unit). Given the per message CPU overhead « and per byte CPU
overhead £, the total communication overhead between the pair of objects imposed on the processor can be
estimated by:

axn+0Gx*b

where b is the total volume of all n messages.

Processor and object load evaluation can be done in several ways. One way, which is commonly used in
static load balancing, is to estimate the load of each object based on some knowledge of the application,
such as the time complexity of the algorithms as a function of input data size and the communication
patterns among objects. The advantage of this analytic method is that when the performance model is
accurate, it is potentially very responsive to a task with very frequent load changes. In particular, it can
predict an upcoming load change and respond to it rather than noticing the change only after it occurs. The

disadvantage of this method is that it requires a great effort from the programmer who knows the algorithms
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best, and it may be quite inaccurate if the performance model is not accurate.

Another way of collecting load data is to measure the load of processors and tasks explicitly. Most ma-
chines nowadays provide low overhead clocks with microsecond level accuracy, which can be used to time
each task execution. This method also potentially provides an automatic solution for load instrumentation.
Since a run-time system such as CHARM++ already schedules object execution and mediates all communi-
cation, it can automatically instrument the CPU cost of a task and its communication activities [52]. Thus,
measurement-based load balancing has the advantage of being very accurate and requires little programmer
effort. The drawback is that measurement-based load balancing strategies rely on an assumption that the
past load of a task is a good predictor of its near future. Thus, the accuracy is limited when the load of tasks
keeps changing unpredictably.

One can also combine the above two methods to perform measurement-based load collection with the

predictive power of the analytic load estimation.

6.4.2 Load Balance Initiation

Due to the overhead of load balancing itself, invoking load balancing with excessive frequency may slow
down a program when the cost of load balancing exceeds the possible benefits. Thus, for load balancing
to be useful, one must determine when to start a new load balancing. Doing so involves two steps: (a)
determine if load imbalance occurs, and (b) determine if it is advantageous to start a load balancing by
comparing the possible benefits of load balancing and its cost.

Load imbalance can be detected in a synchronous way or in an asynchronous way. In synchronous load
imbalance detection, all processors pause their execution at some synchronization points to compute the
load imbalance by comparing the individual processor load to the global average load. In asynchronous load
imbalance detection, every processor keeps track of a window of load history. There is no synchronization
point or barrier to stop for computing the load imbalance. This process occurs in the background while the

application continues its execution.

6.4.3 Load Balance Decision Making

Most of the dynamic load balancing strategies can be classified as centralized [72] or fully distributed meth-

ods [28, 46, 39]. In centralized strategies, a dedicated processor gathers global information about the state of
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the entire machine and makes decisions for the migrations of tasks for every processor. In fully distributed
strategies, each processor executes load balancing algorithms by exchanging state information with other

processors. The migration only happens between neighboring processors.

6.4.4 Object Migration

After load balancing decisions are made, objects are migrated among processors to achieve new load balanc-
ing. Object migration must preserve the integrity of object state, including run-time state associated with the
object such as buffered messages. The migration of object data typically requires helper functions provided

by the application, especially when complex data structures such as link lists or pointers are involved.

6.5 CHARM++ Load Balancing Framework

CHARM++’s object model is particularly well-suited to object-based load balancing. CHARM++ application
is written in parallel C++ objects. C++ class promotes data encapsulation, which usually has well-defined
regions of memory on which the class operates. This potentially simplifies the packing of data for migration
of objects compared to process migration or thread migration, where the thread’s entire stack must migrate
to a new processor.

Message forwarding after migration is automatically handled by the CHARM++ runtime system. From a
user’s point of view, CHARM++ objects are location independent; messages are usually delivered to objects
instead of processors. Thus, there is no processor-specific state that an application writer needs to worry
about for object migration; CHARM++ run-time system takes care of the run-time state associated with the
migrating objects.

Using the CHARM++ object model, the run-time system treats application objects uniformly by instru-
menting the start and end time of each method invocation on the objects, rather than deriving execution time
from some application-specific knowledge. This makes the automatic measurement-based load balancing
feasible. Further, the CHARM++ run-time system can automatically record object-to-object and collective
communication patterns, so that load balancers can access the communication pattern information for mak-
ing optimal load balancing decisions.

Unlike MPI, CHARM++ can even separate the idle time from communication overhead. In MPI, when

one is waiting at a barrier or a message-receive call, all the time spent gets called communication overhead.
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However, this often includes idle time, because another processor has not arrived at the barrier or has not
sent the message yet. The CHARM++ run-time system can cleanly separate communication overhead from
such idle time. With the rich application load and communication statistics, better load balancing decisions
can be made.

The first basic version of CHARM++ measurement-based load balancing framework was implemented
by Robert Brunner [48, 22, 24, 23]. It has been redesigned and improved by the author and other group
members since then for better functionality and extensibility for broader categories of applications and more
complicated load balancing requirements.

The CHARM++ load balancing framework is designed to fulfill two major objectives. First, we want to
provide a fully automatic migration for parallel applications written using CHARM++ and AMPI. Specif-
ically, for these applications, making use of the load balancing functionality should involve minimal changes
to existing application code. This means that the programming model and interface provided by the CHARM++
and load balancing run-time should closely mirror one another.

Our second objective is to allow as much flexibility as possible in the range of load balancing strate-
gies implementable by the framework. To achieve this, we have isolated the application code from the load
balancer’s decision-making module. Application’s execution statistics including computation load and com-
munication pattern are instrumented in detail in the load balancing database. This application-independent
representation of object communication graph permits separation of the decision-making process of load

balancing from the application-specific code.

6.6 Framework Overview

One observation leading to our automatic measurement-based load balancing strategy in CHARM++ is the
heuristic principle that we call the “principle of persistence”, which is an observation that the computational
loads and communication patterns between objects (chares) tend to persist over time, even in dynamic
applications. In such cases, the recent past is a good predictor of the near future.

The CHARM++ run-time system (RTS) provides an accurate measurement of application load. With

the rich application load and communication statistics, better load balancing decisions can be made.
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6.6.1 Components
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Figure 6.3: Components and interactions in the load balancing framework

Figure 6.3 illustrates the components of the measurement-based load balancing framework on a single
processor. At the top level of the figure are the load balancing Strategies. Strategies are implemented in
CHARM++ as Chare Groups. When informed by LB Manager to perform load balancing, strategies on
each processor may retrieve information from the local LB Manager database about the current state of the
processor and the objects currently assigned to it. Depending on a specific strategy, it may communicate with
other processors to gather state information. With all information available, strategies determine when and
where to migrate object, and provide this information to the LB Manager, which supervises the movements
of the objects, informing the strategies as objects arrive. When the moves are complete, the strategies
signal the LB Manager to resume the objects. Two types of load balancing strategies are implemented in
CHARM++. One is centralized load balancing strategy (in Chapter 7) and the other is fully distributed
strategy (in Chapter 8.2).

During execution, the LB Manager monitors the load behavior on each processor. It collects background
load and idle time statistics into the LB Database, which is used by the LB Strategies for making load

balancing decisions. The LB Manager also interacts with objects through Array Managers. Array managers
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manage object arrays, with one manager created for each array. They are responsible for monitoring the
movement of objects and reporting chare objects’ arrival and departure to the LB manager. The array
manager also monitors the execution of chare objects. When a particular object is being executed, it notifies
the LB manager so that the manager may start the timing for its execution. The array manager also reports
about communication initiated by the object. The array manager knows how to migrate an object under its
control. Thus, when the LB manager receives a request to migrate an object, it forwards the request to the
array manager.

The following chapters are organized as follows. In chapter 7, we focus on the centralized load balancing
strategies. We evaluate and optimize existing basic centralized strategies for complex needs of applications.
The novel contribution of this chapter is the exploration of new load balancing strategies for more complex
contexts that arise in real-world applications, such as communication and dependences. We demonstrate
with performance case studies that our CHARM++ centralized load balancing strategies work efficiently for
a class of applications even for large machines with thousands of processors. In Chapter 8, we further study
the limitations of the centralized load balancing strategies for extremely large parallel machines, and present

a new effective hierarchical load balancing strategy.
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Chapter 7

Centralized L oad Balancing Strategies

In centralized load balancing strategies, all instrumented data including objects’ computational load and
communication pattern on every processor are sent to one particular processor (central processor). Instru-
mented data are then integrated into an object-communication graph. The number of nodes in the object
graph is the number of objects. The weight of each node represents the object’s computational load. The
edges in the object graph represent the communication between objects and the weight of each edge is
denoted as the number of messages sent and the volume of the communication in bytes.

Centralized load balancing applies P-partitioning algorithm (P is the number of processors) to partition
the migratable objects into P groups and map the object groups to processors. This load balancing problem
is an NP-hard problem. Exhaustive searches are needed to find the optimal solution, which is impractical
if the number of objects is large. However, cheaper approximation algorithms with heuristics can often be
used to find satisfying solutions.

In CHARM++, a “good” load balancing algorithm involves optimizations for many criteria in the way
that migratable objects are mapped to processors. These criteria include communication locality, the critical
path and even the cost of a load balancing strategy itself. For real-world applications, load balancing based
merely on objects” CPU load and ignoring some of the important criteria such as communication is clearly
not enough to achieve near optimal solutions. They can sometimes even lead to degraded performance (an
example is in Section 7.4).

In this chapter, we discuss load balancing techniques for doing load balancing based on several impor-
tant criteria and their performance studies. One important task for a load balancing algorithm is to distribute
migratable objects to processors with good communication locality. Objects that communicate to each other

intensively should be mapped to the same processor or processors that are close to each other. For this
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purpose, we must consider not only point-to-point communication, but also collective communication. Sec-
tion 7.3 presents such a communication-aware load balancing strategy. Critical path is another important
constraint for making load balancing decisions. However, it is very difficult or expensive to solve a critical
path problem at run-time. In Section 7.4, we propose a load balancing algorithm based on multiple phases of
computation to tackle the critical path problem in a specific case. Finally, in Section 7.5, we discuss reduc-
ing (or hiding) load balancing overhead by performing asynchronous load balancing to allow overlapping
of load balancing time with object computation.

Figure 7.1 illustrates the current centralized load balancers and their class hierarchies that we will present
in detail in the following sections. We first present an overview of the basic centralized load balancing

strategies, followed by detailed discussion and case studies of more sophisticated load balancing strategies.

BaselB
CenwralLB
FEandL‘!enlLB MatisLB GreedyLB OrbLB Refinel B RecBisectBILE RefinekLB T0p|DLEl
GreadyCommLB RefineCommLB RefineTopolB

Figure 7.1: Centralized load balancers and their hierarchies

7.1 Quantitative Performance Analysis M ethodology

Algorithms with different heuristics may produce different quality of load balance. In general, it is difficult
to tell which load balancing strategy is superior to others without running it and comparing the outcome
of the load balancing. Thus, it is desirable to quantitatively evaluate the outcome of the load balancing
strategies.

Given a parallel system with NV processors, each processor ¢ is measured to have compute load of 14/,
and the communication cost between node 7 and node j is denoted as ;.

For load balancing strategies that do not take communication into account, total CPU load [; for each
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processor 1 is simply:

When taking communication into account, the workload on each processor i can be calculated as its

computation load W; with additional communication overhead C;. The total CPU total becomes:
L,=W;+ax*xC;

. v IS chosen to reflect how much weight to give for the communication overhead in the total load.
With total CPU load for each processor, some simple but useful load balancing performance metrics can

be calculated as following:

e maxload (0): the heaviest load of all the processors:

N
0o =max L;
i=1

e average load (u): the average load of all the processors:

e average imbalance (o) : the deviation of the load situation from the ideal balanced one. It is the global

standard deviation of the load of all NV processors, normalized to the average load (11):

Among these metrics, maxload is the most important one that reflects the quality of a load balancing
outcome. This is because a parallel application has to run at the speed of the slowest processor. Thus, a

smaller maxload leads to better load balancing result.
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To evaluate the performance of a load balancing strategy and compare it against other strategies, one
approach is to test these load balancing strategies with synthetic benchmarks or applications and calculate
the above performance metrics after load balancing steps. However, the performance result may be easily
affected by the dynamic behaviors of the application itself and changing test environment. This makes it
difficult to directly compare different load balancing strategies under the same condition. Furthermore, in
order to compare load balancing performance of multiple strategies, one has to run the same test programs
on a parallel machine many times — each time with a different load balancer, which can be very time
consuming if the application needs many processors to run or the execution time is long. For this purpose,

we developed a sequential load balancing simulation tool to simplify this task.

7.1.1 Sequential Load Balancing Simulation Tool

The sequential load balancing simulation tool allows performance analysis of centralized load balancers
offline in a sequential fashion (with one processor) without the need to run the parallel application many
times with different load balancers.

One simple observation makes this possible, that is when a centralized load balancing starts, the central
node gathers all the information from every processor and builds the object-communication graph. There-
fore, this object-communication graph can be simply stored to disk in files and retrieved later in a sequential
program to load the graph in an offline fashion.

A separate sequential program is written to read the object-communication graph from disk, and invoke
the designated load balancing strategy in study with the graph as its input. One can then analyze the outcome
of the load balancing strategy easily.

There is some practical concerns in order for the tool to be useful. One concern is that the file stored
on one machine should be able to be used on another machine even with different architecture and machine
data representations. For example, a database file stored in binary format from a run on LeMieux (a su-
percomputer comprised of Alphaserver nodes) cannot be directly read on a Linux PC box due to different
data representations. To solve this problem, one either has to write the database file in ascii format, or per-
form data translation across machines if using binary format. We use the CHARM++’s PUP (Pack/UnPack)
framework [45] that transparently handles the machine data translation in binary format.

The sequential load balancing simulation tool can even be used to simulate load balancing for a dif-
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ferent number of processors, thanks to CHARM++’s processor virtualization. For example, an object-
communication graph obtained from a parallel run with only 10 processors can be later used for evalu-
ating a load balancing strategy as if the load balancing runs on a machine with 100 processors. This is
due to CHARM++’s virtualization idea - the object-communication graph is processor independent. * This
mode of load balancing simulation is particularly useful if the access to the large configuration of a parallel

machine is difficult.

7.2 Basic Centralized Load Balancing Strategies

Basic centralized load balancing strategies do not take communication into account. They map objects to
processors solely based on the object’s computation load. There are two categories of algorithms. One
is greedy-based algorithms that do not take the existing object mapping into account, and the other is
refinement-based algorithms that take the existing mapping into account in order to limit the number of

object movements.

721 Overview

Charm++ implements the following basic centralized load balancers.

RandCentLB

RandCentLB performs random load balancing. It is the simplest load balancers in CHARM++. It does not
even use the object graph. It merely picks a random new processor for each object. This can result in
reasonable load balance when there are a large number of objects and the communication overhead is small.
RandCentLB requires only a single pass through objects, and its computational complexity is O(N'), where

N is the number of objects.

GreedyL B

GreedyLB is an implementation of a greedy load balancing algorithm. The objects are reassigned regardless
of the current processor assignment and communication is not considered. The idea of the greedy algorithm

is to pick the heaviest unassigned object and assign it to the currently least loaded processor. Initially, no

L1 this case, the strategy in study can not rely on the processor-level load data such as background load, idle time.
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objects are assigned to any processors, so every processor has no load. When an object is assigned to a
processor, the load of the processor is increased by the object load. In the implementation, objects are sorted

by their load, and a MinHeap is built for processor load. For N objects, this is an O(NlogN) algorithm.

Algorithm 1. The GreedyLB Algorithm
begin
Data: V; (the set of objects),

V), (the set of processors),

G/, (the background load of processors)

Result: P : V; — V], (An object mapping)

// build heap;

nmigobj «—— number_of_migratable_objects;
ObjectHeap objheap(nmigobj+1);

Vi — maxh_for_all_migratable_objects;

MinHeap cpuHeap(P);

/Mnitially processors are empty with only background load;

G, — cpuHeap;,

for i < 1tonmigobj do

o = objheap.delete M ax();

donor «—— cpuHeap— > deleteMin();

o — donor [/ assign object o to processor donor;

donor— > load+ = o [/ update donor’s load with object load;

cpuHeap— > Heapify();

end

RefineL B

RefineLB is an algorithm which improves the load balance by incrementally adjusting the existing object
distribution. Refinement is used with an overloaded threshold. Typically, this threshold is set at 1.003

times the average load across all processors. Any processor is considered overloaded if this load is above
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this threshold. The computational cost of the algorithm is low because only overloaded processors are

examined, and it results in only a few objects being migrated.

RefineKLB

RefineKLB 2, as the name suggests, is a refinement strategy to improve load balance by moving at most
k objects from their processors. The motivation of this strategy is that a reassignment from scratch relo-
cates almost all objects leading to a large overhead of moving object-data across processors. In contrast,
RefineKLB keeps most of the objects at their original location while moving only a bounded number (k) to
achieve load balance. The parameter & can be passed as a percentage of total objects at runtime. The strategy
implements the load rebalancing algorithm in [7] with minor adaptation to account for background load on
processors. This gives a 1.5-approximation guarantee with respect to the best possible load balance achiev-
able by moving up to k objects. The metric to measure load balance is the total load on the most-loaded
processor. The running time of the algorithm is O(NlogN') where N is the number of objects, independent

of the value K.

OrbLB

OrbLB treats objects with spatial coordinates. It applies an orthogonal recursive bisection algorithm which
attempts to provide a more balanced division of space. For example, in two dimensions the first division
finds a vertical line that divides the objects into two groups with approximately equal load. The second
division finds a horizontal line that divides each of the two groups into two equally loaded groups. The
subdivision continues until either the number of groups equals the number of processors or there is only one

object in each group.

7.2.2 Performance Evaluation

We ran tests to compare the outcome of various basic centralized load balancing algorithms in some of the
performance metrics described in Section 7.1.
We ran Jacobi2D on both 64 and 1024 processors of LeMieux and dumped the object-communication

graph using the sequential load balancing simulation tool. For each set of data, we compared the perfor-

?RefineKLB is implemented by Tarun Agarwal.
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mance metrics (Section 7.1) for various load balancing strategies. The result is shown in Table 7.1. For each
row of a load balancing algorithm, it shows the minimum and maximum processor load, average load after
load balancing and the time taken for the algorithm, for both data sets. The first row shows the metrics data

before load balancing.

64 processors (2048 objs, 0.372MB) | 1024 processors(10240 objs, 1.904MB)
Min Max | Ave Load | Time Min Max | Ave Load | Time
— 13.952 | 15505 | 14.388 - 42,801 | 45971 | 44.784 -
GreedyLB 14.063 | 14.425 | 14.344 | 0.0978 | 43.199 |44.829 | 44.776 | 0.1389
GreedyRefLB | 14.063 | 14.425 14.344 0.1436 | 43.199 |44.829 44,776 0.244
RefineLB 14.141 | 14.647 | 14.387 | 0.095s | 42.801 |45.971 | 44.784 0.25s
OrbLB 11.350 | 12.414 11.891 0.051s | 31.269 | 44.940 38.20 0.37s

Table 7.1: Performance of Basic Centralized Load Balancers (Jacobi)

As the result shows, OrbLB is doing particularly well for this Jacobi program due to OrbLB’s geometic
partitioning algorithm that happens to optimize for the communication locality the best in this application.

We also run a load balancing benchmark program (Ib_test) to evaluate the basic load balancing strate-
gies. In the following tests, Ib_test program creates 10240 parallel objects on 1024 processors. These objects
communicate in a mesh 2D or a random graph virtual topology. Random graph is constructed with random
communicating edges between objects and roughly 25% of links is used. Table 7.2 and 7.3 show the load
balancing quality of various load balancing strategies for mesh2D and random graph virtual topology respec-
tively. OrbLB does very well for the mesh2D virtual topology, however performs poorly for the test with
random graph virtual topology due to the mismatch of the geometric information and actual communication

pattern.

max load | comm volume | comm load | Time
— 0.00731 77863K 0.007326 -
GreedyLB | 0.00638 80100K 0.007686 | 0.0272
RefineLB | 0.00671 77908K 0.008059 | 0.0698
OrbLB 0.007472 45122K 0.005122 0.342

Table 7.2: Performance of Centralized Load Balancers (mesh2d communication)

We run a real-world finite element application (simulating crack propagation) with various basic load
balancing strategies. These tests involve 1000 AMPI threads running on 100 processors. The mesh in
simulation comprised of 91292 cohesive elements at the interface plane and 4198134 linear strain tetrahedral

elements. The result is shown in Table 7.4 for comparison of various basic load balancing strategies. OrbLB
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max load | comm volume | comm load | Time
— 0.168190 2011M 0.206238 -
GreedyLB | 0.145382 2013M 0.201103 | 0.0268
RefineLB | 0.143584 2011M 0.207520 | 0.0346
OrbLB 0.1597 1996M 0.227844 0.325

Table 7.3: Performance of Centralized Load Balancers (randgraph communication)

in this case does fairly well in optimizing communication, however, it does not balance the load as well as

the other strategies in reducing the maximum load.

max load comm volume | comm load Time
— 105.092349 7755M 3.444740 -
GreedyLB | 94.282370 14254M 3.696606 | 0.00205
RefineLB | 99.424751 7973M 3.444740 | 0.00134
OrbLB 107.179463 7795M 3.030202 0.0181

Table 7.4; Performance of Centralized Load Balancers (Fractography FEM)

7.2.3 Application Study — NAMD

Basic centralized strategies are found to be useful for many applications when communication is not a sig-
nificant concern. In this section, we present case studies of load balancing for several real-world applications
using these basic strategies.

NAMD is a parallel production quality molecular dynamics program written in Charm++ and designed
for high performance simulation of large biomolecular systems on large parallel machines.

The tests in this section were conducted on PSC LeMieux, a 750 node, 3000 processor cluster. Each
node in LeMieux is a Quad 1Ghz Alpha server connected by Quadrics Elan, a high speed interconnect with
4.5us latency.

Dynamic load balancing was an important performance challenge for this application. The distribution
of atoms over space is relatively non-uniform, and the computational work is distributed quite non-uniformly
among the objects. We used the Charm++ measurement-based load balancing framework, which supports
runtime load and communication tracing. The run-time system admits different strategies (even during a
single run) as plug-ins, which use the trace data. We used a specific greedy strategy [51]. For a 128-processor
run, Projections visualization of the utilization graph (Fig. 7.2(a) ) confirmed that the load balancer worked

very well: Prior to load balancing (at 82 seconds) load imbalance led to utilization averaging to 65-70% in
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Figure 7.2: Average processor utilization against time on (a) 128 (b) 1024 processors

each cycle. However, after load balancing, the next 16 steps ran at over 95% utilization.
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Figure 7.3: Average Processor Utilization after (a) greedy load balancing and (b) refining

However, when the same strategy was used on 1024 processors, the results were not as satisfying (Fig-
ure 7.2 (b)). In particular, (via a profile view not shown here) it became clear that the load on many proces-
sors was substantially different than what the load balancer had predicted. Since the greedy strategy used
ignored existing placements of objects entirely (in order to create an unconstrained close-to-optimal map-
ping), it was surmised that the assumptions about background load (due to communication, for example) as
well as cache performance were substantially different in the new context after the massive object migration
induced by load balancer. Since the new mapping was expected to be close to optimal, we did not want to

discard it. Instead, we added another load balancing phase immediately after the greedy reallocation, which
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used a simpler “refinement” strategy: objects were moved only from the processors that were well above
(say 5%) the average load. This ensured that the overall performance context (and communication behavior)
was not perturbed significantly after refinement, and so the load-balancer predictions were in line with what
happened. In Figure 7.2 (b), the initial greedy balancer works from 157 through 160 seconds, leading to
some increase in average utilization. Further, after the refinement strategy finished (within about .7 seconds)
at around 161.6 seconds, we can see that utilization is significantly improved. Another view in Projections
(Fig. 7.3), showing utilization as a function of processors for the time intervals before and after refinement,
shows this effect clearly.

Note that due to some quirks in the background load, several processors in the range between 500 and
600 were left underloaded by the greedy algorithm. The refinement algorithm did not change the load on
those, since it focuses (correctly) only on overloaded processors: having a few underloaded processors does
not impact the performance much, but having even one overloaded processor slows the overall execution
time. Here, we see that 4 processors (e.g, processor 508) were significantly overloaded before the refinement
step, whereas the load is much closer to the average after refinement. As a result, overall utilization across

all processors rises from 45% to 60%.

Stretchesin Entry Methods

This problem was first found while running NAMD on a large number of processors on LeMieux, particu-
larly when using all four processors of a node. Figure 7.4 shows the timeline of NAMD on 1536 processors.
Observe that processors 900 (processor 6 from the top) and 933 (processor 7) have handlers that last about
20-30 ms. This is clearly shown by the long superscript bar (colored in light grey) on top of the handler,
which shows a send operation. Both the stretched handlers here block on a send operation. Normally these
handlers should take about 2-3ms to finish, as shown by the remaining rectangles. We believe these stretches
were caused by a mis-tuned Elan library and operating system daemon interference.

We reported the problem to Quadrics and they provided a fix in the Elan library that alleviated the
problem. Fixing the Elan software, however, did not completely eliminate stretches. The interference of
operating system is substantial, considering the fact that NAMD simulation of the ATPase system takes
only about 12ms per step on 3,000 processors. The step time is very close to the 10ms time quanta of the

operating system. This, if a heavy daemon (such as a file system daemon) is scheduled on any of the 3,000
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Figure 7.4: NAMD Timineline view on 1536 processors

processors, NAMD step time could be affected noticeably. This operating system daemon interference on
LeMieux is not unique, we observed the similar stretches on Turing clusters of CSE. Turning off some of
the daemons on compute nodes did help improving the performance.

Petrini et al. have studied this issue of operating system interference [29] in great detail. They present
substantial performance gains for the SAGE application on ASCI-Q (a QsNet-Alpha system similar to
LeMieux) after certain file system daemons were shutdown.

Since we do not have control over the machine to conduct the experiments with daemons, we tried sev-
eral strategies to tolerate the interference at application level. One idea is to use blocking receives instead
of busy waiting, which gives the operating system time for scheduling daemons. Another idea we exper-
imented was sub-step load balancing, which is a combination of measurement-based load balancing for
iterative applications and task scheduling load balancing. A measurement-based load balancer predicts the
future load for the computation in the next few iterations and broadcasts the predicted load to every proces-
sor. A load balancing framework on each processor constantly monitors its work load while computation
moves forward. When the measured load is greater than the predicted load to a certain extent, it indicates
that a stretching happens.

In response to the stretching, an application running on the stretched processor starts to send some of
its computation work to other idle or underloaded processors. It does so by generating a special type of

one-time lived small tasks in a message sent to a remote processor. This load balancing framework then
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Figure 7.5: NAMD sub-step load balancing with ApoAl benchmark on Turing

takes these tasks and schedules them to some underloaded processors using the same techniques that are
used in the seed load balancer.

We did some tests of NAMD with sub-step load balancing on both LeMieux and Turing cluster. A Pro-
jections timeline view in Figure 7.5 illustrates how sub-step load balancing is performed. When stretching
occurs on processors 3 and 13, both processors send a task to processor 2. When these one-time lived tasks
finish their computation on processor 2, they send the computation result back to its original processors and
remove themselves.

NAMD run with sub-step load balancing on 2250 processors of LeMieux did not obtain noticeable
improvement in its performance. With ATPase benchmark, NAMD time per step is 14.67ms in a normal
run as opposed to 14.53ms with sub-step load balancing. This was partly due to the shutdown of daemons
on the machine, so that many stretches no longer happened. However, the result shows that the sub-step
load balancing was efficient (at least did not degrade the performance) despite of the overhead of sending
transient tasks to remote processors.

It can be anticipated that when parallel machines grow in size, more and more applications will run
fast enough to be vulnerable to any kind of interference from operating system daemons. Research in both
operating systems and application techniques is needed to overcome this stretching problem in order for

applications to scale to very large machines with sustainable performance.
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Summary

NAMD won the Gordon Bell award at SC2002 with unprecedented speedup on 3,000 processors on Pitts-

burgh Supercomputing Center’s LeMieux supercomputer 3 with teraflops level peak performance.
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Figure 7.6: NAMD Performance on 327K atom ATPase PME benchmark, on PSC LeMieux

Figure 7.6 shows the scalability of the ATPase NAMD simulation to 3000 processors on the PSC
LeMieux machine. Both step time and floating point performance are shown in the plot. The best achieved
step time is 12ms with a floating point performance over one TF.

NAMD scales not only on several thousands of processors of LeMieux, but also on various other plat-
forms from supercomputers to commodity clusters.

Figure 7.7 # illustrates the portable scalability of NAMD on a variety of platforms with load balanc-
ing. Each curve represents total resources (processors multiples by time per step) consumed per step for
the ApoAl PME benchmark by NAMD on varying numbers of processors for a specific parallel platform.
Perfect linear scaling is a horizontal line. Diagonal scale shows runtime per ns, representing absolute per-
formance — the time to solution as experienced by the user. As the figure demonstrates, CHARM++’s

automatic load balancing framework achieves high performance on various platforms without the need to

3750 Quad 1Ghz Compaq Alphaserver ES45 nodes connected by a Quadrics highspeed network
4The figure is also available at NAMD official website: http://www.ks.uiuc.edu/Research/namd/performance.html
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NAMD 2.5 ApoAl Benchmark (92K atoms, PME)
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Figure 7.7: NAMD Performance on various platforms with ApoAl benchmark

specifically optimize for a certain platform; the load balancing run-time automatically adapts to the execu-

tion environment to achieve optimal performance.

7.3 Load Balancing with Communication

These load balancing strategies are more sophisticated strategies that take communication into account,
including both the point-to-point and collective communication. The basic idea in these strategies is bal-
ancing the load by partitioning the object-communication graph into P partitions where P is the number of
processors, so that most communicating objects are likely to be placed on one processor.

7.3.1 Overview

The following strategies in Charm++ belong to this category.

GreedyCommLB

GreedyCommLB is an algorithm similar to GreedyLB but taking communication into account. When mak-
ing assignment for a heaviest object, it tests against not only the least loaded processor, but also the proces-

sors the object communicates with, to find the best possible choice. The algorithm is described in 2.
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Algorithm 2: The GreedyCommLB Algorithm

begin

Data: V; (the set of Tasks),
E, (communication graph)
V), (the set of processors),

G, (the background load of processors)

Result: P : V; — V,, (A task mapping)

// build heap;

nmigobj «—— number_of_migratable_objects;
ObjectHeap objheap(nmigobj+1);

Vi — maxh_for_all_migratable_objects;
ProcessorHeap lightProcessors(P);

/nitially processors are empty with only background load;

G, — light Processors,

for i « 1tonmigobj do

minLoad = MAX_DOUBLE,

o = objheap.delete M ax();

/ffind donor;

donor «— light Processors— > deleteMin();
COMM_cost <— - ¢ g, AP(b)=donor Cob;
new_load = G_donor.load + comm_cost;

if newjoad < minLoad then

minLoad = new;oad,

| newP = donor;
for donor € P_comm(P_commisa set of processors object o communicates) do

comm._cost ZeobGEo/\P(b):donor Cob;
new_load = G_donor.load + comm_cost;

if new_load < minLoad then

L minLoad = new_load,;

newP = donor;

| o — donor [/ assign object o to process%‘} donor;

end




Assuming each object has a constant number of processor it communicates with, for NV objects and P

processors, the complexity of the algorithm is:

O(N(logN + logP) + PlogP)

If N >> P, the complexity is dominated by N, thus the complexity of the algorithm is O(NlogN).

RefineCommLB

RefineCommLB is an algorithm similar to RefineLLB but taking both point-to-point and collective commu-

nication into account.

MetisLB

MetisLB uses the METIS graph partitioning library [56] to partition the object-communication graph with
node (object) weights and communication loads on edges. METIS uses a multilevel k-way hypergraph
partitioning algorithm to partition the graph. METIS is intended for finite element mesh generation with
graphs of hundreds of thousands to millions of nodes and with graph degrees of approximately 10. Thus,

for small load balancing problems, it may not work as well as simpler schemes.

RecBisectBfL B

RecBisectBfLB uses the object communication graph to recursively partition the objects until there is one
partition for each processor. Initially, the graph is partitioned into two pieces by growing regions around
two arbitrary nodes in the graph. Two interleaved breadth-first searches are carried out from the two initial
nodes, with the region having the lowest assigned load being expanded by one node at each iteration. Once
two partitions are formed, each partition may be further partitioned recursively until the number of partitions

obtained is equal to the number of processors.

7.3.2 Performance Evaluation

We repeat the tests in Section 7.2.2 to compare the outcome of various centralized load balancing algorithms

in some of the performance metrics described in Section 7.1.
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We ran the same Jacobi2D using the same load balancing data on both 64 and 1024 processors to evaluate
the new communication-aware load balancing strategies. The result is shown in Table 7.5. For each row
of a load balancing algorithm, it shows the minimum and maximum processor load, average load after load
balancing and the time taken for the algorithm, for both data sets. The first row shows the metrics data

before load balancing.

64 processors (2048 objs, 0.372MB) | 1024 processors(10240 objs, 1.904MB)
Min Max | Ave Load | Time Min Max | Ave Load | Time
— 13.952 | 15.505 | 14.388 - 42.801 | 45971 | 44.784 -
GreedyLB 14.063 | 14.425 14.344 0.0978 | 43.199 | 44.829 44,776 0.1389
GreedyRefLB 14.063 | 14.425 | 14.344 | 0.1436 | 43.199 |44.829 | 44.776 0.244
GreedyCommLB | 13.748 | 14.396 | 14.025 | 0.0913 | 40.519 |46.922 | 43.777 4.36
RecBisectBfLB | 11.701 | 13.771 | 12.709 0.179 | 35.907 | 48.889 | 43.953 4.409

MetisLB 14.061 | 14506 | 14.341 0.32 | 41.477 | 48.077 | 44.772 73.43
RefineLB 14.141 | 14.647 | 14.387 0.095s | 42.801 | 45971 | 44.784 0.25s
RefineCommLB | 14.143 | 14.629 | 14.388 | 0.118s | 42.801 | 45971 | 44.784 0.386s
OrbLB 11.350 | 12.414 | 11.891 | 0.051s | 31.269 | 44.940 38.20 0.37s

Table 7.5: Performance of Communication-aware Centralized Load Balancers (Jacobi)

As the result shows, those strategies that take communication into account generally are much slower.
For example, it takes about 73 seconds for MetisLB to balance the load of this application on 1024 pro-
cessors. It can also be seen that OrbLB is doing particularly well for this Jacobi program due to OrbLB’s
geometic partitioning algorithm that happen to optimize for the communication locality the best in this appli-
cation. MetisLB, although uses a much more complicated algorithm optimizing communication explicitly,
does not deliver as good load balancing results.

We also repeat the tests with benchmark program Ib test but with comparison to new communication-
aware load balancing strategies. Table 7.6 and 7.7 show the load balancing quality of various load balanc-
ing strategies for mesh2D and random graph virtual topology respectively. For tests with simple mesh2D
virtual topology, MetisLB appears to work very well and optimizes communication dramatically. How-
ever, for complex communication pattern as in random graph, MetisLB does not perform as well as other
communication-aware load balancing strategies — it reduces communication volume better, but fails to
reduce the communication overhead ®.

Finally we repeat the test with the finite element application with comparisons of various communication-

aware load balancing strategies. The result is shown in Table 7.8. Similar to OrbLB, MetisLB in this case

SCommunication overhead is calculated not only based on communication volume, but also based on number of sends
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max load | comm volume | comm load | Time
— 0.00731 77863K 0.007326 -
GreedyLB 0.00638 80100K 0.007686 | 0.0272
GreedyCommLB | 0.00825 70162K 0.00732 0.088
RecBisectBfLB | 0.006876 46920K 0.006587 0.360
OrbLB 0.007472 45122K 0.005122 0.342
MetisLB 0.0080 28661K 0.004023 1.762

Table 7.6: Performance of Communication-aware Centralized Load Balancers (mesh2d communication)

max load | comm volume | comm load | Time
— 0.168190 2011M 0.206238 -
GreedylLB 0.145382 2013M 0.201103 | 0.0268
GreedyCommLB | 0.168523 2006M 0.197073 3.64
RecBisectBfLB 0.14837 2002M 0.205132 3.151
OrbLB 0.1597 1996M 0.227844 | 0.325
MetisLB 0.1707 1985M 0.228943 | 5.756

Table 7.7: Performance of Communication-aware Centralized Load Balancers (randgraph communication)

does fairly well in optimizing communication, however, it does not balance the load as well as the other

strategies in reducing the maximum load.

max load comm volume | comm load Time
— 105.092349 7755M 3.444740 -

GreedylLB 94.282370 14254M 3.696606 | 0.00205
GreedyCommLB | 94.980593 13906M 3.646116 | 0.0142
RefineLB 99.424751 7973M 3.444740 | 0.00134
RecBisectBfLB | 100.829725 11554M 3.506918 | 0.0134
OrbLB 107.179463 7795M 3.030202 | 0.0181
MetisLB 117.722816 7157M 3.100350 0.0654

Table 7.8: Performance of Communication-aware Centralized Load Balancers (Fractography FEM)

7.3.3 Collective Communication

In Charm++, object collective communication is message passing that involves a collection of migratable

objects in a collective communication function. These functions provide capabilities such as:

e Broadcasting — the transmission of messages from one object to all other objects in a specific chare

array;
¢ Multicast — one-to-many collective communication where one object sends a message to a subset of
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objects in an object array;
e Reduction operations (e.g., the summation of data elements contributed from a group of objects)

Note that unlike MPI collective communication that involves a collection of processors, Charm++ col-
lective communication is based on migratable objects. Another difference from MPI is that all collective
communication in Charm++ is asynchronous, which permits overlapping of communication with computa-
tion.

Broadcast in general is not a very important factor to load balancing algorithms especially when there
is at least one migratable object on each processor, since all objects (hence all processors) are involved in
the communication. Multicast, however, is useful to load balancing in that communication only occurs in
a subset of objects. Charm++ implements a section multicast/reduction library to optimize such type of

communication.

Section Multicast/Reduction

An array section is defined as a subset of with an array of migratable objects of same type. An array
section multicast is the one-to-many delivery of the same message from one object (the multicast root) to
the members in the array section. Section reduction is the reduce operation (such as sum, max, logical AND,
etc.) performed across all the members of a section. It is like global array reduction, but only occur on a
subset of an object array.

Charm++ section multicast/reduction library is implemented as a tree-based communication structure as
illustrated in Figure 7.8. Using a binary tree as an example, a message sent from the multicast root (the black
circle object) traverses along a pre-built binary tree that spans all the processors that have at least one array
section member. On each processor, a multicast manager acts like a proxy to handle the relaying of mes-
sages along the tree and the delivery of messages to all local array section members. Compared with direct
one-to-many multicast implementation, using the spanning tree optimizes the multicast/reduction commu-
nication by sending only one message to a processor that has a section member. Messaging overhead is also
distributed among processors in the tree instead of imposing bottlenecks on the multicast root processor.

Section multicast and reduction is widely used in many real-world applications. For example in the
LeanMD (Section 5.1) molecular dynamic simulation program, the communication among Cell and CellPair

is implemented in section multicast and reduction. Cell objects as section multicast roots send atom position
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Figure 7.8: Section multicast via a binary tree

data to a set of CellPair objects that they interact with via a section multicast. CellPair objects send back
force messages to Cell objects; these force messages are summed up via section reduction (accumulation is
one of the combine operations supported) and the final force message is delivered to the Cell object.

The section multicast/reduction library is modified to interact with the load balancing instrumentation
module to record multicast and reduction operations as special collective calls. This is necessary because
multicast and reduction operations are implemented using a spanning tree. Without the knowledge about the
section multicast and reduction operation, the original instrumentation module simply treated the collective
operations as individual point-to-point messages sent along the tree. Therefore, the load balancing database
not only loses the information about collective operations, but also tends to make incorrect load balancing
decisions based on the point-to-point communication on the tree.

With multicast and reduction operations recorded as special collective calls in the object-communication
graph, load balancing strategies can then make well informed object mapping decisions. One great property
of section multicast/reduction to load balancing is that when there is already a section member residing on a
processor, placing another section member on the processor does not incur much additional communication

overhead for that processor. Further, it helps to reduce communication overhead by reducing the size of the

99



spanning tree. Based on this heuristics, the load balancing algorithm can optimize the object-to-processor
mapping for the collective communication to achieve better performance.

A case study of LeanMD using section multicast library and its load balancing is presented next.

7.3.4 Application Study — LeanMD

The benchmark we used is the Human Carbonic Anhydrase (HCA) dataset. This HCA system is a medium
sized atom system which has 30652 atoms, 2135 bonds, 3833 angles, 11769 torsions and 10798 1-4 inter-
actions. The tests were conducted on LeMieux at PSC.

All the simulation results are for the cut-off simulation with a cutoff of 10A. Atoms migrate between
cells every 5 timesteps.

LeanMD has an option to use array section multicast library ( Section 7.3.3) to optimize the multicast
and reduction communication among a subset of array elements.

Initial runs of LeanMD on LeMieux showed bad scalability beyond 32 processors due to load imbalance
problems. Table 7.9 (without section multicast library) and 7.10 (with section multicast library) shows the
result of 1-away LeanMD execution before load balancing. It shows that the runs with section multicast
library perform better than those without it. However, in both cases, the application could not scale to even

a hundred processors.

| Processors | Average time per step(sec) | Speedup |

1 10.397201 1.00

2 5.409972 1.92

4 2.919763 3.56

8 1.584468 6.56
16 0.962452 10.80
32 0.557294 18.66
64 0.400316 25.97
128 0.200286 51.91
256 0.102508 101.43
512 0.079838 130.23

Table 7.9: Execution times for 1-away LeanMD simulation before load balancing. These simulations do
not use the section multicast library. Time per step is taken as the average over five simulation steps.

We experimented with refinement-based load balancers, but the result was not as good as with the

load balancers using greedy algorithms. This was because refinement-based load balancers tend to rely
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| Processors | Average time per step(sec) | Speedup |

1 10.345 1.00

2 5.200 1.99

4 2.699 3.83

8 1.421 7.28
16 0.810 12.77
32 0.428 24.17
64 0.321 32.23
128 0.165 62.70
256 0.089 116.24
512 0.076 136.12

Table 7.10: Execution times for 1-away LeanMD simulation before load balancing. These simulations use
section multicast library. Time per step reported in this table is average over five simulation steps.

| Processors | Average time per step(sec) | Speedup |

1 10.397201 1.00

2 5.511004 1.89

4 2.816147 3.69

8 1.425 7.30
16 0.723 14.38
32 0.368 28.25
64 0.199 54.24
128 0.101 102.94
256 0.052 199.95
512 0.036 288.81

Table 7.11: Execution times for 1-away LeanMD simulation with load balancing. These simulations do not
use the section multicast library.

on the existing load distribution. They perform well when load is almost balanced, but they may show
little improvement when there is severe load imbalance. In LeanMD, objects initially are only mapped
to processors in a round-robin fashion, without careful balance of the load. Thus, a more aggressive load
balancer is desireable to re-map the objects to processors.

Results without section multicast optimization after load balancing (with Greedy strategy) are summa-
rized in table 7.11. Figure 7.9 shows the Projections overview graph for a 64 processor run. This figure
shows that after load balancing, computation load was almost equally distributed between processors.

Table 7.12 shows the result with section multicast optimization and the same GreedyLB as in Table 7.11.

In both cases, GreedyLB does not consider communication. Table 7.13 shows the result with section mul-
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Figure 7.9: Overview of a LeanMD 1-away simulation on 64 processors with GreedyLB.

ticast optimization and with GreedyCommLB which optimizes the communication including the multicast.
Compared with the results in Table 7.12, it can be seen that GreedyCommLB with the optimization in

improving communication locality outperforms GreedyLB.

7.4 Temporal Characteristic - M ulti-phase Computation

Original load balancing strategies make the following assumption about the computation pattern of the
objects being balanced: objects remain active during the entire execution, and the computation is free of
critical tasks. However, this may not be realistic in many applications. For example, in LeanMD, the force
integration step of Cell objects must be performed before each Cell can send their atom data to the CellPairs.
This means that there are two separate phases during the execution, one being force integration and the other
being force calculation by CellPairs. In fact, the temporal relationship among objects’ computation phases
creates critical paths which must be executed “sequentially” in certain orders.

In a different scenario, objects may be doing computation in one period of time, but become dormant

during another period of time. For example, the PME calculation step in LeanMD may only occur once in
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| Processors | Average time per step(sec) | Speedup |

1 10.345 1.00

2 5.250 1.97

4 2.710 3.82

8 1.422 7.27
16 0.732 14.13
32 0.375 27.59
64 0.192 53.88
128 0.103 100.44
256 0.056 184.73
512 0.035 295.57

Table 7.12: Execution times for 1-away LeanMD simulation after load balancing (Greedy) using section
multicast library. Time per step reported in this table is average over fifteen simulation steps.

Processors | Average time per step(sec) | Speedup |

1 10.345 1.00

2 5.248 1.97

4 2.720 3.80

8 1.423 7.27
16 0.730 14.17
32 0.368 28.11
64 0.190 54.45
128 0.099 104.49
256 0.053 195.19
512 0.033 313.48
1024 0.026 397.88

Table 7.13: Execution times for 1-away LeanMD simulation after load balancing (GreedyCommLB) using
section multicast library. Time per step reported in this table is average over fifteen simulation steps.

every four steps. Therefore, in such application, there are two different phases — one phase with additional
PME objects working on the PME calculation, the other phase without. Trying to balance the load from
all objects together may lead to very poor load balancing decisions. Instead, the PME objects need to be
balanced separately in order to ensure that the load is balanced in non-PME objects in the three non-PME
steps as well.

In both scenarios, recognizing temporal characteristics of objects is essential for load balancers to make
correct load balancing decisions. Consider the following scenario as illustrated in Figure 7.10: two different
types of objects A and B are doing computation during a period of time. It happens that B objects depend

on the work of A objects, thus B objects can only start working after A objects finish. Without knowing
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Processor 0 — B

Processor 1

Object of Type A m Object of Type B

Figure 7.10: Original timeline with mapping of objects on 2 processors

the temporal characteristics of these two objects, a load balancing algorithm could make very poor load
balancing decision like in Figure 7.11. In this case, processor 0 has all the A objects and processor 1 has
all the B objects. Although here the total loads of both processors are equal and hence balanced in the view
of the entire execution, the load actually is not balanced in both critical phases, which leads to degraded

application performance.

Processor 0 — i i

Processor 1

Object of Type A m Object of Type B

Figure 7.11: Timeline with bad mapping of objects on 2 processors after load balancing

Taking critical path into account is a very difficult load balancing problem that requires a lot of effort.
For example, task dependence graphs and Gantt charts [] need to be built for load balancers in order to
keep track of the order in which computation is performed. After load balancing occurs, the execution order
needs to be enforced by the run-time system to fulfill the load balancing decisions.

We tackle this problem by partitioning the critical path into phases as in the previous examples. To
avoid the run-time complexity involved in detecting the critical paths or phases, we provide users an API
to specify the boundary of phases. In such a multi-phase load balancing algorithm, each phase is balanced

separately. For the same example in Figure 7.10, a multi-phase load balancing could produce a better object-
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Figure 7.12: Timeline with better mapping of objects on 2 processors after load balancing

to-processor mapping as shown in Figure 7.12. We implemented this idea in PhaseL.B on the Charm++ load

balancing framework.

7.4.1 Experiments

To evaluate the performance of PhaseLB, we implemented a test program to mimic the typical parallel
application that involves computation phases, with flexible control of the amount of computation in each
phase. The phased-iter program is described below, followed by performance evaluations of PhaseLB and
the comparisons with other load balancers that do not consider phase.

The phased-iter program performs a iterative computation. In each iteration, there are two computation
phases involved, and there are three types of object arrays created to perform phases computation. object
array A works only in phase 1, and object array B works only in phase 2, while object array C works
continuously in both phases.

The program was run on 32 processors of Tungsten Myrinet cluster at NCSA. To demonstrate the ben-
efit of the phase load balancing strategy, we compared the result of running phased-iter (a) without load
balancing, (b) with greedy load balancer (GreedyLB) and (c) with phase-by-phase load balancer (PhaseLB).

Figure 7.13 illustrates the execution time in seconds per phase over a total of 64 steps of all the three
cases. It can be seen that in the run without load balancing, in each time step the first phase takes longer
than the second phase. The detailed Projections views of utilization over time and across processors are
shown in Figure 7.14, where in Figure 7.14(b) load imbalance can be seen across processors. When apply-
ing GreedyLB, the performance was actually degraded, especially in the time of the second phase as the

small dotted line shows in Figure 7.13. The detailed Projections views of utilization over time and across
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Figure 7.13: A benchmark comparison of PhaseLLB and GreedyLB

processors with Greedy load balancing are shown in Figure 7.15. It is seen that although the overall CPU
utilization is balanced by GreedyLB at about 60% (Figure 7.15(b)), the CPU utilization over time (Fig-
ure 7.16(a)) is worse than the result without load balancing. Finally with PhaseLB, as seen in the big dotted
line in Figure 7.13 and detailed Projections view in Figure 7.16, execution time of both phases decreases,

leading to the improved overall CPU utilization (around 70% in Figure 7.16(b)).

7.5 Asynchronous L oad Balancing

Load balancing costs may be prohibitively high when balancing the load in large scale applications, espe-
cially as in synchronous centralized load balancing schemes, as the application stops and hands over to the
load balancing framework to perform load balancing until it finishes. The overhead of load balancing to

the application thus includes the total time spent in load balancing, involving the computation time of load
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Figure 7.14: Projections summary view of run without load balancing
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Figure 7.15: Projections summary view of run with Greedy load balancing

balancing algorithm and the time in migrating objects. As a result, the overhead may be very high as the
size of machine and/or number of migratable objects to balance increase.

There are several possible ways to control the load balancing overhead, such as optimizing load bal-
ancing algorithms to make them faster, and/or limit the number of objects to move, etc. Another possible

way to hide the load balancing overhead is to allow overlapping of load balancing and computation, as in
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Figure 7.16: Projections summary view of run with Phase load balancing

asynchronous load balancing schemes.

In asynchronous load balancing schemes, load balancing occurs concurrently or in the background of
normal execution. When a new object-to-processor mapping is calculated, the objects are instructed to
migrate to their new processors. This, however, typically requires that the objects be capable of migrating
at any time, whenever they receives the migration notification.

In the following subsections, we first discuss issues in any-time migration, followed by the details of the

scheme of asynchronous load balancing.

7.5.1 TowardsAny-timeMigration

A classification of object types is important to the framework. Some objects may be easy to migrate at
any time, but others may be difficult to migrate except at particular points in their execution. Objects
which can only be migrated at particular points are synchronized objects. Such objects inform their array
manager of potential migration points through a ReadyL oadBalance() © call, which in turn informs the LB
Manager. Those objects cannot leave the migratable state until the LB manager signals the array manager
to resume them. For these object arrays, at regular intervals each object calls a ReadyL oadBalance(),

and perform no further computation until the array manager invokes their ResumeFromL cadBalance()

®Also known as AtSync().
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method. Before ResumeFromL oadBalance() is called, the framework may or may not request that the
object migrate to a new location. The ReadyL cadBalance() call acts as a local barrier. A local barrier is a
barrier that only requires the synchronization of objects on the current processor. When all local objects call
ReadyL oadBalance(), a load balancing cycle may be triggered.

Obijects generally are not allowed to migrate voluntarily at some time between two load balancing cycles
due to the use of local barrier for synchronizing the local objects. Migrating at any time may cause the local
barrier to lose the head count of objects calling ReadyL cadBalance(). The consequence is that the local
barrier might never reach the point where a load balancing cycle could be triggered.

There are a few applications, however, which require the capability of any-time migration. As an ex-
ample, a phase load balancing scheme (Section 7.4) may migrate objects whenever computation phase
changes, even in the middle of the computation of an object. Another example is sub-step load balancing
(Section 7.2.3), in which case in order to tolerate a transient OS interference, an object may choose to mi-
grate to an idle or less busy processor temporarily to accelerate the computation that may have been delayed
due to the interference.

Any-time migration of a migratable object in general requires a complete checkpoint of data at any given
time, including the transient state in both application and the run-time system. This is feasible but often
requires tremendous programming effort. Any-time migration of a migratable thread in AMPI, however, is

much more difficult due to the required migration of thread stack and heap data.

7.5.2 Asynchronous L oad Balancing

The basic load balancing scheme was implemented as a “stop and go” strategy. As illustrated in Figure 7.17,
when performing a load balancing cycle, processors stop and exchange load information among themselves.
In case of a centralized load balancing strategy, processor 0 makes load balancing decision and broadcast the
decision to every processor with a message. All processors migrate objects and then computation resumes.
This scheme may incur a large overhead due to the cost of barriers. When processor 0 is performing
load balancing, all other processors have to wait until load balancing finishes on processor 0.
Asynchronous load balancing is designed to overcome this inefficiency. In this scheme, load balancing
occurs asynchronously without a barrier. As illustrated in Figure 7.18, at time of load balancing, objects

notify the load balancer that they are ready to migrate, but they continue with their computation. A load
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balancing process then occurs simultaneously with computation. When a new load balance is calculated,
a migration decision is sent to every object, which stores the destination processor to migrate. At their
convenient time, these objects migrate to new processors.

There are a few advantages of asynchronous load balancing over the synchronous scheme. First, elimi-
nating the stop barrier helps reducing the idle time on faster processors which otherwise would have to wait
for the slower processors to join the barrier in order to trigger load balancing. Second, it allows the overlap-
ping of load balancing process and computation in an application, which potentially could help improve the
overall performance. Finally, object migration moment is flexible, which potentially allows overlapping of

the object migration and computation. For example, an object can choose to migrate when it is going to be
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In applications involving objects that do not allow any-time migration, such as AMPI threads, object
migration has to be restricted to particular points in their execution”. In asynchronous load balancing, such
objects can make a call to allow_migrate() to notify the array manager the opportunity for migration. Work
is in progress to extend the AMPI run-time to allow AMPI threads to migrate at any time.

A case study of the asynchronous load balancing scheme used in Fractography3D — a real-world AMPI

application, is presented next.

7.5.3 Application Study — Fractography3D

Fractography3d is a dynamic 3D crack propagation simulation program to simulate pressure-driven crack
propagation in structures. It was developed by Philippe Guebelle® and his students with collaboration with
our group.

The fractography3d code is implemented on CHARM++ FEM framework [18]. This framework allows
an application scientist interested in modeling structural properties of materials, including dynamic behavior
such as crack propagation, to develop codes that embody their modeling techniques without having to pay
attention to the parallelization process. FEM framework builds upon CHARM++/AMPI and its automatic
load balancing framework, allowing it to automatically adapt to load imbalances resulting from the dramatic

changes in computation load.

L oad Imbalance

In this application, the physical domain is discretized into a finite set of tetrahedral elements. Corners of
these elements are called nodes. In each iteration, displacements are calculated at the nodes from forces
contributed by surrounding elements. Typically, the number of elements is very large, and they are grouped
into a number of chunks distributed across processors. In each iteration of the simulation, forces on boundary
nodes are communicated across chunks, then they are combined, and new displacements are calculated.
There are two factors that may contribute to the load imbalance in this application. When an external
force is applied to the material in study, the initial elastic state of the material may change into plastic along
the wave propagation, which results in much heavier computation. Second, to detect a crack in the domain,

more elements are inserted between some elements depending upon the forces exerted on the nodes. These

" AMPI threads normally can only migrate when there is no pending receives.
8Philippe Guebelle is a professor of Dept. of Aerospace Engineering at University of 1llinois at Urbana-Champaign
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Figure 7.19: Elastic bar turning into plastic with 1D force

added elements, which have zero volume, are called cohesive e ements. At each iteration of the simulation,
pressure exerted upon the plastic structure may propagate cracks, and therefore more cohesive elements may
have to be inserted. Thus, the amount of computation for some chunks may increase during the simulation.

This results in severe load imbalance.

Simulation with Fast Changing L oad | mbalance

To evaluate the performance of load balancing and test the new asynchronous load balancing scheme (Sec-
tion 7.5), we first examined a synthetic problem with an elastic bar, as shown in Figure 7.19. In this sim-
ulation, a force is exerted from the front of an elastic bar, the wave of force propagates to the back of the
bar and is bounced back. During this process, the elastic bar turns into plastic state along with the wave of
force.

The test was run on 32 processors of the SGI Altix at NCSA and used 160 AMPI virtual processors.
Figure 7.20 shows the result without load balancing in a Projections utilization graph over time interval. The
total execution time without load balancing was 207 seconds. As the figure shows, in the first few seconds

the utilization is low because of the initialization task, where the code builds a graph from an input file and

112



Projections - fractography3d.sum.sts.

PROJECTIONS

Utilization Graph (Gummand

CPU Utilizationi®)

J
T
100

Time Interval (1.000s)

graph wype
’V@) Line Graph i Bar Graph i Area Graph [¥] Stacked ‘

rx-scale ry-scale

<< [x-adssale[1o | »»> [ Reser ||| << |v-Axisscie1.0 >> | Reset

Figure 7.20: CPU utilization projections graph of Fractography3D without load balancing

calls METIS partitioner to partition the graph into meshes.

In the second run, we ran the same test with GreedyLB. The result is shown in Figure 7.21 in the same
Projections utilization graph. The load balancing is invoked around time interval 100 in the figure. After the
load balancing, the CPU utilization is slightly improved, with improved total execution time of around 198
seconds.

Finally, we ran the same test with the GreedyLB in an asynchronous load balancing scheme. Asyn-
chronous load balancing avoids the stall of an application for load balancing and overlaps the execution
with the load balancing and migration. The result is shown in Figure 7.22 in the Projections utilization
graph. It can be seen that after load balancing, the overall CPU utilization was further improved, and the
total execution time is improved to 187 seconds, which is a 20 second improvement in the final period of

the execution (about 100 seconds) after load balancing occurred.

Larger Simulation

Given the promising result with load balancing, we then moved forward to a real-world test problem with a

crack propagation simulation. This test simulates a crack propagation with a force and the process of elastic
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Figure 7.21: CPU utilization projections graph of Fractography3D with synchronous load balancing
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turning into plastic zone along the crack, as illustrated in Figure 7.23. The crack propagation simulation was

run with 1000 AMPI virtual processors on 100 processors of the Turing Apple cluster at UIUC.

Figure 7.23: 3-D elastic-plastic fracture

The simulation without load balancing runs for 24 hours. The Projections view of CPU utilization over
time interval is shown in Figure 7.24(a). It can be seen that around time interval 120, the CPU utilization
dropped from around 85% to only about 42%. This is due to the start of the process of elastic turning
into plastic zone along the crack, leading to load imbalance. As more elastic parts turn into plastic, the
CPU utilization slowly increases until all turn into plastic. The load imbalance can also be easily seen in
the CPU utilization graph over processors in Figure 7.24(b). While some of the processors have the CPU
utilization as high as about 90%, some processors only have about 50% of the CPU utilization during the
whole execution.

Figure 7.25(a) presents results of automatic load balancing of the same crack propagation simulation
in the view of overall CPU utilization over the time intervals. The load balancing is invoked every 500
time-steps of the simulation, with a greedy-based algorithm. The automatic load balancer uses the run-
time load and communication information instrumented by the CHARM++ runtime to migrate chunks from
the overloaded processor to underloaded ones, leading to improved performance. As figure 7.25(a) shows,

the overall CPU utilization on all processors throughout the entire simulation stays around 80-90%. Fig-
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Figure 7.24: CPU utilization projections graph of Fractography3D without load balancing

ure 7.25(b) further illustrates that load balance has been improved from figure 7.24(b) in the view of the

CPU utilization over processors. It can be seen that a CPU utilization of at least 80% is achieved on all

processors with negligible load variance. The simulation with load balancing now takes about 18.5 hours to

complete, yielding about 23% of performance improvement from load balancing.
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Chapter 8

L oad Balancing Strategies for Peta-scale
Machines

Load balancing on peta-scale machines is a highly challenging problem due to the large scale of the parallel
system and application. In the context of CHARM++, in order to exploit such peta-scale machines and
take advantage of the load balancing capability of CHARM++, applications typically involve far more large
number of migratable objects than the system size. The complexity of load balancing algorithms thus leads
to significant overhead of load balancing. For instance, consider a load balancing algorithm of complexity
O(NlogN) where N is the number of migratable objects. When the number of objects is increased from
4K to 64K, the load balancing decision making time increased by 48 times, which leads to considerable
overhead that makes load balancing less useful.

Although a lot of work has been done in designing load balancing strategies for large systems consisting
of a few thousands of nodes, very few strategies in literatures address load balancing issues for very large
parallel machines with tens of thousands of nodes efficiently.

In this chapter, we first summarize the challenges involved in load balancing for peta-scale machines. We
then present studies of the scalability and limitations of the traditional load balancing methods including the
fully distributed and centralized load balancing strategies. Finally, we present a new hybrid load balancing
algorithm to tackle the problem. We demonstrate the performance of the new load balancing method on

peta-scale machines using the simulator we have developed.
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8.1 Load Balancing Challenges for Peta-scale M achines

Load balancing on a very large number of processors is more challenging compared to conventional parallel
machines of a much smaller size. For very large parallel machines, the load balancing problem needs to face

these new challenges:

1. Machine topology becomes an important factor that load balancing strategies need to take into ac-
count. In most conventional schemes used for smaller parallel machines, the machine topology often
is ignored by assuming that message latency between any pair of processors in the system is nearly the
same. By ignoring topology information, a load balancer is allowed to make load balancing decisions
in a way that potentially can place two intensively communicating migratable objects on two distant
processors. For peta-scale machines, due to the extremely large number of processors, although la-
tency is still low, the fraction of bandwidth used by communicating objects increases with the number

of hops that messages traverse. Thus, topology can no longer be ignored.

2. It is very difficult to make well-informed load balancing decisions without some global load infor-
mation about the system, especially when the parallel system is very large. However, it may be very
expensive or even impossible due to memory limits to collect such global state including both com-
putation and communication data. Thus, the load balancing overhead can no longer be a secondary
consideration in this case. When the cost of load balancing significantly outweighs the possible ben-

efits of the balanced load, load balancing is then prohibitively expensive.

3. Load balancing algorithms tend to be much slower when the number of processors and/or the number
of migratable objects grow. As a simple example, for an application with N objects running on P
processors, with a load balancing algorithm of O(Nlog(P)) complexity, when N increases from 16K

to 1M and P increases from 1K to 64K 1, the execution time of the algorithm will be 25.6 times larger.

Compared to centralized strategies, a fully distributed load balancing strategy is designed to be scalable
on very large machines. In the next section, we will study the load balancing techniques in distributed

strategies and their performance constraints.

This is to keep the same degree of virtualization.
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8.2 Fully Distributed L oad Balancing Strategies

Distributed load balancing, also called diffusive load balancing in some literature, is a decentralized and
scalable implementation of a load balancing strategy for a massively parallel machine. It is based on the
generic physical principle of diffusion in which energy or matter flows from higher concentrations to lower
concentrations, leading to a homogeneous distribution.

Distributed load balancing strategies are based on replicated decision components, each with the same
behavior and capable of autonomous and synchronous activity. The load balancing goal is locally pursued:

the scope of the actions for each decision is bound to a local area of the system.

8.2.1 Measurement-based Neighborhood Averaging Strategy

The measurement-based Neighborhood Averaging Strategy was implemented in Charm++. In this scheme,
instead of having a central controlling node for collection of the object-communication graph and making
load balancing decisions, each processor sends summary statistics about its load to neighboring processors.
Each processor (the central processor) and its neighboring processors form a load balancing domain. Neigh-
bor nodes are determined using either the physical or a virtual topology of processors such as ring, torus or
dense graph. The central processor performs load balancing based on the average load in the domain. If
the load of the central processor is below the neighborhood average, it does not need to continue the load
balancing task. Only an overloaded central processor makes load balancing decisions to migrate objects

away to its underloaded neighboring processors.

8.2.2 Neighborhood Averaging with Work-Stealing when Idle

Seed load balancing is another type of fully distributed load balancing strategy implemented in Charm++. It
treats the load balancing problem as a task scheduling problem (Section 6.3). In Charm++, tasks are initially
represented by object creation messages, or “seeds”. Seed load balancing involves the movement of seeds,
to balance work across processors.

Most of the work in the seed load balancing problem was done in early 90’s including Adaptive Con-
tracting Within Neighborhood (ACWN) [46, 80] and a prioritized load balancing strategy [83].

Although the methods discussed above are well studied, we found several problems in practice. For

example, seed load balancing schemes suffer from the aging of load information. This is largely due to
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the non-preemptive message scheduler implemented in Charm++ — when a message is being executed,
other messages have to wait in the message queue. Thus the processing of critical messages that contain the
load information may be delayed in the queue and get out-of-date when the execution time of the method
being processed is long. This aging of load information may lead the load balancing runtime to make poor
load balancing decisions. Also, the delay in processing the load messages may further delay the invocation
of the load balancing strategies. This is because seed load balancing can only be triggered when all load
information is received from neighboring processors. Any delay in receiving these messages may slow down
the invocation of the load balancing strategies. In applications with abrupt changes of load, this may lead to
poor performance.

A possible solution provided in PREMA [13] is to use a multi-threaded approach. As proposed in the
PREMA paper, a “polling thread” is spawned whenever a long-running work unit is executing. This thread
polls the network for load balancing messages for a period of time, allowing each processor to maintain
up-to-date load information, as well as satisfying load balancing requests in a timely fashion. Once the
work unit finishes execution, the polling thread is killed and only the application’s main thread remains.
This approach, however, involves high overhead associated with the polling thread such as time-slicing
overheads. The creation and killing of the polling thread also requires the long-running work unit to be
“long” enough to offset the thread overhead in order to produce any advantage. This scheme also requires
the run-time system to accurately predict the running time of each work unit to decide whether a polling
thread needs to be spawned, which may be difficult.

In Charm++, we tackle this problem with a different approach. We designed and implemented “imme-
diate messages” — a message that can interrupt the running work, which, when combined with scheme for

work-stealing at idle time, provides an efficient solution.

Immediate M essages

Immediate messages are “short” messages associated with handler functions that can be invoked “immedi-
ately” when the message arrives. The execution of immediate message handlers may interrupt any execution
of any handler of a non-immediate message; therefore immediate messages provide an efficient mecha-
nism for timely processing of messages. Immediate messages can be useful, for example, in implementing

tree-based multicasts/reductions operations, in which processing of a critical message along the tree is not
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delayed in the scheduler queue by some long-running work.

To guarantee the responsiveness to an immediate message, a few approaches are implemented. For low
level machine specific layers that use UDP sockets for communication, sockets are set in asynchronous 1/0
mode and an O.S. interrupt is issued whenever an incoming message arrives on a socket. The immediate
message handler can then be executed right inside the signal handler that interrupts the current running
work. For machine layers that implement SMP mode with multi-threaded worker threads with an additional
communication thread, an immediate message handler can be executed immediately by the communication
thread when the message is received, which then overlaps with execution of handlers of other messages on
the worker threads.

In seed load balancing, immediate messages are used in two cases. In the first case, it is used when
a processor sends the load information message to its neighboring processors. The neighboring processors
receive the load information and are able to process the information immediately to decide whether to initiate
a new load balancing. In the second case, immediate messages are used in work-stealing, which works as
follows. When a processor becomes idle, it sends a work request in an immediate message to its neighboring
processors “stealing” their work. When neighboring processors see the request, in the immediate message,
they can promptly respond by sending some work to the idle processor regardless of what is currently being

executed.

Experimental Results

We used a benchmark similar to the test presented in [14] to evaluate our new seed load balancer. This
benchmark creates 80,000 objects, 10% of which are "heavy” and others are "light”. The heavy objects
have twice as much work as the light ones. To stress the load balancers, heavy objects are initially assigned
to a subset with the lower 10% of the processors.

Figure 8.1 illustrates the results obtained on 64 processors of a cluster without and with a seed load
balancer. Figure 8.1(a) shows the processor utilization over processors for the run without a seed load
balancer. As it clearly shows, the first 10% of processors have twice as heavy a workload as the rest, due to
the initial mapping. The completion time without load balancing was 99.85 seconds on the 64 processors.
Figure 8.1(b) shows the processor utilization for the run with the new seed load balancer. The average

processor utilization during the run time was improved to about 93%. The completion time was reduced to
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Figure 8.1: Seed load balancing benchmark test

55.52 seconds, yielding about a 44% improvement in performance.

8.2.3 Limitationsof Fully Distributed Strategies

Although fully distributed load balancers are designed to be scalable for very large machines, they are likely

to suffer from the following performance issues:

1. Inafully distributed scheme, each node makes autonomous decisions, and no node has a global vision
of the state of the entire system. Thus, an optimal load balancing solution is hard to achieve, especially
in a rapidly changing environment. Occasionally, load balancing may make wrong decisions and the
application can enter into a state when tasks keep migrating without getting settled down on one node

(so called “task thrashing”).

2. Fully distributed strategies use only a small amount of information about the state of the system;
typically one node only communicates with a limited number of neighboring nodes for exchanging
load information. If the most heavily and the most lightly loaded sections of processors happen to
be a large distance apart (which is likely to happen when the machine topology diameter is big), a

fully distributed scheme with limited amount of information available to a node may take a number
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of iterations to propagate the load between the two ends. The situation may become even worse if the

computation load changes rapidly, leading to very poor performance.

The following case study with NAMD further illustrates the performance limitations of a fully dis-

tributed load balancing strategy.

8.24 NAMD Performancewith a Fully Distributed Strategy

We studied an Neighborhood Averaging Strategy, a fully distributed load balancing strategy described ear-
lier, in the context of NAMD program.

The test was run with Apo-Al benchmark on 256 processors of LeMieux at PSC. The simulation ran for
a total of 500 timesteps. The distributed load balancing was invoked once every 20 timesteps, corresponding
to a total of 25 load balancing steps (as shown as the top curve in Figure 8.2). We also compared its
performance with a greedy centralized load balancing, as shown in the bottom curve of Figure 8.2. In the

run with centralized load balancing strategy, the load balancing was invoked only once.
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Figure 8.2: NAMD performance comparison between a distributed LB strategy and a centralized LB strategy

In NAMD, initially the migratable objects are not mapped to processors very carefully. Thus, the sim-
ulation may start with significant load imbalance. As shown in the figure, the centralized load balancing
strategy was able to improve the load balance significantly and obtained much better performance, and the
performance sustained due to the slow changes in load. In comparison, the distributed load balancing strat-

egy did not perform as well as the centralized strategy. It can be seen that although the distributed load
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balancing strategy improved the simulation performance, this tends to occur in a much slower fashion. Dur-
ing the total of 500 timestep simulation, distributed load balancing failed to achieve the simulation speed of

the centralized load balancing strategy.

8.3 Centralized Load Balancing Strategies for Peta-scale Machines

Centralized load balancing strategies have the advantage that they normally have access to global load
and communication information of the entire system, which enables them to yield better load balancing
decisions. However, centralized strategies are inherently non-scalable. They have the following limitations

when applied to very large systems.

1. Collection of global information may become a prohibitively expensive process for a very large sys-

tem.

2. Global information is collected to one central node to make the load balancing decisions. The memory

usage for storing the global state information on the central node can be prohibitively high.

3. The single central node can become the communication bottleneck in a parallel system with a very

large number of processors.

4. The execution overhead of a centralized strategy’s decision-making algorithm can be very high, given

the large number of processors and migratable objects.

5. Greedy-based centralized strategies tend to make global decisions without considering the existing
object mapping; they tend to lead to migrating almost all objects away from their current location

which can be very expensive in a very large system.

In next section, we will further illustrate and quantify these limitations of centralized strategies on ma-

chines with as many as 64K processors using the BigSim simulator we developed.

8.3.1 Simulation Study of Centralized Strategies

Intuitively, the overhead of centralized strategies is known to be very high. To demonstrate the overhead

guantitatively in a more realistic environment, in this section, we studied the overhead of several exist-
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ing Charm++ centralized load balancers on very large machines (up to 64K processors) using the BigSim

simulator we developed (Chapter 4).

Benchmark

The Ib_test benchmark is a parameterized program that creates a specified number of migratable objects
communicating in a 2-D mesh topology. The work done by each objects in each iteration is randomized in
a parameterized range.

We ran the load balancing benchmark Ib_test on the BigSim simulator to simulate centralized load bal-
ancing on a BlueGene/L like machine with 32K and 64K processors using only 32 processors (8 nodes) of
PSC LeMieux to simulate. In our tests, we studied the load balancing overhead including memory usage

and time costs by varying the number of migratable objects from 128K to 1M.

Memory Usage

We measured the memory usage on the central node for various experimental configurations. The results
are shown in Table 8.1. The memory usage reported is the total memory needed for storing the object-

communication graph on the central node. The peak memory usage of the load balancing algorithm itself is

not included.
Number of Objects
num of pes || 128k | 256k | 512k | 1m
32k 59M | 115M | 228M | 455M
64k 61M | 117M | 230M | 457M

Table 8.1: Memory usage of centralized load balancers on the central node

As the result shows, the memory overhead of the load “database” used for a centralized load balancing
strategy increases significantly as the number of objects increases. For applications with 1 million objects
running on 64K processors, the database alone requires around 450MB of memory, which will barely fit on
a node of a BlueGene/L (which has 512MB total memory); however, the time overhead may also be large

as shown in the next section.
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Execution Timein Load Balancing Algorithms

We simulated the Ib_test program with varying number of migratable objects on machines with 32K and
64K processors. We stored the load databases on the central node on to a disk of LeMieux, and transferred
them to a Linux machine in our lab. We then experimented with our sequential load balancing simulation
tool (Section 7.1.1) on the Linux machine with the database file to measure the execution time of a few
Charm++ load balancing strategies. The machine that ran the sequential simulation has an Intel Pentium 4
CPU at 2.8GHz.

The results of the simulation on 32K processors are shown in Table 8.2, and the results for 64K proces-

sors are shown in Table 8.3.

Number of Objects
Strategies 128k | 256k | 512k | 1m
GreedyLB 0.517 | 1.103 | 2.280 | 4.756
GreedyCommLB | 12.350 | 25.867 | 59.334 | 119.919

Table 8.2: Load balancing strategy time in second for 32K processors (on finesse)

Number of Objects
Strategies 128k | 256k | 512k | 1m
GreedyLB 0521 | 1.111 | 2.259 | 4.809
RefineLB 29.412 | 36.720 | 80.567 | 94.237
RefineKLB 9.269 | 43.678 - -
GreedyCommLB || 41.289 | 94.75 | 117.594 | 386.02

Table 8.3: Load balancing strategy time in second for 64K processors (on finesse)

As the results demonstrate, the execution time of some load balancing algorithms may be very long (the
longest was over 6 minutes). Further, the execution time of the tested load balancing algorithms varies signif-
icantly. To our surprise, the algorithm in GreedyLB takes only a few seconds for balancing 1 million objects
on a machine with 64K processors. In general, load balancing strategies that do not take communication

into account are much faster than the ones that take communication into account (such as GreedyCommLB).
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Total Load Balancing Execution Time

In this test, we simulated the complete process of two typical centralized load balancing strategy GreedyLB
and GreedyCommLB on a machine with 64K simulated processors with a varying number of migratable
objects. The total load balancing execution time includes the time for load statistics collection, strategy

execution time and the time for object migration. The results are shown in Table 8.4.

Number of Objects

Strategy 256k | 512k | 1m
GreedyComm || 100.59 | 209.00 | 418.9
Greedy 7.60 1556 | 31.66

Table 8.4: Total Load balancing execution time for 64K processors (in seconds)

It can be seen that the total overhead of the GreedyCommLB (shown in the first row) is significant in
this test. The load balancing overhead can be as long as 7 minutes for an application of 1 million objects on
64K processors. With a synchronous load balancing scheme, this means a 7 minute pause of the application
for load balancing, which is prohibitively expensive. Compared to GreedyCommLB, the load balancing
execution time for GreedyLB is much shorter. For the run with 1 million objects on 64K processors, it
only took about 31 seconds in total, for smaller application with only 256K objects, the load balancing time
reduced to only around 7 seconds.

Table 8.5 shows the maximum predicted load after load balancing, a performance metric that repre-
sents the quality of the load balancing strategy outcome (Section 7.1). We will later use these results in a

comparison with a newly proposed load balancing strategy.

Number of Objects
Strategy 256k \ 512k | im

[ GreedyComm || 0.0279/0.0264 | 0.0539/.0527 | 0.1070/0.1056 |

Table 8.5: Maximum predicted load over average load after load balancing for 64K processors

8.3.2 Summary

We have demonstrated that the overhead associated with centralized load balancing strategies is significantly

high. This clearly limits their usefulness on very large parallel machines, especially for applications that
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require frequent and/or rapid load balancing.

However, there are a few cases where centralized load balancing strategies may still be useful on fairly
large parallel machines. Since the usefulness of centralized strategies is largely limited by the amount of
resource required on the central node, as long as that resource allows, it may still be applicable. Further-
more, applications with slow changes in load may just need only a few load balancing steps. Therefore,
slightly expensive centralized load balancing strategies may still be acceptable if the improvement of the
performance in the subsequent execution outweighs the load balancing overhead.

A few optimizations on centralized load balancing scheme can further improve the performance of the
centralized load balancing on large parallel machines. For example, to maximize available memory capacity
for the central node, a separate node can be reserved solely for load balancing purposes, which is then free of
application memory usage. Reserving one dedicated node for load balancing out of thousands of total nodes
may be affordable. Blue Gene/L has a separate tree-based communication ports for broadcasting. Load
balancing can take advantage of this specialized network for the statistics collection and the broadcasting of
the load balancing decisions. In general, load balancing can take advantage of dedicated resources to reduce

its own overhead.

8.4 Hybrid Load Balancing Strategy

We have demonstrated that both existing centralized and fully distributed load balancing strategies do not
work well or achieve satisfactory result in the context of peta-scale machines. It is clear that a hybrid strategy
that combines both the centralized and fully distributed strategies is needed for load balancing very large
parallel machines.

Although there have been a number of such hybrid strategies studied in literature (Section 8.5), most of
them are designed for applications that assume a continuous flow of tasks (e.g. state space search) which
are not suitable for most scientific applications we are targeting which have persistent computation that are
iterative in nature. Given the size of the machine and problem size these applications deal with, it is very
expensive in terms of both time and memory for load balancing strategy to take the communication pattern
into account in minimizing network communication. In this section, we propose and evaluate a new hybrid
load balancing algorithm (HybridLB) that is designed for scientific applications with persistent computation

and communication pattern. The proposed new algorithm takes advantage of CHARM++’s virtualization
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idea for applications with fine-grained parallelism, and it takes communication into account for achieving
satisfactory load balancing decisions.

The basic idea in our hybrid strategy is similar to those traditional hierarchical load balancing strategies.
It divides the processors into independent autonomous sets of groups and the groups are organized in hierar-
chies, therefore decentralizing the load balancing task. For example, a binary-tree hierarchical organization
of an 8-processor system with hypercube network is illustrated in Figure 8.3. In the figure, groups are orga-
nized in three hierarchies — at each level, a root node of the sub-tree and all its children nodes form a load

balancing group.

Figure 8.3: Hierarchical organization of a 8-processor system with hypercube network

In our hybrid load balancing strategy, an intermediate node at level } and its immediate children nodes
at level /;_; form a load balancing domain, with the root node as group leader. Load balancing group
leaders control the load balancing process inside their domain, playing the role similar to the central node
in a centralized load balancing scheme. Root processors at level } also participate the load balancing
process controlled by their group leaders at level ;,,, while those processors in the subtree of level j
do not participate the load balancing process at level ;. Thus the size of a load balancing domain (i.e. the
number of processors) is same across all levels if the tree is uniform.

Optimization for reducing communication overhead in load balancing process itself is critical consider-
ing the size of a peta-scale machine. In our algorithm, communication for collecting application time and

communication pattern is only limited in processors of a load balancing domain at each level. When load
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balancing occurs at level /; 1, all participating processors at level J; act as representatives of their respective
processors in the sub-trees. They don’t talk directly to the processors in the subtrees.

The hierarchical tree used in our hybrid load balancing strategy can be built in very flexible ways to
take advantage of the architecture. A hierarchical tree can be built according to the machine’s topological
hierarchy to minimize load balancing communication overhead. Our experiments demonstrate that the depth
of the tree is a tradeoff between load balancing cost and quality. Intuitively, trees of higher depths tend to
involve less load balancing cost due to smaller sized load balancing domain at each level, but may not
produce as good load balancing decisions as those trees with smaller depths. Section 8.4.1 discusses a
heuristic to build such a load balancing tree.

The use of a hierarchical tree determines that load balancing cost at different levels of a hierarchical
tree is not uniform - the higher level a load balancing domain, the bigger overhead it involves at that level.
Unlike some other hierarchical strategies that apply same load balancing algorithm across all load balancing
domains at different levels of a hierarchical tree, our hybrid strategy adopts adaptive load balancing strategies
at different levels. The adaptive load balancing strategies have several advantages. First, it helps to control
the memory usage and CPU overhead in executing a load balancing algorithm when the load balancing
overhead increases dramatically as load balancing level increases. A detailed optimization algorithm may
incur prohibitive overhead in load balancing at top levels of the hierarchical tree. This motivates us to
apply different load balancing algorithms of different complexity for load balancing at different levels of
a hierarchical tree. Second, our adaptive load balancing strategy can help maximizing the benefits of load
balancing and avoid global work redistribution. It can take advantage of the rich set of the aggressive and

refinement-based centralized load balancing algorithms we have developed (described in Section 7).

8.4.1 HybridLB Strategy Details

We describe the HybridLB load balancing strategy in the four distinct load balancing steps : load evaluation,

load balance initiation, load balance decision making and object migration (Section 6.4).

L oad Evaluation

During execution, CHARM++ run-time measures the time and communication pattern and store them in

local database on each processor. The time data is stored in the database as a per-object data structure
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LDObjData, while the communication data is stored in a per communication-link data structure called
LDCommData.

Load balancing domains periodically exchange the load databases of their processors. This process is
triggered by leaf processors at level 0 of the tree, who starts to send their local load database up to the
domain group leader processors which are at level 1. The same process continues by ascending the tree to

the top level in the tree.

Algorithm 3: Load database integration algorithm for a load balancing domain leader
begin

LDObjData objdata[];

LDCommbData commdata[];

int objcount = 0;

int commcount = 0;

int mem = 0;

for i < 0tonChildren — 1 do

LDStats data;

Receive data from one child;

for j < 0to data.n_objs do
data.objdataljl.onPE = thisPE;,

L objdatalobjcount + +] «— data.objdatalj];

for j < 0to data.n_comm do
data.objdatalj].sender = thisPE;,
L commdata[commcount + 4] «— data.commdatalj;
mem+ =
data.n_objs x sizeof (LDObjData) + data.n_comm x sizeof(LDCommData);

if parentPE! = —1then
| send loaddata and commdata to parentPE;

end

The algorithm is described in Algorithm 3. At each level j;, each load balancing domain leader receives
load statistics from children at level /;_;. The received load data is integrated into its own load database.
Load data is preprocessed so that it looks as if all objects belonged to the domain leader, and all communi-
cation senders were the domain leader (two inner for loops in Algorithm 3).

As load information propagates to the higher level, the amount of load data increases dramatically since
the total number of processors covered in a load balancing domain expands when level increases. This
greatly impacts the memory capacity needed to store the integrated load database on a node. Therefore, it is

necessary to shrink load data while propagating to the higher levels. Hybrid load balancer uses a memory
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usage estimator to monitor the memory usage due to the load data. Given a limit to the memory usage M/

on a node 2, the amount of memory needed for storing load database can be easily calculated as:
m = n_objs x sizeof (LDObjData) + n_comm * sizeof(LDCommData)

, Where n_objs is total number of objects, n_comm is the number of communication records, LDObjData
is the data structure recording the per object load data and LDCommData is the data structure recording the
per communication data. When m > M, data needs to be shrunk to fit in memory. Several strategies are

developed in HybridLB:

e At each level, communication data can be shrunk by deleting some of the trivial communication
records between objects. The heuristics is that it is more important for load balancing algorithm to
optimize communication of the most communicating objects. This scheme does not involve much

loss in load data.

e When the amount of load data is prohibitively large at a certain level, a dramatic shrinking scheme
is performed. In this case, only the total CPU load information is sent to the higher level and load
balancing at this domain switches to a different mode — “semi-centralized load balancing” which is

described in the following section.

L oad Balance Initiation

Each load balancing domain performs load balancing independently when load data is updated. The load
balancing starts in a top-down fashion in the hierarchical tree. That is, the root of the hierarchical tree, which
has the access to the global load information, starts the load balancing.
In each load balancing domain, load imbalance is computed as: LLT:—a; — 1, where L,,,,, 1S the maximum
load of nodes in the load balancing domain, and L, is the average load of all the nodes in that domain.
When load imbalance in a domain is greater than a threshold (e.g. 5%), load balancing is invoked in this
domain with the designated load balancing strategy at this level. Load balancing decision is computed and

sent to its children nodes in the tree. The controlling nodes of the downstream domains incorporate the load

2The value can be determined by the physical memory available on the node
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balancing decisions before calculating the load imbalance. However, the actual migration of the objects is
delayed until load balancing decisions are calculated globally.
If load imbalance does not occur in a domain, the central node of the domain simply bypasses the load

balancing and propagates the load balancing decisions made at its upper levels to all its children.

L oad Balance Decision Making

When the central node of a load balancing domain determines that it is advantageous to perform load bal-
ancing in its domain, the central node starts to invoke load balance decision making algorithm to calculate a
new mapping of parallel objects to compute nodes in its domain.

Depending on the amount of load information available, the central node decides whether load balancing
algorithm is invoked in a fully centralized or semi-centralized load balancing scheme. The fully centralized
scheme performs load balancing on the central node with the integrated load information of its domain. A
designated Charm++ centralized load balancing algorithm is invoked on the central node which computes
a new map to assign objects to its domain processors. Note that domain processors (other than the central
node) represents groups of processors in their subtree. Thus, migration decision is made in the form of
groups: obj;: G, to G, that is object i is to move from group m to group n. The subsequent load
balancing subdomains of each group will then decide which processor to assign the object. Decision time is
reduced because the number of partitions is small (B instead of the total number of processors P, where B
is the branching factor of the tree).

Semi-centralized scheme is used when the central node only has limited amount of load information
about group members in its load balancing domain due to the memory constraints mentioned. In this case,
the central node only make decisions on how much load be transferred from a group to another in its domain.
When the group members receive this load balancing decision, they independently select objects to migrate
to other groups.

In both schemes, load balancing decisions are only made at group level for each object. In fact, only
level 1 intermediate nodes make final load balancing decisions at the processor level.

When sub-domain nodes receives load balancing decisions with message, they incorporate the decision
into the load information database accordingly. Since intermediate nodes only carry the load data without

the actual migratable objects, no real object migration occurs at this time until the final load balancing
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decisions are made. Instead, only “migration” of the load data records is performed at those intermediate
levels. For example, for migrating object i from group G,, to G,,, the outgoing group G,,, sends the object
load records of i to G, and deletes the records from its load database. The group G, receives the load
records about obj; from G,,, and adds the records to its load database. After the “migration” finishes, the

load database of the subdomain groups is updated for further load balancing at lower levels.

Object Migration

After load balancing decisions are made globally (i.e. from top to bottom in the hierarchical tree), object
migration will be performed according to the new object-to-processor map.

At this point, due to the fact that the load balancing decisions are made independently in each load
balancing domain and a migration decision may involve other domains, the migration decisions across
different domains are incomplete. For example, some processors only know the “from” portions of the
migrations, while other processors only know the “to” portions of the migrations. For example, a processor
P; in a load balancing domain G, knows that an object O that it houses now needs to be migrated to a
processor somewhere in load balancing domain G,. Similarly, a processor P; in G,, knows that it will
receive the object O migrated from some processor in G,,. Thus, the load balancing decisions need to
be integrated so that the complete migration path is formed with specific processors instead of the load
balancing domain, so that objects requiring migration can be sent directly to their destination processors. To
solve this problem, HybridLB uses a global reduction operation on the hierarchical tree to integrate the load
balancing decisions. Any processor with incomplete migration decisions sends its question to its parent,
who will try to match the questions it receives from all child nodes and send unmatched questions up to
its own parent. When the reduction reaches the root of the tree, all migration decisions should have been
matched and the matched decisions are sent down the tree. A distributed hash table can be used for this

purpose, although the current implementation does not use that.

Complexity

The load balancing overhead of the hybrid load balancing scheme is distributed across the system, but
the distribution is not uniform. The complexity of the balancing process can be analyzed in terms of the

algorithm complexity, the communication overhead (number of messages sent), and memory overhead.
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Figure 8.4: HybridLB load balancing scheme

Assuming a peta-scale machine has P processors, and an application has N migratable objects (N > P),
hybrid load balancing form each load balancing domain with G processors at each level, that is, the tree has
a branching factor of G (assuming same factor at each level for simplicity). There are total L levels, where
L = [logg P].

Computation Complexity:

When load balancing occurs at level 4, assuming a greedy-based load balancing algorithm is performed,
the complexity is

O(N;(logN; + logG) + GlogQG)

where N; is the number of migratable objects to balance in the given load balancing domain. At level 4,
N; = N/G".
Thus, the total cost of the hybrid load balancing algorithm is:

— N
Z — log = +1logG) + GlogG
i=0 G

Assuming a binary tree (G = 2) hierarchical tree, the complexity of the algorithm is:
L—1
N N
O(Y_ 5 (log5;))

=0

or

O(NlogN)
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As an example, figure 8.5 shows a plot of CPU overhead for load balancing an application with 1000000

parallel objects on 64K processors with various number of levels of the hierarchical trees.
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Figure 8.5: Plot of CPU complexity over different levels

Communication Overhead:

When calculating the communication complexity, or the number of messages sent in HybridLB, we
consider the messages of the load balancing framework, while ignoring the object migration messages which
is subject to both the load balance of the system and the type of load balancing algorithms used.

At a level ¢ of a hierarchical tree, there are P/Gi domains. In the phase of load statistics collection with
a full system load update from the leaves to the root, each processor receives GG load data messages sent

from its children, yielding a total number of

P
—G
=0 G
, or
PG -G
G-1
messages.

In the phase of load balancing decision making from the root to the leaves, there are same number of

messages sent:
PG -G
G-1
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Near the end of load balancing step, a reduction is performed to propagate load balancing decisions to

all processors which involves the same number of messages. Therefore the total

P
3 ;0 v
, or
messages.

Assuming a binary tree (G = 2) hierarchical tree, the total number of messages is 6P — 6.
As an example, figure 8.6 shows a plot of communication overhead in terms of the number of messages

sent on a 64K processor machine with various number of levels of the hierarchical trees.
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Figure 8.6: Plot of number of messages over different levels

Memory Overhead:

Assuming each object contributes load data of same size (.S) in the load database, the total amount
of memory needed for storing the database is therefore IV x S. In HybridLB, load balancing database is
distributed in the hierarchical tree. However, the distribution is not uniform as load information gathers as
level increases. For example, the root level may have to store the whole database if there is no memory
reduction strategy adopted (as described in Section 8.4.1). Assuming database is shrunk at second top level

and assuming objects are distributed evenly, the average memory usage to store the database on at that level
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NS/G

which is also the maximum memory requirement across the whole machine. In general, if database shrinking
happens at level 4, the peak memory usage on processors at that level is: N.S/(G), assuming uniform object

distribution on processors.

85 Reated Work

Hierarchical or multi-level load balancing strategies have been studied before in literature. The target appli-
cations of the most of these research are applications that assume a continuous flow of subtasks which can
be treated as a task scheduling problem or task allocation problem. These applications typically involves a
subtask generator with substantial dynamic changing load.

Furuichi et al. [38] present a strategy to partition the search of an OR-parallel graph in a distributed and
hierarchical fashion on various processors. Some of these processors function as subtask generators and
distribute the tasks among the remaining processors. In this scheme, idle processors request subtasks from
those processors. The generation of subtasks is independent of the work requests from idle processors. The
subtasks are delivered to processors needing them on demand while achieving load balance.

Ahmad et al. [8] present a semi-distributed strategy for task allocation for regular topologies, e.g., hy-
percubes as an alternative to completely centralized and completely distributed task allocation strategies.
The proposed strategy partitions the compute system into independent regions (spheres) centered at some
control points. The central points (schedulers) optimally schedule tasks within their spheres and maintain
state information with low overhead. The paper presented an efficient scheme with low messaging overhead
for partitioning hypercube systems for task scheduling.

The model of computation in these load balancing strategies is different from ours. These load balanc-
ing problem essentially tries to partition the subtask generation or scheduling tasks in a hierarchical way to
distribute the load balancing effort. However, due to the dynamic nature of the applications, load balancing
strategies easily suffer from the aging of load information as well as the inaccuracy of load estimates. Typ-
ically these load balancing methods rely on the applications to provide estimation or hints of the workload

of computation.
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Our hybrid load balancing problem targets on the applications with relatively persistent work and com-
munication load, which allows a measurement-based scheme to automatic collect work load and commu-
nication pattern without users intervention. Load balancing problem essentially is turned into a graph par-
titioning problem. Section 6.3.4 has discussed numerous sequential graph partitioning algorithms which
are suitable for centralized load balancing. There are also a number of parallel algorithms. Among them,
multilevel algorithms are widely recognized as the state-of-the-art, as they are able to robustly compute
high-quality partitionings quickly. ParMETIS [58] is one of them.

ParMETIS [58] is an MPI-based parallel library that implements a variety of algorithms for partitioning
unstructured graphs, meshes, and for computing fill-reducing orderings of sparse matrices. It is an extension
of the widely used serial package METIS that includes a number of algorithms for partitioning and reparti-
tioning unstructured domains (graphs). The parallel graph partitioning algorithm used in ParMETIS is based
on the serial multilevel k-way partitioning algorithm in [59, 60] and parallelized in [57, 79]. It consists of
three phases: graph coarsening, initial partitioning, and uncoarsening/refinement. In the graph coarsening
phase, a series of graphs is constructed by collapsing together adjacent vertices of the input graph in order to
form a related coarser graph. Computation of the initial partitioning is performed on the coarsest (and hence
smallest) of these graphs, and so is very fast. Finally, partition refinement is performed on each level graph
which is projected back towards the original graph. METIS and ParMETIS mainly target on partitioning a
very large graph into relatively small number of sub-domains, it does not work effectively when the number
of target partitions increases to 64,000 for example. The algorithm also tends to be quite expensive, for ex-
ample, partitioning a relatively small graph with 10K nodes to 1K partitions, Metis takes about 73 seconds
on a PC Linux box (Table 7.1).

Other research in hierarchical load balancing method focuses on building a hierarchical tree according
to network hierarchy in order to minimize load balancing overhead.

Hierarchical Balancing Method (HBM) [89] is a load balancing strategy that takes advantage of the hi-
erarchical tree for performing load balancing in multi-levels. In HBM strategy, a parallel system is organized
into a hierarchy of balancing domains according to network hierarchy, for example a hypercube intercon-
nection as shown in Figure 8.3. Global balancing is achieved by ascending the tree and balancing the load
between adjacent domains at each level in the hierarchy. In the example, processors at level { receive load

information from both its children nodes at level },_; domains. When load information is received, load
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balancing is performed at level /;, and load balancing propagate to higher level of ;. Task migration
is controlled by intermediate nodes which, upon detecting an imbalance among its children nodes, notify
all processors belonging to the overloaded subtree to migrate work to the underloaded subtree. Processors
within the overloaded branch transfer a designated amount of their load to their “matching” neighbor® in
the adjacent underloaded subtree. Given a hypercube interconnection, these processors are directly linked
to one another, which leads to high efficiency in task migration.

Although the basic idea of the HBM is similar to our algorithm, there are a few significant differences.

1. The task migration in HBM is effective due to the work transfer scheme between “matching pro-
cessors”, it however restricts the load transfer in only one direction from overloaded branch to the
underloaded one, which prevents it from balancing the load in a global fashion. For the same rea-
son, the HBM algorithm tends to neglects to optimize the load balancing communication overhead to

minimize the distance and volume of work transfered.

2. HBM adopts same load balancing strategy at every level, however, load balancing overhead increases
when ascending the tree — at the top level of the tree, the load transfer involves all processors in the

system.

3. The load balancing overhead in HBM tends to be high due to the repeated load balancing effort when
ascending the tree. Every time when balancing load at a certain level, all the processors in its domain
needs to be balanced, although each individual subtree has already been balanced. This behavior could
easily result in excessive multiple hops of migration of an object in the system to its final destination,

which is not efficient.

Our hybrid load balancer in Charm++ makes use a more flexible tree and allow each level choose dif-
ferent load balancing algorithm to adaptively reduce the increasing load balancing overhead towards higher

levels to overcome these drawbacks. The details of hybrid load balancer is presented in Section 8.4.1.

8.6 Performance Evaluation of HybridL B

We evaluate the performance of the new HybridLB using both a real-world execution of LeanMD program

and a simulation study with the BigSim simulator we developed.

8A processor in the left subtree at a given level has a corresponding processor in the right subtree
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86.1 LeanMD

We tested the performance of HybridLB with LeanMD on LeMieux with real executions and compared the
performance with a centralized and a fully distributed load balancers. The tests were run on 264 processors
of LeMieux.

In this test, we ran LeanMD with the BUTANE atom benchmark with 2-away simulation. This BUTANE
system is a small atom system having only 256 atoms, 128 angles, 64 torsions and 64 1-4 interactions.
LeanMD creates 64 Cell and 2080 CellPair objects for this system.

We compared LeanMD performance with three different load balancers: a greedy-based centralized load
balancer (GreedyLB), a neighborhood averaging load balancer (NeighborLB) and a hybrid load balancer
(HybridLB). NeighborLB assumes a 2D mesh topology where each processor has 4 neighboring processors.
HybridLB uses a 3 level hierarchical tree, with 33 processors forming the level 1 load balancing domains,
and 8 processor groups forming the level 2 load balancing domains.

Figure 8.7 shows the result of the comparisons. Each plotted line shows the time per step in seconds for
a total of 300 time-steps. The time per step is averaged in 5 timesteps.

It can be seen that the GreedyLB improved the time per step from around 0.02s to only 0.007s, and it
performs the best among the three load balancers. HybridLB performed nearly as well as GreedyLB, while
NeighborLB could only improve the performance slowly.

Table 8.6 shows the total load balancing time taken by the three load balancers. The NeighborLB is
the fastest, as it took only a fraction of time of the other load balancers in comparison. This is due to
the distribution of load balancing domains and the small size of each domain (1 center processor and 4
neighboring processors). HybridLB load balancing is about as fast as GreedyLB. The test shows that even

for a small machine, hybrid load balancer can still perform almost as well as the centralized load balancer.

| GreedyLB | NeighborLB | HybridLB |
| 011s | 0005s | 0.10s |

Table 8.6: Comparison of Load Balancing Time
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Comparisons of 3 LBs on 264 processors
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Figure 8.7: Performance comparisons of three load balancers

8.6.2 Performance Study of HybridL B on Very Large Machinesvia Simulation

We studied the performance of HybridLB running on the BigSim simulator simulating a Blue Gene/L like
machine. We ran load balancing benchmark Ib_test on the BigSim simulator to simulate the HybridLB load
balancing strategy on the target machine with 32K and 64K processors using only 64 processors (16 nodes)
of LeMieux to simulate. Lb_test program creates varying number of objects from 128K to 1M. These objects
communicate in a mesh 2D virtual topology. The hierarchical tree used by HybridLB is built as following:
every 1024 processors form a load balancing domain at level 1, and 32 such domains in the 32K processor
simulation form the level 2 load balancing domain; while in 64K processor simulation case, there are 64
such domains. We used greedy-based load balancing algorithms (GreedyLB or GreedyCommLB) at level 1

and use a refinement-based load balancing algorithm at level 2.
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L oad Balancing M emory Usage

We first measured the maximum usage of memory due to the load database across all the simulated proces-
sors for various experimental configurations. Tests are running on the simulator of 32K and 64K processors.
In this test, the hierarchical tree used by the HybridLB is two levels. The branching factor at the bottom

level is 1024. Figure 8.8 illustrates the hierarchical tree for 32K processors used for these tests. Similarly, a

64K processors tree is shown in Figure 8.9.

Figure 8.9: A hierarchical tree for 64K processors

The results are shown in Table 8.7. The memory usage reported is the maximum total memory needed

for storing the object-communication graph on the central node of a domain. The memory usage of the load

balancing algorithm itself is not included.

Number of Objects

Number of PEs || 256k | 512k | 1m
32k 3.51IM | 6.97M | 13.87M

64k 1.78M | 3.5M ™

Table 8.7: Maximum memory usage of HybridLB (in bytes)
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Compared with the memory usage in the same Ib_test with the centralized load balancing strategy in
Table 8.1, the memory usage of HybridLB is significantly reduced. Furthermore, in the two cases involving
1 million communicating objects, the maximum memory usage of HybridLB across all simulated proces-
sors decreases as the number of simulated processors increases. This is because the number of objects in
each load balancing domain is smaller (half) in 64K processor simulation than that in the 32K processor

simulation.

L oad Balancing Cost in Time

In the next test, we simulated the whole process of a hybrid load balancing strategy on a machine with 64K
processors with varying number of migratable objects. The total load balancing execution time is the time

taken for the four load balancing steps (Section 8.4.1). The results are shown in Table 8.8.

Number of Objects
Strategy 256k | 512k | 1m
Greedy 139 | 279 | 53

GreedyComm | 1.39 | 4.2 | 5.9

Table 8.8: Total load balancing time on 64K processors (in seconds)

Compared with the results in the same Ib_test with the centralized load balancing strategy in Table 8.4,
the execution time of HybridLB is significantly reduced. This is largely due to the fact that the load balancing
algorithms are running much faster given much smaller load balancing domains and fewer migratable objects
to balance. The parallel executions of load balancing algorithms by the independent load balancing domains

also improves the performance.

L oad Balancing Quality

Table 8.9 shows the maximum predicted load after load balancing for the 64K processor simulation. The
maximum predicted load is a performance metric that represents the quality of the load balancing strategy
outcome (Section 7.1).

Compared with the results with the centralized load balancing strategy in Table 8.5, the maximum pre-
dicted load across all simulated processors after load balancing is only slightly worse (less than 1%). This

demonstrates that HybridLB is capable of making load balancing decisions almost as well as the centralized
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Figure 8.10: Total Load Balancing Execution Time of CentralLB and HybridLB on 64K processors

Number of Objects
Strategy 256k | 512k | 1m

| HybridLB with GreedyComm || 0.0282 | 0.0543 | 0.1077 |

Table 8.9: Maximum predicted load after load balancing for 64K processors

load balancing strategies, even though it takes much smaller time and memory.

Communication Optimization

We show that our HybridLB strategy optimizes communication better than HBM strategy as shown in Ta-
ble 8.10. In these tests, the same Ib_test benchmark program is simulated for a 64K processor machine
with different problem size of 256K and 512K parallel objects. The numbers shown in the table are the
total amount of non-local communication volume in byte for each run. HybridLB takes a 3-level tree with
branching factor of 64.X 32X 32 at each intermiediate level. The HybridLB invokes Metis at the lowest level
to optimize the communication aggressively.

The result in Table 8.10 shows that the object-to-processor mapping generated by the HybridLB reduced

nonlocal message almost in half, which means a much better load balancing decision that takes communi-

cation into account.
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Figure 8.11: Comparison of Maximum predicted load after load balancing on CentralLB HybridLB (2 and
3 level) and HbmLB on 64K processors

Number of Objects
Strategy 256k | 512k | 1m
HbmLB 987.79MB | 1.916GB | 3.710GB
HybridLB(Metis) || 645.46MB | 1.113GB | 2.107GB

Table 8.10: Non-local communication volume on 64K processors

The Effect of Number of Levels on Load Balancing

It is interesting to see how the number of levels of the hierarchical tree will effect the memory usage, load
balancing cost and the quality of the decision. We run the same Ih test benchmark test to simulate a 64K
processor machine with HybridLB. In the first test case, HybridLB uses a 2-level tree with a branching factor
of 1024.X64, while in the second case, HybridLB uses a 3-level tree with a branching factor of 64X 32.X 32.
The load data is shrunk at the second top level in the tree. We ran the simulation of HybridLB with different

problem size of 512K and 1M parallel objects. The results are shown in Table 8.11 and 8.12 respectively.

\ | memory | decision time | max load |

2-level 3.5M 4.2s 0.0543
3-level 6.9M 0.39s 0.0593

Table 8.11: Comparison of 2- and 3-level trees for 512k object case
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\ | memory | decision time | max load |

2-level ™ 5.9s 0.1077
3-level | 13.9M 1.06s 0.1123

Table 8.12: Comparison of 2- and 3-level trees for 1M object case

We can see from the tables that in both test cases, load balancing in 3-level tree cases uses about two
times of the memory as in the 2-level tree cases. This confirms the memory complexity analysis in Sec-
tion 8.4.1, where the memory usage is % for this case, where M is the total amount of memory required
to store the global database, and G is the top level branching factor which is 32 for 3-level tree and 64 for
4-level tree.

The decision time in the 3-level case is substantially faster than the 2-level case, however the load
balancing quality is about 10% worse. Although it is a tradeoff between decision time and load balancing
quality on different levels of trees, for applications of these problem sizes, HybridLB on a simple 2-level
tree is sufficiently good. A higher level of tree is not necessary unless the decision time exceeds a threshold,

that is the load balancing time becomes greater than the potential benefit of the load balancing.
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Chapter 9

Conclusion and Future Work

This thesis aims at developing techniques and methods to facilitate the development of peta-scale appli-
cations. We propose employing migratable objects (processor virtualization) for programming peta-scale
machines supported by parallel emulation for algorithm validation and parallel simulation for performance
prediction, and using new kinds of load balancing strategies to facilitate the development of such applica-

tions.

1. We demonstrated that CHARM++ and AMPI with migratable objects are suitable programming mod-
els for peta-scale machines in that they are capable of parallelizing applications with sufficient paral-
lelism needed to occupy the large number of processors. The sufficient parallelism is also needed for

load balancing to work effectively.

2. We designed and implemented a scalable parallel emulator of peta-scale machines for evaluating
programming models and validating parallel algorithms with large scale of parallelism. The scala-
bility of our parallel emulator is made possible by exploiting a two-level processor virtualization and

efficient user level threads.

3. We extended the parallel emulator to a scalable parallel smulator that is capable of predicting par-
allel performance to help analysis and tuning of the parallel performance of a given application. We
explored parallel discrete event simulation techniques with an optimistic synchronization protocol to
improve the accuracy of predicting parallel performance. Our optimization techniques include ex-

ploiting the inherent determinacy of an application to reduce simulation overhead.

4. Load balance problem presents significant challenges to applications to achieve scalability on very

large machines. We present an enhanced load balancing framework to address the load-balancing
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needs of many different types of applications. It provides automatic dynamic load balancing with
little user intervention. The framework performs automatic measurement of object computation times
and communication patterns including collective communication, without adding undue overhead.
We optimized load balancing strategies in multiple dimensions of criteria such as load balancing
for improving communication locality, sub-step load balancing, and computation phase-aware load

balancing.

5. We studied the limitations of the centralized load balancing strategies for extremely large parallel
machines via large scale simulation, and present a new effective hybrid load balancing strategy that
combines the advantages of both centralized and fully distributed load balancing strategies. This
hybrid load balancing strategy builds load data from instrumenting an application at run-time on both
computation and communication pattern in a fully automatic way. It also incorporates a cost function
to explicit control the memory overhead of load balancing to make it easy to adapt to extremely large
number of processors with even small memory footprint. We study the load balancing performance
on comparing trees with varying levels and provide load balancing cost functions to find an optimal
tree. We demonstrate that even a small level tree works well in terms of the load balancing cost and

the quality of decisions.

Most of our research results are used in real-world applications. Our load balancing framework has been
used in many applications such as the well known bio-molecular modeling program NAMD, Car-Parinello
ab initio molecular dynamics (CPAIMD) simulation, dynamic 3D crack propagation simulation program
(Fractography3D), and computational cosmology program (NChilada). NAMD was awarded the Gordon
Bell Award at SC02 and later scaled to 1TF of peak performance.

Our research in this thesis also aims for the future. We have built infrastructure including the simulation-
based performance modeling tools for performance prediction of very large scale parallel machines, which is
useful for exploring new techniques for future machines. As an example, we have explored the dynamic load
balancing techniques for very large machines using the infrastructure. One resulting system is a simulation-
based performance modeling environment — BigSim — for peta-scale parallel machines as illustrated in
Figure 9.1.

The future explorations for this thesis include development of high fidelity simulation model such as

utilizing an instruction level simulator to further improve the accuracy of performance prediction.
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Figure 9.1: The Architecture of BigSim System

Performance analysis tools are very important for understanding and analyzing the performance of par-
allel applications. The simulator is already able to produce performance data at different levels of detail and
interface with performance visualization tools. Projections [54], a performance visualization/analysis tool
associated with CHARM++, includes a detailed event log mode and a summary mode that contains concise
summarized data. We have employed essentially the same Projections framework for the BigSim simula-
tor. The system can be used for 64K processors, but our experience with runs using Projections exposed a
number of bottlenecks and limitations. For example, it is almost impractical to generate 64,000 trace log
files for simulating a Blue Gene/L. Reading and writing this large number of log files is expensive in terms
of both 1/0 overhead and memory cost. We plan to explore new methods to enhance the usefulness of the
Projections performance analysis tool on large scale parallel machines.

More sophisticated load balancing strategies could be developed under the CHARM++ load balancing
framework. For example, load balancing strategies that understand more complicated communication pat-
tern such as all-to-all communication. Integrating the CHARM++ load balancing framework and the com-
munication optimization library [50, 64] could provide load balancing strategies opportunity to optimize the
placement of migratable objects for such communication.

As very large parallel machines such as Blue Gene/L are operational, it will be interesting to see how

our load balancing strategies perform on these machines.
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Fault tolerance is a very important research issue for peta-scale parallel machines. With the extremely
large number of processors in peta-scale supercomputers, the probability of one of the processors crashing
increases substantially, which potentially affects the scalability of an application on such machines. We
have demonstrated in [94] a scalable fault tolerant scheme that uses CHARM++ load balancing capability
to maintain the parallel efficiency when fault occurs. It will be interesting to test our fault tolerant scheme

on BigSim simulator for very large parallel machines.
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