
Character Input in Augmented Reality: An evaluation of
keyboard position and interaction visualisation for

Head-Mounted Displays

Maite Frutos-Pascual1[0000−0001−5861−1259], Clara Gale1, Jake M. Harrison1, Chris
Creed1, and Ian Williams1[0000−0002−0651−0963]

DMT Lab, School of Computing and Digital Technology,
Birmingham City University, United Kingdom

maite.frutos@bcu.ac.uk

Abstract. Character input in immersive environments is a non trivial task that
has attracted much attention in recent years. This paper presents an evaluation of
keyboard position, orientation and interaction together with the influence of visual
interaction feedback in a controlled character input task with 27 participants in
Augmetned Reality (AR). It presents 5 different keyboard locations (3 bounded
to the headset and 2 bounded to the non-dominant hand of the user) and 3 visual
interaction feedback methods (finger raycast, fingertip glow and both combined).
Objective (completion time, accuracy, Key per Minute (KPM)) and subjective
(After Scenario Questionnaire (ASQ)) metrics are presented. Results showed that
keyboard placement had an effect on accuracy, KPM metrics and subjective pref-
erence, with keyboard visualisation parallel and bounded to the headset position
and orientation outperforming other keyboard locations.

Keywords: Augmented Reality · Text Input · Usability · User Evaluation · Visu-
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1 Introduction

Text input is a non-trivial [31] and fundamental task [7] which is an integral component
of interaction in immersive environments. Subsequently text input has recently received
increased attention, notably in Virtual Reality (VR), with authors focusing on interaction
visualisation challenges [13,14,21,34], typing performance [7,29] and feedback methods
[26, 28], among others. Typing in Augmented Reality (AR) has also been explored, with
the key focus on the use of mid-air gestures [22], combined input mechanisms [8, 40]
and keyboard representations [22].

Multi-modal approaches have been extensively evaluated, with speech recognition
being a major input method for Head-Mounted Displays (HMDs). However, this presents
environmental limitations such as noise, social acceptance [22] and privacy concerns for
sensitive information (i.e. passwords and personal messages). Alternative approaches
suggest the use of head-gaze and eye-tracking interaction combined with dwell time
and click interaction [33] or touch gestures [1] for typing. While these offer hands free
interaction, they have been deemed to be constrained and present challenges associated
to performance, user strain and motion sickness [33].
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As an alternative, hand-held controllers are presently one of the most common
interaction paradigms in VR [40] with existing consumer-grade HMDs often relying
on indirect pointing mechanisms via hand-held controllers or head-gaze direction [26]
for interaction and typing. While these offer benefits for locating and selecting targets,
they are not suitable for interactions where hand tracking is posed as a valuable input
technology [9]. Hand-tracking based studies in AR typing have predominantly focused
on interaction, presenting gesture-based [9], pointing and selection mechanisms [40]
and novel paradigms based on statistical models for improved typing reliability [8].
While these enable advancements in the field of AR/VR typing, configuration to their
ergonomics, and specially the evaluation of position, orientation and location of virtual
keyboards have not been previously explored.

Selecting character keys on virtual keyboards is often error-prone and inefficient
[17, 22], as users may experience difficulties to locate small characters or have problems
when performing locomotion tasks. Therefore, understanding the additional feedback
methods that may aid users to improve their typing performance is an additional key
challenge largely unexplored in the literature. The use of visual feedback such as
glow effects have been explored with positive usability and performance results while
interacting with virtual objects of different sizes in VR [11], mid-air typing in standard
QWERTY layouts have received positive performance outcomes [42] while augmented
visual effects have been explored in AR [45] with positive usability outcomes. The use
of ray-casting methods have been proven helpful in AR typing while using handheld
controllers [40], however to what extent ray-casting is still useful while using hand-
tracking based approaches has not been explored.

This paper presents the first study comparing different AR keyboard positions and
orientations alongside visual hand based interaction feedback methods in AR character
input scenarios. It contributes to the growing body of work in character input in immersive
environments, where the delivery of productive and enjoyable input methods remains
a challenge [7]. We present the results of a formal user study with 27 participants;
evaluating 5 different keyboard locations (3 bound to HMD, and 2 bound to the non-
dominant hand of the user) and 3 interaction feedback mechanisms (fingertip raycast,
fingertip glow and both combined) as in Figure 1. This study reports on precision (time
to completion, accuracy, Key Per Minute (KPM) and interaction metrics (After-Scenario
Questionnaire (ASQ)). The paper is structured as follows; firstly we present a literature
review of text input in immersive environments, methodology of the conducted study is
then presented, followed by the precision and interaction metrics used. We then present
the results analysis and conclusion to the work, detailing key aspects contributing to
AR/VR typing.

2 Related Work - Text input in AR/VR

2.1 Physical keyboards and external devices

Physical keyboards have extensively been integrated in virtual environments, as a way
of reducing the learning curve of new text input methods while keeping a familiar
input mechanism [28]. Logitech released their own Software Developer Kit (SDK) as a
consumer-ready solution to use physical keyboards in VR [4]. McGill et al. integrated
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Fig. 1. Representation of the Meta 2 HMD with attached Leap Motion on top of the headset (a) and
keyboard positions and visual feedback configurations (b-f). Keyboard Positions: Horizontal bound
View Flat (VF) (b), Vertical Bound View Parallel (VP) (c) and HMD bound View Adaptive (VA)
(d), Wrist bound Wrist Side (WS) (e) and Wrist Back (WB) (f). Interaction feedback visualisation
conditions raycast and glow depicted together in illustrations (b) to (f).

physical keyboards; augmenting the virtuality of typing tasks in VR and suggesting
positive outcomes when enabling a partial view of hands and keyboard while interacting
[24]; they followed up their study by integrating a realistic and co-located virtual
representation of the keyboard in VR [25]. Grubert et al. also integrated standard
physical keyboards in virtual environments, reporting on the effect of keyboard layouts
and hand representations [13] on user performance [14]. Gupta et al. integrated physical
keyboards while investigating different vibrotactile feedback conditions in typing tasks
in VR [16], while Walker et al. investigated virtual assistants to assist in typing VR
tasks when integrating physical keyboards [37]. Schneider et al. and Otter et al. further
explored keyboard layouts while using touch-sensitive physical keyboards [29,34]. Pham
and Stuerzlinger presented portable keyboard mounted on a hawker’s tray for text entry
while navigating or moving in VR [30].

Other devices such as haptic gloves [18, 39], custom-made wearables [15, 20] and
hand-held controllers [3, 19, 44] have been studied for typing in AR/VR.

The majority of approaches involving physical keyboards have been developed for
fully virtual environments, where the availability of consumer-ready VR equipment has
resulted in in VR applications [6]. While physical keyboards can be connected to current
AR HMDs such as the HoloLens, the use of traditional input devices such as mice and
keyboard in AR environments are not suitable for outdoors or move-around/locomotion
scenarios, as they require a surface to operate on [40] while proposing unique challenges,
such as as the need for users to constantly switch from their virtual environment to the
spatial layout and their surroundings to locate the physical keyboard [24]. Wearable and
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external devices have proven to be useful for text entry in virtual environments while
providing a haptic feeling. However, they often rely on ad-hoc hardware or keyboard
layouts and interaction metaphors, limiting transferability and adoption.

2.2 Virtual keyboards in immersive environments

Grubert et al. compared the use of virtual and physical keyboards using a QWERTY
layout [14] while Dudley et al. proposed a method to improve typing performance in
AR environments [8]. Xu et al. investigated text entry mechanisms for virtual typing in
AR environments. Results suggested that the combination of a controller and raycasting
feedback methods outperformed other conditions [40].

Wang et al. presented PalmType a solution mapping the standard QWERTY keyboard
layout to the palm as a text input method for smart-glasses [38]. This approach offered
a novel QWERTY configuration and enabled passive feedback through the use of the
body as a surface for binding AR typing interfaces.

Lee et al. developed a dynamic virtual keyboard layout for AR where the characters
were positioned depending on their probability within the current input. However, they
found dynamic layouts led to low accuracy and mediocre text input, so they proposed a
1-line solution keyboard that improved user performance [22].

Yu et al., Grossman et al. and Ogitani et al. explored different hand gestures and
keyboard layouts to overcome spatial interaction limitations in smart-glasses [12, 27, 43].

Yu et al. presented a radial layout for text input using an standard game controller.
This alternative presented characters in groups of 4 in alphabetical order, inside a circle
partitioned in 7 slices [44]. Jiang and Weng also investigated a radial layout in combina-
tion with handheld devices as an alternative text input solution in VR environments [19].

Non-QWERTY alternatives have been explored predominantly to mitigate spatial
and input restrictions in immersive environments. However, the main limitation of these
approaches is that Users rarely invest time in learning new keyboard layouts [2, 22], and
they are often not transferable limiting their wider adoption and suggesting that standard
QWERTY layouts may be preferable.

2.3 Multi-modal approaches

Multi-modal approaches combining speech input, gaze tracking or head gaze rotation
on their own or with handheld controllers or hand tracking methods have been explored
in the literature. Speech input has been deemed to be the fastest medium for long text
entry solutions [13]. Pick et al. presented a multi-modal interaction approach for text
editing complementing speech input with point-and-click [31]. Other authors have used
eye-tracking and head gaze in combination with dwell time, click interaction [33] and
touch gestures [1] to reinforce gaze and head-gaze as interaction paradigm.

While these combination approaches have been deemed usable, no consideration
have been given to the input of sensitive information or its usage in noisy and/or shared
environments [13], while gaze interaction has previously shown to cause strain and
motion sickness with prolonged text input tasks [33].



Character Input in Augmented Reality 5

2.4 Visual feedback in typing interaction

Providing Interaction feedback while typing has a crucial impact on users’ performance
using HMDs [36]. Virtual keyboards in immersive environments are limited in size and
FOV of the devices. Therefore, improvement in pointing performance and key aiming
accuracy without interference is vital to the design of virtual keyboards [41]. Lee et al.
used visual feedback as an additional support mechanism for text input in AR, using a
colour changing ray-cast to showcase interaction state and width of the area [22].

The effect of hand representations on typing performance, workload and presence in
VR was also explored [13, 21], while a minimalist representation of the users’ fingertips
did also enhance keyboard visibility [13]. Yang et al. used visual feedback in the shape
of enhanced magnified raised keys to showcase when the fingers or participants were
pointing to a particular key on the virtual keyboard in the VR environment [41].

Visual feedback have proven to be efficient in guiding user interaction while typing
on immersive environments, supporting the use of novel interaction methods, increasing
intuitiveness and influencing the feeling of presence, while reduced feedback could
result in higher error rates [36]. Most of the approaches relied on ray-casting and
pointing metaphors,and Xu et al. suggested the use of ray-casting as the preferred
visual interaction feedback method for AR HMDs, linked to reduced motion sickness
while using hand-held controllers [40]. However, to what extent this is maintaned in
freehand interaction have not been explored, while other aspects of visual enhancements,
such as colour changes or other types of virtual highlighting, may also influence input
performance [41].

3 Study Design

3.1 Apparatus

We built a custom experimental AR typing framework using Unity 2017.4.20f2 LTS, a
Leap Motion sensor and the Leap Motion Core 4.4.0 SDK 1 for hand tracking and the
Meta2 headset for visualisation purposes as a head mounted display. C# was used as
scripting language. The leap Motion sensor was mounted above the visor of the Meta2
headset, using a 3D printed structure tilted downwards following the shape of the device
to facilitate hand tracking (Fig. 1a). We used the Meta 2 headset for visualisation due to
its wider Field of View (FOV), however, we did not use built-in hand tracking capabilities
due to reported limits with its tracking area and reliability [40].

Participants performed the test in a controlled environment under laboratory con-
ditions. An non-cluttered room layout was used for all tests. The interactive space
dimensions were 270 cm by 180 cm. The test room was lit by a 2700k (warm white)
fluorescent with controlled external light source. A regular office chair (50 cm height)
was used as participants were seated during the experiment. The chair was placed in the
centre of the interaction space.

1 https://developer.leapmotion.com/, (Last accessed 7th November 2020)
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3.2 Interaction

Previous typing studies have highlighted the difficulty of typing using multiple fingers
in immersive environments, while proving that novice participants using a single digit
per hand can perform better than users using all digits in multi-target selection tasks [7].
Therefore, we enabled dominant-hand interaction using the index finger, for direct
interaction with the keyboard. Interaction was triggered upon collision detection of the
fingertips with the keyboard position.

3.3 Conditions

Five different keyboard positions were evaluated in combination with three visual in-
teraction feedback representations (5 × 3 = 15 unique conditions). Keyboard positions
were not adjustable by participants.

Keyboard positions The keyboard position conditions are categorised into two primary
conditions, viewpoint bound conditions (Fig. 1b-d) and non-dominant hand bound
conditions (Fig. 1e-f). The virtual keyboard size was 26 cm width by 10 cm height. All
keyboard positions were anchored relative to the user position and the position of the
headset.

Viewpoint bound conditions: The conditions showcased below were defined based on
the position and orientation of the HMD. The keyboard was placed in a fixed plane 35
cm away in the Z axis and 10 cm below in the vertical plane from the camera (the HMD),
changing its orientation as described in the conditions below. These are inspired by the
tag-along User Interface (UI) paradigm common in current HMDs 2.

– View Flat (VF): In this condition the keyboard was shown always horizontal (flat)
in front of the user and anchored to the plane mentioned above. The position and
orientation were calculated using the sensor information provided by the HMD. A
representation of this condition is shown in Figure 1(b).

– View Parallel (VP): In this condition the keyboard was parallel to the HMD point
of view. Thus was anchored parallel to the front facing position of the user, tilting
its angle with head-gaze orientation and fixed to the plane mentioned earlier. A
representation of this condition is shown in Figure 1(c).

– View Adaptive (VA): In this condition, the keyboard was anchored to the plane
above but changed orientation between 2 tilting planes, one horizontal and one verti-
cal, depending on HMD orientation. This transition between planes was performed
using a threshold of 20 degrees below the horizon line of the HMD to avoid jittering,
therefore removing the noise for involuntary head movements. A representation of
this condition is shown in Figure 1(d).

2 https://docs.microsoft.com/en-us/windows/mixed-reality/design/billboarding-and-tag-along,
(Last accessed 14th January 2021)
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Non-dominant hand bound conditions: The conditions showcased below were defined
based on the position and orientation of the non-dominant hand.

– Wrist Side (WS) - In this condition the keyboard was displayed to the side of
the users’ wrist, floating in mid-air and 3 cm away from the wrist point. This was
inspired by the Hand Menu UX pattern proposed by Microsoft in their Hololens 2 3.
The keyboard orientation was bound to the rotation of the wrist. A representation of
these keyboard location is showcased in Figure 1(e).

– Wrist Back (WB) - The keyboard was displayed as an overlay between the elbow
and wrist. This approach was inspired by previous research showcasing the benefits
of passive feedback for interactions in virtual environments [7, 38]. A representation
of this keyboard location is shown in Figure 1(f).

Interaction feedback To support the interaction between the user’s digit and the key
to be pressed we evaluate two forms of visual feedback and guidance notably Raycast
and Glow. These visual feedback methods are used for guiding the user and providing
feedback about the key they are aiming at with their interaction.

Raycast (R): This feedback method showed a continuous solid pointer connecting the
users dominant hand index finger to the closest part of the surface of the keyboard. This
feedback method is inspired by virtual pointing, one of the most common approaches
used for object selection in immersive environments [32]. The raycast acts as a visual
trajectory guidance method in locating the key for direct tap selection. A representation
of this feedback condition is shown in Figure 2(a) and combined with the keyboard
modes in 3(r), 3(n), 3(j), 3(b) and 3(f).

Glow (G): In this condition the index fingertip in participants’ dominant hand displayed
a glow. Fingertip feedback has proven to enhance keyboard visibility [13] and has
recently been adopted by Microsoft UX guidelines for direct object manipulation using
their Collidable Fingertip paradigm 4. This glow represented the contact point that will
be used for interaction with the keyboard, changing its size and intensity with proximity
to the target. This glow effect is inspired by previous work [11], where authors evaluated
glow effects as an interaction trigger in VR. A representation of this feedback conditions
is shown in Figure 2(b) and combined with the keyboard modes in3(s), 3(o), 3(k), 3(c)
and 3(g).

Both combined (B): This condition combined both the raycast and glow feedback to
display both concurrently. A representation of this feedback conditions is shown in
Figure 2(c) and combined with the keyboard modes in 3(t), 3(p), 3(l), 3(d) and 3(h).

3 https://docs.microsoft.com/en-us/windows/mixed-reality/design/hand-menu, (Last accessed
14th January 2020)

4 https://docs.microsoft.com/en-us/windows/mixed-reality/design/direct-
manipulationinteraction, (Last accessed 7th November 2020)
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(a) Raycast (b) Glow (c) Both combined

Fig. 2. Interaction feedback modes. Raycast depicting a continuous guidance ray to the keyboard
(a), Glow depicting the tip of the dominant hand index finger (b) and both combined (c). Black
hand represents the AR hand segmentation alpha mask for the occlusion handling of the interaction
hand, grey region is rendered to the real environment on the AR HMD.

(a) View Flat
(VF)

(b) VF - Raycast

(c) VF - Glow

(d) VF - Both

(e) View Parallel
(VP)

(f) VP - Raycast

(g) VP - Glow

(h) VP - Both

(i) View Adap-
tive (VA)

(j) VA - Raycast

(k) VA - Glow

(l) VA - Both

(m) Wrist Side
(WS)

(n) WS - Raycast

(o) WS - Glow

(p) WS - Both

(q) Wrist Back
(WB)

(r) WB - Raycast

(s) WB - Glow

(t) WB - Both

Fig. 3. Interaction modes for the keyboard and the visual feedback in the test. Representations of
the five keyboard positions with the corresponding representations of the feedback modes for each
keyboard representation.VF stands for View Flat, VA for View Adaptive, VP for View Parallel,
WS for Wrist Side and WB for Wrist Back keyboard placement conditions Black hand represents
the AR hand segmentation mask for the occlusion handling of the interaction hand, grey region
corresponds to the real environment of the user. The virtual keyboard and feedback mechanisms
were the only elements rendered in the device.
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3.4 Task

We proposed these tasks under the scenario of security/sensitive character input (as
in passwords), where hand interaction will be preferred over speech commands for
privacy. The input task was defined to involve the use of special characters, numbers
and capital letters in character strings, in compliance with standardise guidelines for
secure passwords. Therefore, participants were asked to input a randomised 7-character
sequence containing a) 4 letters (2 of them uppercase) b) 2 numbers and c) 1 special
character (e.g. G2+hDf8). Sequences were presented above the keyboard in the UI layout
and they maintained the same level of complexity for every condition under study, each
participant completed a total of 15 unique sequences. Lower case L and upper case I
were removed from all sequences for clarity.

3.5 Participants

27 right-handed participants (1 non-binary, 6 female, 20 male) from a population of uni-
versity students and staff members were recruited to take part in this study. Participants’
mean age was 24.3 (SD: 4.78).

All participants performed the task described in section 3.4 under the keyboard
placement and feedback conditions explained in section 3.3. Participants completed a
standardised consent form and were not compensated. Visual acuity of participants was
measured using a Snellen chart, each participant was also required to pass an Ishihara
test to exclude for colour blindness. Participants with colour blindness and/or visual
acuity of < 0.80 (where 20/20 is 1.0) were not included in this study.

Participants were asked to self-assess their level of experience with AR and VR
systems, with 5 participants reporting to have an average level of experience and the
remaining 22 reported being novice to immersive technologies. None of the participants
had any substantial previous experience using an AR HMD or hand tracking devices.

3.6 Protocol

A within participants test protocol design was used. All participants tested the 5 keyboard
positions and 3 interaction methods, inputting a total of 15 string sequences. Participants
were only allowed to proceed to the next sequence when the current input was correct.
The overall duration of the experiment ranged between 30 and 45 minutes, including
pre-test and post-test questionnaires.

Pre-Test Prior to the study, participants were given a written consent form, where the
test protocol was described. Additionally, participants completed a pre-test question-
naire enquiring about their background level of experience with immersive systems,
recognition sensors and the use of HMDs.

Calibration Before each test, the test coordinator helped participants to fit the HMD
in the most suitable and comfortable way to ensure successful hand tracking from the
Leap motion. Once the system was calibrated participants were asked to confirm that the
characters on display were clearly legible.
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Training Once participants were comfortable with the device and the hand tracking,
recognition and interaction system, they were trained with an specific task-related sce-
nario. This consisted of 3 training tasks introducing different levels of typing complexity:
1) participants were asked to input a lowercase 3 character sequence, 2) participants
were introduced to the SHIFT key for uppercase and special characters, 3) participants
were asked to use the arrow keys and delete button to edit their inputs. Each training
sequence was a predefined string with 3 characters. This task training was the same for
every participant and they were trained in a representative version of every keyboard
position.

Test Once participants were comfortable with the interaction conditions, we presented
the main experimental task. Participants were asked to complete the task as accurately
as possible in the shortest amount of time. Tasks reported in 3.4 for every condition
reported in 3.3 were loaded in counterbalanced random order.

Post-Test After each of the keyboard-location conditions were completed, participants
were asked to fill the After Scenario Questionnaire (ASQ). Once all 5 keyboard location
conditions were completed and all the interaction tests were finished, participants were
asked to fill a post-test questionnaire asking about their overall experience with the
system and keyboard location and visual feedback preferences.

3.7 Metrics

Completion time Completion time was defined as the time it took to complete the
string input task per condition under study. It was measured as the time in seconds from
the start of every condition until the participant successfully input the character string.

Accuracy Accuracy was calculated as correct key presses
total key presses per task (task defined as the

combination of keyboard location and interaction feedback).
Each key-press was labelled as correct or incorrect at run-time based on the consider-

ations listed below:

Labelled as correct: a) After a key-press, if the input matches the character sequence
up to that point. b) If the key-press is BACKSPACE, if there was a mistake behind the
cursor. c) If the key-press is CLEAR, if there was any mistake in the text. d) LEFT if
there is an error more than one character to the left of the cursor. e) RIGHT f there is an
error to the right of the cursor, or there are no errors and the cursor is in the middle of
the input. f) RETURN if the input matches the character sequence.

Labelled as incorrect: a) If the key-press is a letter/special character and the input does
not match the character sequence. b) If the key-press is SHIFT and it would result in the
next input character not matching the next sequence character.
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Key per minute (KPM) Entry rate was measured in keys per minute (KPM). KPM was
calculated as the number of key-press in a minute calculated based on the ratio of input
obtained for every task as in key input×60 seconds

time in seconds .

After Scenario Questionnaire (ASQ) This questionnaire was used to assess partici-
pants’ satisfaction or frustration after the completion of each task per condition. This
three-item questionnaire address ease of task completion, time to complete a task, and
adequacy of the support information [23]. It gives a value from 1 strongly agree to 7
strongly disagree; being 1 the ideal.

3.8 Statistical Analysis

The Shapiro-Wilk [35] normality test found the data to be not normally distributed. We
tested for significance between the conditions and the metrics described using a non
parametric Friedman test [10]. 95% Confidence Intervals (CI) and pair-wise Effect Sizes
(ES) are reported.

4 Results

A comprehensive analysis of completion time, accuracy and KPM with Effect Sizes
(ES) and 95% Confidence Intervals (CIs) per keyboard position and interaction feedback
condition is presented in Tables 2 and 3 respectively. A comprehensive statistical analysis
of ASQ responses is presented in Table 1.

4.1 Completion Time

Completion time results by keyboard position condition are shown in Figure 4(a). Com-
pletion times ranged from 62.35 sec (SD = 45.03 sec) for Wrist-Back Glow condition to
25.70 sec (SD = 10.04 sec) for the View-Parallel Glow condition.

By Keyboard Position Statistically significant differences were found for the different
interaction feedback modes for Wrist-Side keyboard position, with medium ES between
a) Glow and Both combined b) Raycast and Both combined. No statistically significant
differences were found for the remaining keyboard conditions comparing interaction
feedback modes for each position (i.e. raycast vs. glow and glow vs. both for View
Parallel). An in-depth analysis of these results is presented in Table 2.

By Feedback Mode

– Raycast: Statistically significant differences were found between keyboard locations
for the raycast feedback condition with large ES shown between a Wrist-Back and
View-Parallel.

– Glow: Statistically significant differences were found between keyboard locations
for glow feedback mode. Large ES were shown between a) Wrist-Back and View–
Parallel, b) Wrist-Back and View-Adaptive c) View-Parallel and View-Flat.
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– Both: Statistically significant differences were found between keyboard locations
for the combined feedback mode. While medium ES where shown as in Table 3 no
large ES were found.

(a) Completion Time measured in seconds (b) Accuracy measured from 0 to 1

(c) Keys per Minute (KPM)

Fig. 4. Completion time 4(a), accuracy 4(b) and KPM 4(c) per keyboard position and feedback
condition displayed in seconds with white triangles showcasing mean value, where VF stands for
View Flat, VA for View Adaptive, VP for View Parallel, WS for Wrist Side and WB for Wrist
Back keyboard placement conditions, with R standing for Raycast feedback condition, G for Glow
and B for both feedback conditions.

4.2 Accuracy

Accuracy results per keyboard location and feedback mode are displayed on Figure 4(b).
Average accuracy levels were high for all conditions, ranging from 0.93 (SD = 0.07) for
View-Parallel Both condition to 0.85 (SD = 0.12) for the Wrist Back Glow condition.

No statistically significant differences were found between the visual feedback modes
when comparing them for each keyboard placement position. The comparison between
different keyboard positions when comparing them by feedback mode did not show
statistically significant differences either. This suggested that the interaction feedback
modes and keyboard positions under study did not have statistically significant effects
on input accuracy.

4.3 Key per Minute (KPM)

Key per Minute (KPM) values are shown on Figure 4(c). Average values ranged from
36.29 kpm (SD = 9.47 kpm) for the View-Parallel Glow condition to 24.7 kpm (SD
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= 10.06 kpm) and 24.29 kpm (SD = 9.45 kpm) for the View-Flat Raycast and Glow
conditions.

By Keyboard Position Statistically significant differences were found again for Wrist-
Back keyboard condition, with medium ES showing between a) Glow and both feedback
combined.. No statistically significant differences were found for the remaining keyboard
conditions comparing interaction feedback modes for each position. An in-depth analysis
of this is presented in Table 2.

By Feedback Mode

– Raycast: Statistically significant differences were found between keyboard locations
for raycast feedback. Large ES were shown between a) Wrist-Back and View-Parallel
b) Wrist-Back and View-Adaptive c) View-Parallel and View-Flat.

– Glow: Statistically significant differences were found between keyboard locations
for glow feedback. Large ES were found for a) Wrist-Side and View-Parallel
b) Wrist-Back and View-Parallel c) View-Parallel and View-Flat.

– Both: Statistically significant differences were found between keyboard locations
for combined feedback. While medium ES where shown as in Table 3 no large ES
were found.

4.4 After-Scenario Questionnaire (ASQ)

Statistically significant differences were found between keyboard location conditions
for ASQ questionnaire, as in Table 1. Overall scores per condition are showcased in
Figure 5. Mean scores ranged from 1.88 (SD = 1.03) for View Parallel condition to 3.48
(SD = 1.59) for the Wrist Back condition, with Wrist Side scoring 2.41 (SD = 1.16),
View Adaptive 2.14 (SD = 1.26) and View Flat 2.96 (SD = 1.27). Large ES were found
between a) Wrist-Back and View-Parallel b) Wrist-Back and View-Adaptive.

4.5 Preferences

Participants were asked to rank keyboard locations and interaction feedback modes in
preference order (from 1 to 5 for keyboard locations and 1 to 3 for feedback conditions).
No tracking issues were reported by participants and results are presented in Figures 6(a)
and 6(b).

– Keyboard position: 13 participants chose “View-Parallel” as their preferred key-
board position, while 15 participants declared that “Wrist-Back” was their least
preferred position for text input interaction. This results are in alignment with the
performance metrics presented earlier, where View Parallel had one of the shortest
completion times and highest KPM and accuracy values. Results for all the location
conditions are presented in Figure 6(a).
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Fig. 5. ASQ Scores by keyboard location with
white triangles showcasing mean value, where
VF stands for View Flat, VA for View Adap-
tive, VP for View Parallel, WS for Wrist Side
and WB for Wrist Back keyboard placement
condition.
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nn
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re p
(Stat = 17.08,

p = 0.02)∗

|ES|

WS vs.WB= 0.75
WS vs. VP= 0.46
WS vs. VA= 0.21
WS vs. VF= 0.39
WB vs. VP= 0.95

WB vs. VA= 0.90
WB vs. VF= 0.32
VP vs. VA= 0.22
VP vs. VF= 0.78
VA vs. VF= 0.55

95%
CI

Table 1. ASQ Questionnaire response
statistics, showcasing p, effect sizes (|ES|)
and 95% Confidence Intervals where WS
stands for Wrist Back, WB for Wrist Back,
VP for View Parallel, VA for View Adap-
tive and VF for View Flat.

(a) Keyboard Location (b) Feedback Method

Fig. 6. Participants’ reported preferences. With (a) showcasing preferences by keyboard position
and (b) showcasing preferences by feedback condition.

5 Discussion

We presented a study to evaluate different keyboard locations and interaction feedback
conditions in a controlled environment for text entry in AR. Currently, there are no
standard methods for AR/VR text entry, with current commercial systems implementing
their own often differing techniques [36]. Our proposed conditions rely on the standard
QWERTY keyboard configuration and a freehand interaction paradigm using a commer-
cially available sensor. We altered the spatial position of the virtual AR keyboard and
the visual feedback method used. This enables an evaluation of performance without
changing the user’s input habits, which has been successfully evaluated previously in
AR/VR environments creating a one-to-one mapping of virtual and real worlds [36, 41].

The range of tasks presented were a representative version of what could be expected
in a password input scenario, where speech-based interaction will not be suitable due
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|ES|

B vs. G = 0.17
B vs. R = 0.18
R vs. G = 0.03

B vs. G = 0.25
B vs. R = 0.02
R vs. G = 0.23

B vs. G = 0.03
B vs. R = 0.34
R vs. G = 0.31

B vs. G = 0.31
B vs. R = 0.37
R vs. G = 0.07

B vs. G = 0.1
B vs. R = 0.2
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B vs. R = 0.48
R vs. G = 0.01

B vs. G = 0.26
B vs. R = 0.45
R vs. G = 0.20

B vs. G = 0.09
B vs. R = 0.03
R vs. G = 0.06

B vs. G = 0.22
B vs. R = 0.06
R vs. G = 0.31

B vs. G = 0.22
B vs. R = 0.17
R vs. G = 0.04

95%
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Table 2. Completion time, accuracy and Key per Minute (KPM) statistics, displaying effect sizes
(|ES|) and 95% confidence intervals (CI) where G stands for Glow feedback mode, R for Raycast
feedback mode and B for Both feedback combined for all keyboard location conditions.

to privacy concerns. These tasks are common in HMD interaction, specially when
connecting the device to a WiFi network or inputting account credentials.

Most current text entry solutions present the virtual keyboard location anchored
and fixed in 3D space, with current text input methods for immersive environments not
allowing the user to change the position or size of keyboard representations [36]. This
study presented a unique approach to varying the position and orientation of the virtual
keyboard based on participants position and orientation.

The results showcased a preference for the View Parallel condition for completion
time, ASQ scores and KPM metrics. Key input metrics for this condition were in
alignment with those reported in the literature and deemed as tolerable [8]. We envisage
participants performance will improve with experience and practice. Therefore, we
presented these results as an indication of achievability under the circumstances outlined.
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VP vs. VA= 0.30
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Table 3. Completion time, accuracy and key per minute (KPM) statistics, showcasing effect
sizes (|ES|) where WS stands for Wrist Back keyboard placement, WB for Wrist Back keyboard
placement, VP for View Parallel keyboard placement, VA for View Adaptive keyboard placement
and VF for View Flat keyboard placement for all feedback conditions.
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While previous studies have shown a preference for tilted keyboards in VR [5, 41],
they have mostly evaluated keyboard positions anchored to spatial surroundings. We
proposed these alternatives to spatially fixed keyboards to support on demand access to
typing capabilities, specially for inputting confidential information.

Limitations of current HMD devices and tracking solutions have showcased limits in
the use of horizontal keyboards. Primarily due to tracking inaccuracies while maintaining
a low head posture which may end in increased neck pressure [41] and discomfort for
users. This is in alignment with the results presented, where the View Flat condition
received poor ASQ scores. Therefore, the use of horizontal keyboards, akin to current
interaction with physical keyboards, may require further technical support [41] for them
to be adopted. While passive feedback has been successfully explored in immersive
environments before [38], we did not find the same results. While no tracking issues
were reported during the study, this could be due to current limitation of the display and
hand tracking technologies and may need to be further explored with improved tracking
capabilities in the future.

We paired keyboard location with the evaluation of visual interaction feedback to
further assess visual guidance and its effect on perceived usability and character input
performance. While no statistically significant differences were found, ray-cast and
fingertip feedback have been used widely in AR/VR environments and our suggestion
would be for it to be considered and implemented as a guiding technique. Previous
literature suggested that reduced visual feedback could result in decreased performance
[36], therefore we suggest supportive visual feedback to be considered when enabling
text input.

Overall, the main findings of the study related to short character input, akin to
password and confidential information input, in AR environments were as follows:

– Keyboard locations bounded to the user and following the same orientation of the
viewpoint of the HMD were preferred for interaction (i.e. always in front keyboards).

– While there was no clear preference for a visual feedback mode, our suggestion
would be to continue to use ray-cast and fingertip visual feedback for guiding typing
tasks in immersive environments.

– Multi-modal interaction (i.e. speech and gaze) and haptic feedback should be con-
sidered, specially for longer non-confidential typing tasks.

5.1 Limitations

Freehand input has been deemed as the most realistic text entry method for immersive
environments [36]. This technique relies on hand tracking capabilities, therefore we
employed the Leap Motion sensor mounted on the front of the AR HMD. While this
approach has been previously used for text entry studies [41], it is worth highlighting
that the tracking limitations of this device may negatively impact performance and
preference results. However, the Leap Motion was chosen as it is the current most
affordable and consumer available method for finger input. Future developments in hand
tracking technology, specifically related to robustness and accuracy, may influence the
results presented here. Furthermore, while external and high-quality motion tracking
solutions could be employed to track the user, the current system presents a deployable
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solution that can easily be adopted and utilised in wider studies with comparable HMD
setups, as motion capture solutions are not portable or mobile [21].

5.2 Future work

Our evaluation was conducted in a laboratory environment, under controlled conditions.
This supports repeatability and transferability of the findings, however, future work
should consider more realistic locomotion situations and environments i.e. outdoors,
on the move, while commuting, etc. This will expand the finding from this work into
text input interaction paradigms and keyboard locations that enable the user to fully
move and explore the AR environment. These situations may also require keyboards and
interactive elements to be bound to the user and not the environment, thus leveraging
the learned keyboard interaction behaviour and exploiting the additional dimensions of
the space available in AR [8]. This future research can be informed by the results of
the current experiment and be extrapolated to wider interaction scenarios such as user
interface widgets and buttons.

We solely evaluated visual feedback for typing guidance, future work should consider
the role of audio feedback and haptics as further guidance support for typing tasks in
AR.

Although the presented solution may be suitable for short character input sequences
or sensitive information such as passwords, it may be worth considering combination
approaches using speech input for longer text editing or writing tasks. It is worth
exploring these to support text entry techniques that are more involved [40].

6 Conclusion

We have conducted a study comparing five different keyboard locations and three visual
feedback modes in a controlled AR environment for text input. We followed a within
participants study design and we reported on completion time, KPM, accuracy and ASQ
questionnaire metrics. Our results suggest that View Parallel condition outperformed all
keyboard locations while the visual feedback used did not have a statistically significant
effect.

Our findings have some interesting implications for the design and implementation
of text input tasks in AR. Overall, the results of this study can guide the design of
typing on immersive environments by applying the keyboard location and input feedback
considerations presented here, specially for tasks that require the input of sensitive
content of login credentials.
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