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Abstract—In this paper, we address the issue of integrating have to be executed, packet level simulation easily becomes
packet level simulation with fluid model based simulation for computationally expensive, if not infeasible, for simulating
IEEE 802.11-operated wireless LANs (WLANS), so as to combine 506 _scale networks. What seems to be reasonable is really

the performance gains of the latter with the accuracy and packet . . - - : .
level details afforded by the former. In mixed mode simulation, to combine theoretical modeling with packet level simulation.

foreground flow is simulated at the packet level, while the other ~ Recently,fluid model based simulatiohas been proposed
background flows are approximated into a collection of fluid as a solution to alleviate the computational overhead in large

chunks and si_mulated in the fluid mode. Note Fhat the_se two scale network simulation [8], [9], [11], [13], [14], [15], [19],
types of flows influence each other at the point of interaction, e.g. [21]. In fluid model based simulation, a cluster of closely-

the wireless channel in a WLAN. In order to realize mixed mode d kets i deled fluid chunk at ifi
simulation, we develop the model of interaction at the wireless Spaced packets Is modeled as a fuid chunk at a Speciiic

channel between the foreground flow and the other background time point, and the behavior that a fluid chunk exhibits is
flows, in view of their achievable throughput. We then implement characterized by an analytical model in the time domain. A
mixed mode simulation inns-2[2], and conduct a comprehensive fluid model based simulator then keeps track of fluid chunks
simulation study to evaluate mixed mode simulation with respect 5 g their rate or quantity changes at each network component.
to accuracy (in terms of error discrepancy) and efficiency (in A | b f ket bstracted inale fluid
terms of speed-up in conducting simulation). S a large number ol packels are abstracted as a singie fiul
Simulation results indicate that for IEEE 802.11-operated Chunk, fluid model based simulation is expected to be (much)
WLAN:Ss, it is feasible to blend fluid model based simulation into less computationally expensive overhead. However, whether
packet level simulation, and the performance improvement is or not fluid model based simulation is feasible for simulating
quite significant while the accuracy and the packet level details q1joys network protocols has to be carefully studied with
desired are not compromised. Specifically, mixed mode simulation . .
incurs only approximately 2 % of the error discrepancy, and respect to the em_)r dlscrepancy—_ the (_j'ﬁerence betW(_aen t_he
reduces the execution time by two orders of magnitude_ This7 reSUItS Obta|ned via paCket |eVe| S|mu|at|0n and those via ﬂl.“d
coupled with the fact that mixed mode simulation is able to model based simulation. For example, it has been shown that
rtetain pacﬁettleve|dd§t?”5f for the _connetctlion of intlere§t, rlnz?_kes fluid model based simulation is not well-suited for studying the
It an excellent candidate for carrying out large-scale simulalion jntergction of TCP at end hosts and active queue management
for IEEE 802.11-operated WLANS. (AQM) at routersunder light and/or sporadic traffi¢12], as
Index Terms—Wireless LANs (WLANSs), simulation, perfor- jt js built upon the assumption of existence of a large number
mance evaluation, mixed mode simulation, fluid model based of active flows in the network [14], [17], [19].
simulation . ) ’ .
Network calculushased simulation was proposed by Kim
and Hou [12] with the same objective (of expediting simulation
l. INTRODUCTION with the use of theoretical models), but in the hope of
Modern data communication networks are extremely commitigating the problems of fluid model based simulation under
plex and do not lend well to theoretical analysis. It is commdight/sporadic traffic. They characterize how TCP congestion
that network analysis is only rigorously made after leavingontrol interacts with AQM strategies with network calculus
out several subtle details that cannot be easily capturedtiiveory [1], [4], [6], derive upper and lower bounds on the
the analysis [5], [16], [18], [19]. Instead, packet level, everdttainable TCP throughput, incorporate the modelsi$n2
driven simulation studies are usually carried out to bettand then instrument the simulator to regulate TCP flows in
study the performance of network components, protocols, acampliance with the model.
their interaction. The main obstacle in packet level network Although network calculus based simulation indeed gives
simulation is, however, the vast number of packets that hagacouraging results [12], it cannot provide packet level dy-
to be simulated in order to produce accurate results. Eatamics, such as the instantaneous queue length and the packet
packet will generate a number of events (e.g., arrival of dropping probability. (Note that fluid model based simulation
packet at the router, its departure, and buffer overflow if thaso suffers from this shortcoming.) In some sense, theoretical
arrived packet depletes the buffer, just to name a few) on thdel based simulation trades some degree of accuracy and
path from the source to the destination and each event hapéeket level dynamics for simulation performance. If packet
be executed at some specified time point. As the CPU tirtevel details are of concern to users, the best approach seems
required is roughly proportional to the number of events thad simulate foreground traffic (whose packet dynamics are of


https://core.ac.uk/display/4820126?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

P of the time step is appropriately determined.
Background Traffc The rest of the paper is organized as follows. In Section II,

we summarize the related work in the literature in two per-
Foreground Trafc spectives: fast theoretical model based simulation techniques,
and the method of analyzing throughput on the IEEE 802.11
] @ MAC protocol. In ad(_jition, as we will I_everage the ane}lyt_ical_
models that we devised to characterize data transmission in
Point of interaction IEEE 802.11 [11], we provide a summary in Section Il. In
00 000 BN Bl  Section lll, we elaborate on how to describe the interaction
Foreground traffic between the foreground flow and multiple background flows in
perspective of their attainable throughput. Following that, we
validate the interaction model with simulation in Section V,
and conduct a comprehensive simulation study in Section VI
to evaluate mixed mode simulation against both fluid model

interest) in the packet mode, and model the background trafg@S€d simulation and packet level simulation. Finally, we
(that comprise of possibly hundreds of flows) with a fluigencludes the paper with Section VII.

model. The notion ofmixed mode simulatiofa.k.a. hybrid

simulation) was proposed to combine the performance gains I. PRELIMINARY

of fluid model based simulation with the accuracy afforded by

packet level simulation. Fig. 1 gives a blueprint on mixed mode In this section, we give a succinct overview of existing work
simulation. One foreground flow is simulated at the packéiat pertains to expediting network simulation with the use
level, while the other background flows are approximated inf theoretical models, and to analyzing system throughput in
a collection of fluid chunks and simulated in the fluid moddEEE 802.11 with the DCF function. Then, we summarize the
Note that these two types of flows influence each other at tigid model [11] that mixed mode simulation will employ to
point of interaction, e.g. a routing buffer or a wireless channénodel background flows.

Background traffic

Fig. 1. Conceptual description fonixed mode simulation

One important issue of mixed mode simulation is to accy-
. ) . \. Related Work

rately characterize the interaction between foreground traffic
and background flows, e.g., when, and how many, packets of Existing work for fluid model based simulation: Sev-
a foreground flow should be dropped due to the existenceesfil early research efforts have focused on fluid model based
background fluid chucks (that may represent a large numisémulation in simple networks. Liat al.[13] demonstrated the
of background packets) at a router and vice versa. In tHigradamental performance gain in fluid model based simulation
paper, we investigate how to realize mixed mode simulati@ver (rather than a realistic network with detailed network
for IEEE 802.11-operated WLANS, by proposing the model gfrotocols) simple network components. Milidrag al. [15]
interaction at the wireless channel between the foreground flpnesented various sets of differential equations that describe
and the other background flows, in view of their achievablfie behaviors of network components in the continuous time
throughput. This enables packet level simulation to co-exi@dmain. They showed that as long as the behavioral character-
and interact with fluid model based simulation within onéstics in the continuous time domain can be exactly specified,
simulation framework. In order to accomplish the goal, wlluid simulation gives results with reasonable error bounds. Wu
need two analytical models: one that describes backgrougidal. [21] studied the error behavior that simulation results
flows in view of their data transmission activities, and thexhibit in a simpleM/D/1 network configuration.
other that characterizes data transmission of the foreground\s mentioned in Section I, fluid models have been recently
flow, as well as its interaction with background flows. We theamsed to study the throughput behavior of TCP congestion
implement mixed mode simulation ims-2[2], and conduct a control algorithms, together with AQM schemes in the steady
comprehensive simulation study to evaluate mixed mode sistate[17], [18], [19], and applied in fluid model based simu-
ulation with respect to accuracy (in terms of error discrepandgtion to show their effectiveness in reducing the simulation
and efficiency (in terms of speed-up in conducting simulatiorfjme [14], [8]. Liu et.al. [14] and Guet al. [8] solve fluid

Simulation results indicate that mixed mode simulation ®odels with the numerical Runge-Kutta method, and incorpo-
quite effective in studying transmission activities in WLANgate numerical results in the simulation of large scale TCP/IP
equipped with IEEE 802.11. The execution time is reduced bygtworks. Kim and Hou [11] investigate the feasibility of fluid
in most cases, more than two orders of magnitude as compamedel based simulation for IEEE 802.11-Operated wireless
to that incurred in packet level simulation. The performandeANs (WLANSs), in which a throughput model is developed
improvement becomes more salient as the number of wirelégglescribe data transmission activities in wireless LANs and
nodes within a WLAN increases, and/or as the rate of packben incorporated into fluid model based simulatioma:2
events generated in packet level simulation increases (e.g, THeir results show two orders of magnitude improvement with
number of application per node increases). Furthermore, theceptable error bounds.
relative errors incurred in mixed mode simulation with the  Network calculus based simulation Kim and Hou
time stepping technique fall within 2 %, as long as the valj&2] examine the feasibility of incorporating network calculus



models in simulating TCP/IP networks. By exploiting net- pame | ¢ ‘ ‘ s |7 ‘ ‘ o ) |7| | rene | e

work calculus properties, they characterize how TCP conges- || || L] Lﬂ
tion control — additive increase and multiplicative decrease °*°° % °®
(AIMD) — interacts with AQM strategies in the analytic |

model, and regulate TCP flows in a simulation engine with (&) DCF in conjunction with the RTS/CTS mechanism

the derived model. They show that as compared with time

stepped fluid simulation (TSHS), significant improvement can | rame c ‘ ste | Frame ‘ ‘ ‘ B c ‘ ‘ Jae
be made in expediting the simulation, while keeping the L ] ] L L

error discrepancy reasonably small. As indicated in Section I,
although network calculus based simulation gives accurate g churk

steady state system throughput, it cannot show, due to the (b) DCF

nature of network calculus, the transient behavior of tt}g 5
network, e.g., the instantaneous queue length and the pack%t '
dropping probability at each bottleneck link.

Analytical models for IEEE 802.11 MAC DCF pro- the active nodes. The derived model takes into account of
tocol: Several analytical models for IEEE 802.11 MAC DCPRrotocol details, such as the system parameters in the IEEE
protocol have been proposed [3], [5], [7], [10], [20]. Bianch802.11 standard and the overhead incurred in the physical and
[3] models the binary backoff counter behavior of a taggedAC layers, and does not make any assumption on the input
station as a Markov chain model. (In particular, Bianchi’s woriaffic. It also accommodates both cases in which the RTS/CTS
captured all the protocol details, and motivated a significagiechanism is and is not employed. The throughput model
amount of subsequent analysis work.) The work determingseded to realize mixed mode simulation is grounded on this
the transmission probabilityr{ and analyzes the saturationmodel.
throughput based on a constant and independent collision

probability ®). I—!owever, it does not give any specific aI_goB_ Fluid Model for IEEE 802.11-operated WLANS

rithm to determine the value qgf. Nor does it consider in hi . . h tical del b

its Markov model the probability that the backoff counter is_In this section, we summarize t e_angyﬂca mode! Dy
m and Hou [11] that can be readily incorporated into

not decremented when the transmission medium is bus
y &ud model based simulation for simulating IEEE 802.11-

to other data activities. In other words, the probability th 4 WLANSs. Th del will be i d with h
the binary counter stays at the current value is not deriv erate s. 1he model will be mtegrat_e .W't a_np_t er
They validate their model via simulation only in the case roughput model that describes data transmission activities of

saturated throughpu. the foreground flow, so as to lay the mixed mode simulation
framework.

Cal et al. [5] derive a theoretical throughput bound by The throughput model has two important analytical com-
approximating IEEE 802.11 with pepersistentersion of the. 0 o 14id chunk and MAC fluid A fluid chunkis the
lEaEtEﬁcc)eilslhg\:\?t%C;cllv;Phe tnr::l%rufg:]t{ Ik[))L:rIer:wgtfetrhlsse\giig(sl (i)l?’le interval between two successful frame transmissions, and

. : . consists of a sequence of collision periods and one successful
IEEE 802.11, it can hardly achieve the theoretical capam?lyame transmission timeMAC fluid is made up of one or
bound. As such, they suggest to incorporate a parametertunrirqgre fluid chunks separated by idle periods. Fig. 2 (a) and
method in IEEE 802.11 so as to achieve the analytical capaci respectively shows the timing structure fo:fllaja chunk
bound. In the analytic model, they only deal with IEEE 802.1Within a MAC fluidin the IEEE 802.11 DCE standard.
t?]gthrgﬁ:tafaZyiTrg\szagziz?2:(;];/' firnctjr;nsss:qgggzat aIIThe model approximates the time till the next, system-wide
: " transmission attempt with an exponential distribution with the

Foh and Zukerman [7] analyze, by leveraging the throughpyt g meter. The parameten is determined as follows. If
analysis by Bianchi [3], the saturation throughput with @ _ E(B:) denotes the average backoff window size of all
Markov chain with a single server. They assume that thgs nodes in the WLAN, then the average rate
number of active stations increases according to a Poisson )

process and decreases according to the state dependent service A=M.Z 1)

process. Wuet al. [20] exploit the analysis procedure in b

Bianchi's work to modify IEEE 802.11 DCF for reliable With the rate\ as the input, the model describes all the data

transport protocol over IEEE 802.11 WLANs. Ho and Ketransmission activities and derives the mean values d/th€

[10] analyze the throughput under the assumption that trafflaid and thefluid chunk

sources are Poisson processes. The retransmission activitiely Derivation of the Fluid ChunkLlet Y be the length of

after collision are, however, perhaps over-simplified. a fluid chunk, i.e., the time it takes to successfully transmit a
Kim and Hou [11] take a different approach to analyzinffame (Fig. 3). To facilitate the derivation af, the following

data transmission activities in IEEE 802.11. They focus di¢t of random variables is defined in [11]:

how long it takes to successfully transmit one frame, ande F: the r.v. representing the total length of collision

characterize such a time interval with the attempt rate (the periods in a fluid chunk;

rate at which a station in the WLAN attempts to transmit a « N: the r.v. representing the number of collisions in a

frame) — a function of the current backoff timers over all  frame service time or a fluid chunk;

The timing structure of a MAC fluid in IEEE 802.11.



oot | goq | e ponset | e (TN e 72N In the case that the RTS/CTS mechanism is not employed, all
o[l il the above equations remain valid except Eqgs. (4)—(5) which
owi e K x should be modified as follows:
F Xn
" i RTsers C; = CW;+CF+EIFS, and (6)
o ) P I By 1 X = CWy +X'+SIFS +tsck + DIFS. (7)
| | | | | | |
ol e | PownT e T [ovT a1 In the above equations{rzrs and tcrs are obtained
- Wihout RISCTS from system parameters specified in Table | tags =
RTS/1(Mbps), andtcrs = CTS/1(Mbps).
MAcC U [ Based on the above equations, the model derives the mean
Collision Period i Transmission Period V}frmhwmPmmdi Transmission Period _ Value (and |n Some CaseS, momentS) Of eaCh Var'able, |n Order
Fiui Chunk o ruscnc—— tg derive the expected lengti, of a fluid chuck.
Fig. 3. Fluid chunk and its components. Y= f + 7. (8)
TABLE | . L
First, the expected value of the time it takes for one successful
IEEE 802.11SYSTEM PARAMETERS L . .
transmission is derived as
Channel Rate 1 Mbps ZT=cw+trrs + SIFS +tors + SIFS + o/
Slot Time 20 psec (9)
SIFS 10 psec + SIFS +tackx + DIFS,
DIFS 50 psec
CE{'/FS SIFS + Phy Pfeamb'eé headerthoxk + DIFS in the case that the RTS/CTS mechanism is employed, and
CWanas 1024 I
Phy preamble 144 bits T=cw+a' + SIFS+tack + DIFS, (10)
Phy header 48 bit_s
MA%‘Eader ﬁg E:i in the case that the RTS/CTS mechanism is not used.
RTS 160 bits Second, the expected number of collisions and the expected
CTs 112 bits number of idle periods in one fluid chunk are, respectively,
1—e?—=Xe?
n o= ( = ) , (11)
« N'’: the r.v. representing the total number of idle periods — _ ¢
n = m+1. (12)

in a frame service time or a fluid chunk; note thét =
N+ 1,

C;: the r.v. representing th&h collision period;

CW;: the r.v. representing the number of idle slots befo
the ith collision or the successful transmission;

CF': the r.v. representing the size of a collided frame;
X: the r.v. representing the time it takes to successful
transmit a frame;

X': the r.v. representing the size of a frame (note that the
distribution of CF' is the same as that of’);
3\{55{?&;@ It.he system parameters whose values alrr(]a the case that the RTS/CTS mechanism is used, and

tack. another system parameter defined tag:x = -, =
ACK /1(Mbps). c=cw+cf+ EIFS (15)

Third, the expected value of the total length of collision
Reriods in one fluid chunk is derived to be

f=m-g (13)
| - -
\k;here the expected collision period,is

¢=—cw-+trrs + FIFS (14)

The length of a fluid chunky’, can then be expressed in bothn the case that the RTS/CTS mechanism is not usgdand

employed and not employed: in the case that the RTS/Cyt the distribution ofC'F is the same as that of’ and is

mechanism is employed, we have given.
Y = F+X, ) Following that, the expgcteq idle. period before a collision
N or a successful transmission is derived to be
F = ZC“ (3) L 1— (m)\ + 1)6—/\m
i=1 cw = — (16)
C; = CW,;+trrs+ EIFS, and () AL —e=Am)
X = CWn' +tprs +SIFS +tors + SIFS + Finally, one can determine the expected lengthof a fluid

X'+ SIFS +tack + DIFS. (5) chuck by plugging all the above results into Eq. (8).
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2) Derivation of the Length of a MAC FluidAs mentioned
earlier and depicted in Fig. 4, a sequence of fluid chunks®
constitute a MAC fluid. LetD denote the random variable that
represents the length of a MAC fluid. To derive the expected
length,d = E(D), of a MAC fluid, the Laplace transform
Ele~*P] is derived. First, the total number of idle slots in a

fluid chunk, CWr 2 ¥ CW;, is derived:

Sucessful transmission

I

! | Defererd transmission

Fig. 5. Delay experienced by a tagged node.

cwy =n' - cw.

(17)

Let Y; denote the random variable of th# frame service
time, CWr ;1 the total number of idle slots i, and K; the
total number of transmission attempts ¥3. In the second
step, E[e=*P|Y1 = y,CWr1 = (, K, = k] is derived. In

IIl. THROUGHPUTMODEL THAT CHARACTERIZE
INTERACTIONSBETWEEN FOREGROUND AND
BACKGROUND TRAFFIC

Based on the fluid model [11] summarized in Section 1I-B,

a nutshell, Ele=*P|Yy = y, CWr,1 = ¢, K1 = k] is derived e derive the throughput model for one tagged flow so as to
based on the premise that, the condition that a totdl 0= & characterize the interaction between the tagged flow and the
attempts for transmission are made i implies that there e (hackground) flows in view of the achievable throughput.
will be at leastK; = k fluid chunks by the end of this MAC |, this model, the tagged flow is generated by one or multiple
fluid. During the execution of a subsequent fluid chunk, neyqpications. (In the latter case, packets generated by multiple
attempts may be made, thus “"spawning off” more fluid chunkgpjications are multiplexed into one foreground flow.)
Following that, E[e~*"] is derived by unconditioning each of " The throughput that a foreground flow can achieve depends
the conditions and finally, the expectation of the length of & its interaction with the other background flows. Fig. 5
MAC fluid, d is determined: depicts how flows interacts/affects one another.Lgf denote

the expected throughput of the foreground flowy, the

d=(f+7)+A-d-cwy. (18) expected delay that a frame in the tagged, foreground flow
Rearranging the terms, we have experiences, angd’ the average frame size. The throughput of
_ a foreground flow can then be expressed as
= J+z —
d = . 19 T m/
o (19) Try = = 23)
dfg

3) Derivation of the Idle Period:An idle period separates
consecutive MAC fluids. Since each MAC fluid is triggere
by one or more transmission attempts and the time till
transmission attempt is exponentially distributed with rate
(Eg. (1)), an idle period between two consecutive MAC fluids
is

Jo deriveT s, we have to derive ;. To facilitate the analysis
of ds,4, e define the following random variables
o Dy, : the r.v. representing the total delay experienced by
a frame in the tagged flow;
R : the r.v. representing the residual service time as seen
by a frame of the foreground flow at its arrival;
Xyg : the r.v. representing the current frame size in the
tagged node;
b; : the r.v. representing thith backoff time after theth
collision fori > 0;
e d; : the r.v. representing théh deferredbackoff time
after theith collision fori > 0. According to IEEE
Ty X a 802.11, a node cannot decrease its backoff timer when
== (21) the transmission medium is in use, i.g;, = b;+ the
time interval during which the medium is in use (Fig. 5).
With the above notations, we can exprésg, as

- 1
1= )\

4) Derivation of the System Throughputhe fluid model
determines the expected throughput with all the above derived
results. Letny denote the number of fluid chunks in a MAC
fluid. Then, the expected throughp(t, can be expressed as

(20)

wheren is approximated to be
d
I+

= . (22) Dyg =R+ di+ Xy, (24)

=0



Note that the deferred timé; instead of the backoff timé, in the other case. B ~
is used in Eq. (24). By taking the expectationof,, R, and Finally, we can determingé = /,;..-b in Eq. (27) as follows.

Xy4 in Eq. (5), we have Let p represent the probability that collision occurs between
o one foreground frame and one or more background frames.
E D))= E[R|+ E Zdi + E[X ). (25) Recall thatb; is the average backoff window size when the
i—0 contention window isCW,: i.e., b; = ﬁzqc%/ i =

Let7 2 lim; o, E[R;], and letd andz;, denote the expected , and m is the index for the maximum contention
deferred time till the transmission of the tagged frame and tlmendow size (in Section 11-B). Then we havelV; = 2i-CW,

expected frame size, respectively. Then, we have for 1 <i<m, and
dfg =T+ d+Tyq. (26) _ Zb
The termd in Eq. (26) can be derived as follows. Lé&t oo rize

denote the expected backoff window siZE;,; a physical N T A
slot time defined in Table I, and the rate at which the =lgive [Z {4 (1 —p)}—|—
background flows attempts to transmit their frames. (As shown i=0 32)
in Section II-B, \ is approximated to be = N - % where > (cW.. -1 .
N is the number of background nodes.) Then the terin > 5 (1-p)
Eq. (26) can be written as _i=m
= - CcCwW 1
d = Ulyze-b, where =Lsize - Q(T(Q)p) (L=p=p-(2p)") - 51 '
gsize = Pidle,bg . Tslot + Pcollision,bg : (Tslot + Ebg)
+  Pauccess,bg - (Lsiot + Tg), (27) Since the collision between foreground and background
P _ =A traffic occurs when one or more background nodes are at-
idle,bg € ) . . . .
p e tempting to transmit their frames when the backoff timer of
success,bg = A€ LA . the foreground node expires. Hence, the collision probability,
Peotlision,pg = 1—€ 7 —Xe” 7, p, can be expressed as

wherec,, andz,, are, respectively, the expected length of
collision period (due to collision of two or more background P = Peottision,bg + Psuccess bg =1 — €
frames) and successful transmission period, both of which ar
caused by background flows.

The terms yet to be determined in Eq. (27) arg, Ty,
and b. To derive the former two terms, we define theif

A, (33)

The termr in Eqg. (26) is the expected residual service time
for background traffic, which can be a collision period or a
successful transmission time. Therefarean be expressed as

corresponding random variableS;, is the r.v. representing A 2 T 0%
the length of background collision period, ai@, the length 7 = Peoltision.bg" | —= + 5=-% | +Pruccessibg” | > + 5=
. . 2 2Cbg 2 21’59
of successful background frame transmission time. When the 34)
RTS/CTS mechanism is employed, we have .
Conclusively, we can express the expected valué sgfas
Chy = RISHEIFS, follows:
Xy = RTS+SIFS+CTS+ SIFS+ X' B W 1
+SIFS +tack + DIFS, drg =T + lsize - {m (A=p=p-(20)") = 5 + sy,
and when the RTS/CTS mechanism is not employed, we have (35)
Cyy = CF+EIFS, where7, (.., andz;, = Ty, are given in Egs. (34), (27),
Xpg = X'+ SIFS+tack + DIFS, and (29) (or (31)), respectively. The throughput attained by

foreground traffic is then given by Eqgs. (23) and (35).
where all the terms in Egs. (28)—(31) are defined in Section II-

B. By using the Laplace transform function and its relationship

with moment generating function associated with each random IV. THROUGHPUTMODEL FOR
variable as done in [11], we have BACKGROUND TRAFFIC
Gy = RIS+ EIFS, (28) The aggregate throughput for background traffic should be

determined in both the cases in which foreground traffic is

Tog = RTSH+SIFS+COTS+SIFS +u present and is not. Fortunately the throughput under both cases

TSIFS +tack + DIFS, (29)  can be determined in the same manner as in our prior work
when the RTS/CTS mechanism is used; and [11] (Section II-B). The only difference is that the number,
_ M, of active nodes (which is needed to compute the attempt
Gy = cf+EIFS, (30) rate, )) is N — 1 in the latter case, and & in the former

Tpy = 2/ + SIFS +tycx + DIFS (31) case. The remaining derivation has been given in Section II-B.



V. MODEL VALIDATION p— o

We validate the analytic model derived in Section Il via uoP
simulation, and compare results against those obtained via
packet level simulation and fluid model based simulation. L [swcare ] e
Fig. 6 depicts the throughput versus the total number of nodes,
N, in a IEEE 802.11-operated WLAN with the RTS/CTS
mechanism ((a)) and without the RTS/CTS mechanism ((b)).

i ; , Wireless PHY

Traffic from one of the nodes is considered as the foreground
traffic. The packet size 250 bytes (100 slot time). (a) Foreground node (b) Background node

The upper two curves in Figure 6 represent, respectively the
throughput attained by the aggregate traffic (that includes bdtl- 7.  Protocol stacks for packet level simulation and fluid model based
the background and foreground traffic) in the simulation arid™"21™
the analytic model. We observe that they agree extremely well
with each other. The bottom three curves depict, respectively,
the analytical result of the throughput attained by the fore- oo’ | | Node | | Fud | @ @ @ | Fluid | | Fuid | |Fackt
ground traffic (calculated by Eq. (23)), and the corresponding
throughput obtained in packet level simulation and fluid model ‘ ‘
based simulation. Three curves agree well with one another. ‘ ‘

‘ Background Wireless Channel ‘

VI. SIMULATION STUDY #ofpackets |} § #ofnoces
. . . . — d Wirel h | —
We have conducted a simulation study in a variety of [ oo wrotss crae |
network configurations to evaluate the performance of the Mixed-mode Channel

proposed mixed mode simulation approach in terms of the
accuracy and performance as compared with both fluid modf@). 8. The configuration for mixed mode simulation.
based simulation and packet level simulation.

A. Implementation & Configuration module that translates a cluster of packets intdlud rate

To realize mixed mode simulation, we extem$-2 to packet or vice versa [11]. Last, we extend-2to include a
conduct both packet level simulation and fluid model basedodifiedpacket level version of existing link, MAC, physical,
simulation. Fluid model based simulation is implementegind channel modules, all of which are adapted to interact
based on the fluid model derived in [11]. Traffic that isvith fluid model based simulation according to the proposed
simulated at the packet level competes, in compliance witteraction model ( derived in Section III).
the interaction model derived in Section Ill, with traffic that is Fig. 7 (a) and (b) gives, respectively,
simulated in the fluid mode for the current bandwidth availabhal
in the WLAN' . based simulation. Note that both the protocol stacks exist and

Extension to ns-2 simulator: To focus on the effect 46 simultaneously in mixed mode simulation.

of data transmission-related activities and to filter out other _ ) , ) ,
second-order effects in the simulation study, we deliberatelyFi9- 8 depicts the interaction between fluid model based
leave out several protocol operations in IEEE 802.11, e.§imulation and packet level simulation in the mixed mode
power saving, beaconing, association and re-association gipulation framework. The interaction takes place inrtiged

tween wireless nodes and access points, and hidden term/BQA€ channeivhich consists of the fluid model based wireless
effects. Specifically, we extenus-2as follows. channel (for background traffic) and the packet level wireless

First, we introduce a virtual wireless LAN node, with whicthannel (for foreground traffic). The former channel computes

all the wireless nodes communicate with each other throufjlf throughput (allocated to background traffic) according to
this virtual node. The wireless LAN node uses a static routifg€ total number of active nodes (including the foreground
algorithm, and also uses a static ARP table. The contr‘?)‘PdeS if it exists in a time sFep)._The Ia_tter channel is based
overhead considered in the simulation study is therefore sol@f the throughput model derived in Section Ill, and computes
due to data transmission-related activities (overheads incurt8g throughput attained by the foreground traffic (which is then
in transmitting RTS/CTS/ACK packets). Second, in order t4€d t0 schedule foreground frames).

construct fluid chunks as the abstract simulation units, weFig. 9 gives a simplified version of mixed mode simula-
exploit the time stepping techniques introduced in [11], [21{ion, called foreground only mixed mode simulatiolm this

With the time stepping technigue, we introduce a new pack&mulation mode, background traffic virtually exist withirs-
type, called thdluid rate packet which describes fluid chunk2. With this configuration, only the packet level wireless
of one flow within one time step. Third, we also include irthannel exists, and the simulation engwigually provides
ns-2 (i) several new protocol modules that correspond to thbe number of active background nodes for the foreground
fluid model based version of existing link, MAC, physical, anavireless channel, so as for the latter to estimate the throughput
channel layer modules, and (ii) a new module, calfedd attained by the foreground traffic.

the protocol stack in
e nodes under packet level simulation and under fluid model
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Fig. 6. Aggregate throughput and throughput attained by the foreground traffic obtained in the simulation and the analytic model. The packed size is 25
bytes.
pacet — pacet between results obtained in mixed mode simulation, packet
Node Simulation Engine Node mode simulation, and fluid mode simulation. The purpose
¥ # of background (fluic) nodes of the second step is to validate that the foreground flow
(simulated in the packet mode) attains in a fair manner the
*‘ Foreground Wireless Channel ‘* throughput in the wireless LAN with multiple competing
Mixed-mode Channel flows.
Fig. 10 compares (i) the aggregate throughput (relative to
Fig. 9. The configuration for foreground mode only simulation. protocol capacity) between packet level and fluid model based

simulation and (ii) the throughput attained by the foreground
traffic (in mixed mode simulation) and the average throughput
B. Performance Evaluation obtained by a flow in packet level simulation and fluid model

The experiments have been carried out under two diﬁé?ased simulation. In both cases, _the error discrepancy is less
ent IEEE 802.11 operational modes: one with the RTS/CT82n 2 % of the protocol capacity as far as the time step
mechanism and the other without, and in each instance of fifi@lUe IS appropriately chosen. In particular, the throughput
model based simulation, with a variety of time step value@ttained by the foreground flow agrees extremely well with the
However, due to the space limit, we only present results wittYerage per-flow throughputin pure packet level simulation or
the RTS/CTS mechanism. All the simulations are conduct@y® fluid model based simulation. We also observe that for
on Linux 2.4.18 on a Pentium 4-1@hz PC with 1GBytes S|_mulat|0n results Wlthogt t.he RTS/CTS mechanism, the error
memory memory and with Z/Bytes swap memory. We use discrepancy also falls within 2 %.
ns-2.1b9a but upgrade the code of the IEEE 802.11 MAC  Results in WLANs of extremely large sizes: To in-
layer with that available ims-2.26 Each simulation run lasts Vestigate whether or not the error discrepancy is still within
for 60 simulation seconds. (Note that simulation study in [1i€ 2 % bound, when the size of the WLAN grows, the
usesns-2.1b9 and hence simulation results relevant to flui§@me experiments have been conducted in a WLAN with a
model based simulation might be different, especially in ternfBerhaps unreasonably) large number of nodes. Fig. 11 gives
of execution time.) the protocol capacity (both fluid model based and mixed mode

1) Performance in Terms of Relative ErrorMixed mode simulation) versus the number of nodes in a WLAN of size
simulation inevitably trades accuracy for performance effio to 1000 nodes, when the packet size is fixed at 25 (10) and
ciency since all the traffic except the foreground traffic 50 bytes (100 slot times) respectively, and when the time step
abstracted in fluid model based simulation. In this sectiondlue is 0.1 (sec.). Again, the relative error discrepancy in both
we quantitatively evaluate the discrepancy between resufi§ aggregate throughput and the foreground throughput (both
obtained in mixed mode simulation and those respectivel§lative to the maximum protocol capacity) falls within 2 %.
obtained in packet level simulation and in fluid model based 2) Performance in Terms of Execution Tim€his section
simulation. The comparison is made in two steps: in the firgtesents the performance improvement (in terms of execution
step, we study the discrepancy in the aggregate throughjiote) that mixed mode simulation makes, as compared with
(as a percentage of the maximum bandwidth of the WLAN)acket level simulation. We also study the overhead incurred
between results obtained in fluid model based simulation atidmixed mode simulation which does not exist in fluid model
those in packet level simulation. The purpose of this step isl@ased simulation.
verify that fluid model based simulation accurately character-Fig. 12 depicts the execution time versus the number of
izes the background traffic. In the second step, we study thedes among packet level simulation, fluid model based mixed
discrepancy in the throughput attained by the foreground flomode simulation (Fig. 8), and the simplified version of mixed
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level simulation, and mixed mode simulation.
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Fig. 11. Aggregate throughput and throughput attained by the foreground traffic versus the number of nodes in an IEEE 802.11-operated WLAN with the
RTS/CTS mechanism. The time step value is 0.1 (sec.). Packet size are 25 ((a)) and 250 bytes ((b)), respectively.

mode simulation (Fig. 9). The RTS/CTS mechanism is usedhen the number of nodes increases or the packet size
the time-step value is set to 0.1 (sec.) and the packet size isd&greases. This is because under these conditions the packet
and 250 bytes, respectively. Packet level simulation incurs tlewel simulation generates more events to be processed.

most executlor_l tlme_. Both _mlxed mode simulation and fI_U|d Results in WLANS of extremely large sizes:Fig. 14
model based simulation achieve about two orders of magnitude

of improvement as compared to packet level simulation. Mix ves the execution time versus the number of nodes in
mode simulation (labeled as BG/MIXED) is slightly slower LANS (of up to 1000 nodes) with the RTS/CTS mechanism,

) - ) ) under packet level simulation, fluid model based simulation,
than fluid model based simulation (labeled as Full Fluid), dur%ixed ?node simulation, and the simplified version of mixed

to the overhead incurred in its interaction with the packgly e simyjation. The time-step value is set to 0.1 (sec.), and

level simulation. On the other hand, the simplified versiop o :

. . . ' : - the packet size is 25 (10) and 250 bytes (100 slot times),
of mixed mode s_|mu_lat|on (Iapeled as FG/MIXED), in Wh'Chrespectiver. The same observation as in Fig. 12 can be made.
background traffic virtually exists, performs the best.

Fig. 15 evaluates the effect of time step values on the
Fig. 13 evaluates the effect of time step values on theerformance of mixed mode simulation in the same config-
performance of mixed mode simulation in the same configration used in Fig. 14. Four different values of time steps
uration used in Fig. 12. Four different values of time stefre used. The same observation as in Fig. 13 can be made:
are used. We observe approximately two orders of magnituale compared to packet level simulation, approximately two
improvement in mixed mode simulations (with the time steprders of magnitude improvement has been made in mixed
values varying from 0.01 to 1.0), and more than two ordemsode simulations (with the time step values varying from 0.01
of magnitude improvement in the simplified version of mixetb 1.0), and more than two orders of magnitude improvement
mode simulation. The improvement is especially pronouncédthe simplified version of mixed mode simulation.
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Results in multiple-WLAN, multiple-application sce-

WLANSs (each of which is made up of multiple nodes) exist

narios: To study whether or not the performance improvemenhd are interconnected via “bridge” wireless nodes. Bridge
levels off as the network size further increases, we evaluatedes are connected by wired links in a ring structure (Fig. 16).
the performance for large scale networks in which multiple this configuration, both the number of applications per node
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We validate the throughput model that characterize the
interaction between the foreground traffic and the background
traffic by comparing its numerical results with those obtained
in packet level simulation and fluid model based simulation.
Then we implement mixed mode simulation for IEEE 802.11-
operated WLANSs ims-2 and conduct a comprehensive sim-
ulation study to evaluate mixed mode simulation in terms of
the speed-up in the execution time and the error discrepancy
(the difference between the results obtained in mixed mode
Qb,,dgew,,mm simulation and those obtained in other simulation modes).
Simulation results indicate that it is feasible to blend fluid
) _ ) o , model based simulation into packet level simulation, and the
Fig. 16. Multiple WLANSs interconnected via bridge wireless nodes. performance improvement is significant while the accuracy
and the packet level details desired are not compromised.

and the number of WLANS in the network to be simulated mAVixed mode simulation achieves two orders of magnitude
vary. improvement in terms of execution times as compared with

Fig. 17 gives the execution time versus the number packet level simulation. The improvement is even more pro-

applications per node, in the large hybrid network (compos8gunced, when the number of wireless nodes increases, or
of 5 WLANSs, each of which consists of 20 nodes), undé_’f’he” the number _of applications that run on each_ n_ode

packet level simulation, fluid model based simulation, mixdgcréases. The relative error, on the other hand, falls within 2

mode simulation, and the simplified version of mixed mod® In all the cases as far as the time step value is appropriately
simulation. The packet size is fixed at 25 (10) and 250 bytE80Sen.

(100 slot times), respectively. The same observation as in/*S Part of our future work, we would like to extend the
Figs. 12 and 14 can be made. interaction model to accommodate two or more foreground

Fig. 18 evaluates the effect of time step values on the pélpws. We would also like to extend the derived throughput

formance of mixed mode simulation in the same configuratidRode! for foreground traffic, in order to take into account
used in Fig. 17. Four different values of time steps are us&y the hidden/exposed terminal problem, external interference,

The same observation as in Figs. 13-15 can be made. self interference and overlapping channels. This would allow
us to extend mixed mode simulation to not only WLANS, but

VIl. CONCLUSION also mobile ad hoc networks (MANETS).
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