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Abstract 

Buhari Abubakar Mohammed 

Design and Linearization of Energy Efficiency Power Amplifier 

in Nonlinear OFDM Transmitter for LTE-5G Applications. 

 
Simulation and Measurements of Energy Efficiency Power Amplifier in the 

Presence of Nonlinear OFDM Transmitter System and Adaptive Digital 
Predistortion Based on Hammerstein-Wiener Approach 

Keywords 
Energy efficiency, Linearity, Class AB power amplifier, Class F power amplifier, 

Radio frequency, Nonlinear OFDM transmitter, Adaptive digital predistortion, 
Wiener system, Hammerstein system and Long term evolution. 

This research work has made an effort to understand a novel line of radio frequency 
power amplifiers (RFPAs) that address initiatives for efficiency enhancement and 

linearity compensation to harmonize the fifth generation (5G) campaign. The objective 

is to enhance the performance of an orthogonal frequency division multiplexing-long 
term evolution (OFDM-LTE) transmitter by reducing the nonlinear distortion of the 

RFPA. 

The first part of this work explores the design and implementation of 15.5 W class AB 
RF power amplifier, adopting a balanced technique to stimulate efficiency enhancement 
and redeeming exhibition of excessive power in the transmitter. Consequently, this work 
goes beyond improving efficiency over a linear RF power amplifier design; in which a 
comprehensive investigation on the fundamental and harmonic components of class F 
RF power amplifier using a load-pull approach to realise an optimum load impedance 
and the matching network is presented. The frequency bandwidth for both amplifiers was 
allocated to operate in the 2.620-2.690 GHz of mobile LTE applications.  

The second part explores the development of the behavioural model for the class AB 
power amplifier. A particular novel, Hammerstein-Wiener based model is proposed to 
describe the dynamic nonlinear behaviour of the power amplifier. The RF power amplifier 
nonlinear distortion is approximated using a new linear parameter approximation 
approach. The first and second-order Hammerstein-Wiener using the Normalised Least 
Mean Square Error (NLMSE) algorithm is used with the aim of easing the complexity of 
filtering process during linear memory cancellation. Moreover, an enhanced adaptive 
Wiener model is proposed to explore the nonlinear memory effect in the system. The 
proposed approach is able to balance between convergence speed and high-level 
accuracy when compared with behavioural modelling algorithms that are more complex 
in computation. 

Finally, the adaptive predistorter technique is implemented and verified in the OFDM 
transceiver test-bed. The results were compared against the computed one from 
MATLAB simulation for OFDM and 5G modulation transmitters. The results have 
confirmed the reliability of the model and the effectiveness of the proposed predistorter. 
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CHAPTER 1  

Introduction 

1.1 Background and Motivation 

Wireless mobile communication systems are becoming more dominant over the 

years. These systems continue to increase growth in providing diverse 

multimedia services for more wireless service users. The very fast growth of 

service users makes the system become more complex and however prompt 

efficient usage of limited available spectrum resource. New generation wireless 

communication systems are complex modulation base which involve high-speed 

data rate to support the demand for multimedia services. The recent wireless 

communication systems such as long term evolution (LTE) [1], wireless local area 

network (WLAN) [2, 3] and worldwide interoperability for microwave access 

(WiMAX) [4] support adaptation of energy-efficient transmitter for high capacity 

and transmission speed. The high transmission data rate demands the use of 

bandwidth with efficient modulation techniques such as orthogonal frequency 

division multiplex (OFDM) [5, 6] and quadrature phase shift keying (QPSK) [2, 7]. 

However, the spectral efficient modulation schemes require high power efficiency 

with maximum linearity from the power amplifier device [8].  

 

Modulation schemes such as OFDM and wideband code division multiple access 

(WCDMA) [9, 10] are multiple access techniques which produce high 

constellation diagrams. These modulations are uncovered to nonlinear distortion 

due to the high peak to average power ratio (PAPR) [11, 12]. PAPR is caused by 

fluctuation of the modulation time-domain signals. The QPSK mapping technique 

is also a bandwidth-efficient modulation scheme which requires amplifier linearity 

for spectral efficiency. Linear amplifiers are traditionally poor efficient devices with 
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a high cost of operation and demand for a heat sick against excessive heat 

dissipation. Signals with high PAPR are derived in low efficiency. On the other 

hand, the nonlinear amplifiers distort the signal constellation based on high PAPR 

signal which led to increase in adjacent channel power ratio (ACPR) [13]. The 

ACPR is measured based on the system application and the magnitude of the 

PAPR. For instance, wideband CDMA and CDMA2000 [14, 15] exhibit up to 10 

dB PAPR, while OFDM will have a PAPR of around 17 dB for WLAN IEEE 

801.11a and less PAPR for the current WLAN IEEE 801.11ax system. The 

bandwidth can be up to 20 MHz and above, according to [13, 16].  

 

Radio frequency power amplifiers (RFPAs) are basically fundamental 

components in communication system transmitters. The power amplifier 

nonlinearities generate nonlinear crosstalk which offset transmission process and 

cause spectral re-growth. These result to severe interference, in-band distortion 

and bit error ratio (BER) performance becomes low which also produces out-of-

band emission (CO2 emission). Power amplifier nonlinear distortion according to 

[8, 17] can effectively be reduced by power back-off and PAPR reduction 

techniques, which in the end, result to low power efficiency. Thus, linear 

amplification is essential and can be obtained using a linear amplifier or using a 

nonlinear amplifier with the aid of the linearization technique. Furthermore, power 

amplifier efficiency can effectively increase depending on the adaptive design 

techniques [18, 19]. 

 

To achieve efficiency, linearity and high data rate for a modern energy-efficient 

wireless communication transmitter, a linearization scheme and a trade-off 

between linearity and efficiency power amplifier need to be considered in this 
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research. A class AB amplifier delivers higher linearity and acceptable efficiency. 

Another choice is a nonlinear class F power amplifier which can produce up to 

85% power added efficiency (PAE).  To linearize a nonlinear RF power amplifier, 

an adaptive predistortion system is suggested for the advancement of the 

research to obtain both efficiency and linearity at the same time. Consequently, 

there are futuristic energy-efficient amplifier design techniques such as balanced 

Configuration [20], Doherty Configuration [21], Chireix out-phase [22, 23], ET and 

Kahn EER [24]. The most common and useful compensation techniques are 

feedback, feedforward, linear amplification with nonlinear components (LINC) 

[25], envelope elimination and restoration technique (EER) and different types of 

pre-distortion techniques. The state-of-the-art among all linearization techniques 

appears to be the adaptive digital predistortion which can be cascaded at the 

baseband of the transmitter to linearize the output signal of a power amplifier. 

Similarly, a power amplifier can reach its saturation stage, maintaining excellent 

linearity to increase efficiency with the predistortion system. This process 

progressively changes the characteristics of the components and increases 

transistor thermal runaway, resulting to temperature drifting. Therefore, pre-

distortion system will take account of the changes and adapt [26]. It is a system 

that is used in improving the linearity of a RFPA in a radio communication 

transmitter. Consequently, the basic idea of a predistortion system is adding a 

nonlinear element before the RF power amplifier so that the mutual transfer 

characteristic of both elements is linear. The Power amplifier exhibits 

nonlinearities which cause intermodulation distortion and spectral regrowth in the 

signal spectrum. The spectral regrowth results to out-of-band emissions, adjacent 

channel interference and in-band distortion. The in-band distortion also reduces 

the BER and throughput of the transmitter system. Therefore, the digital 
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baseband predistortion system is utilised to cancel these impairments by 

improving the linearity of the RFPA system in the linear region [27].  

 

To implement an adaptive digital predistortion in this research work, there is a 

need to pay attention to a power amplifier for a perfect behavioural model. A 

proposed balanced configuration is designed and simulated for the mobile LTE 

frequency band. A one-tone simulation and other tests will be performed to 

achieve the best behavioural modelling of the balanced configuration [28]. The 

instantaneous behavioural modelling is characterized by the amplitude and 

phase response of the power amplifier. While the current input amplitude is the 

function of the amplitude and phase deviation of the power amplifier output. 

Hence, a static model for AM-AM and AM-PM functions can be driven for 

memoryless model [8, 29].  

 

Multicarrier applications such as WCDMA and OFDM have a wider bandwidth 

with a time-varying envelope signal. The behavioural model of the power amplifier 

of these applications exhibit memory effects and are useful for base stations. The 

memory effect of such amplifier is caused by thermal runaway of the transistor 

device or components in the bias network with frequency-dependent behaviours. 

As a result, the power amplifier becomes a nonlinear system with memory effect 

and as such the static functions which is able to accurately model power amplifier. 

The digital predistortion of such power amplifier cannot fully accomplish 

linearization functions. Therefore, the digital predistorter perform effectively with 

memory formation. Intensive research has been performed on the evaluation of 

memory effect and in general, memory effects are significant in the differentiation 

of power amplifier characteristic tasks over the envelope frequency. Memory 
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effect supports nonlinear distortion while limiting predistortion performance [30-

33]. In this regard, the research will consider a predistorter with memory effects 

that can suppress the nonlinear distortion.  

 

1.2 Aim and Objectives 

This work considers the RF system design and the energy efficiency of the 

wireless communication OFDM transmitter system. Highly integrated wireless 

transmitter system is the dominant source of power consumption, nonlinear 

crosstalk due to local oscillator sharing and linear crosstalk due to antennas 

mutual coupling. It is obvious that these are important metrics for today’s 

transmitter circuits. Power amplifiers and multiple antennas are the major sources 

of these impairments. This research will focus on efforts to improve the spectral 

efficiency of an LTE OFDM wireless transmitter circuits through the objectives to 

address the aforementioned performance issues by:  

 Conducting a comprehensive study on RF power amplifier characteristics, 

distortions, memory effects and parameters for characterizing the 

nonlinearities. 

 Present the challenges of using OFDM over 5G modulations to overcome 

the adjacent channel interference (ACI).    

 Understanding the nonlinear behaviour of the power amplifier and use the 

model to analyse the distortion behaviour.  

 Comparative details summarizing the modelling techniques for PA 

nonlinear behaviour and memory effects, specifically, polynomial models, 

Hammerstein and Wiener.  

 Investigating memory effects of power amplifiers that causes these effect 

and the influence memory effects have over intermodulation distortion and 
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frequency-dependent distortions. This follows with performing a one-tone 

measurement, two-tone measurement and digitally modulated signal 

measurements for the power amplifier memory effects. 

 Designing and implementation of proposed linear 15.5 W balanced RF 

power amplifier with an N-channel Si-LDMOS transistor device and a 

nonlinear 10 W class F RF power amplifier using GaN-HEMT transistor 

device using 2.620-2.690 GHz operating frequency. Comparative 

overview of the amplifiers in terms of efficiency, linearity, output power and 

reliability.  

 Providing a comprehensive literature review on the current advancement 

in the area of linearization schemes and make a comparative analysis with 

the existing linearization schemes. 

 Modelling the predistorter over the IEEE-OFDM transceiver system to 

verify the distortion behaviour of the proposed balanced RF power 

amplifier and the performance metric of the proposed adaptive pre-

distorter. 

 Verifying the performance of the predistorter over the 5G f-OFDM 

modulation communication system with manipulating the extracted 

amplitude and phase of the RF power amplifier for signal processing.   

 Setting a test bench to verify the polynomial model extracted from the 

operation of a fabricated power amplifier, R&S SMBV100A vector signal 

generator and R&S FSG 13 vector signal Analyser.  This test is 

implemented through an adaptive digital predistorter taking into account 

the memory effects and memoryless compensation caused by the power 

amplifier. 
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1.3 Scope of the Research  

The concept of this research is to proposed new design of balanced RF power 

amplifier at 2.620-2.690 GHz LTE band. The design is expected to improve in 

terms of efficiency and linearity. The RFPA design is to be simulated, fabricated 

and to be linearized in the proposed adaptive digital baseband predistortion 

system. First of all, the AM-AM and AM-PM transfer functions of the proposed 

RFPA are extracted using curve fitting in MATLAB.  The extracted coefficients 

will be modelled using enhanced adaptive Wiener model with first and second 

order approach. The model will be used in the proposed adaptive digital 

baseband predistortion system to linearize the distortion of our proposed 

balanced RFPA model. The predistortion model is verified in OFDM and f-OFDM 

modulation to see how much the predistorter can cancel the distortion of the 

proposed amplifier. The main concern of this research is to increase the linearity 

and reduce the out of bound emission of the RF power amplifier. 

 

1.4 Main Contributions to the Present Research 

The significant contributions of this work are in the area of designing an improved 

energy-efficient balanced RF power amplifier and the linearization techniques 

developed to cancel the distortion within the OFDM wireless application families. 

Some of these contributions include: 

 The design of more robust, low distortion OFDM using FFT is presented 

in a journal paper, J1. The OFDM technique was modified for more 

effective cancellation and improve system performance.  

 Proposed an adaptive Wiener behavioural modelling for the proposed 

balanced RFPA. The concept is by using first and second order terms with 

normalised least means square algorithm to memoryless and memory 
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effect of the amplifier. The algorithm is considered based on simplicity, 

convergence speed, stability and capability to model RFPA memory 

effects.  

 To improve the nonlinearity operation of power amplifier and to deal with 

the performance reduction experienced by the OFDM transceiver system, 

a linear 15.5 W balanced RF power amplifier with an N-channel Si-LDMOS 

transistor device using 900 offset line to improve the efficiency has been 

designed and implemented. This contribution is reported in the present 

author work through journal publications, J1, J2, J3, J4, J5 and 

conferences, C4, C5, C6 respectively (please refer to the Authors' 

publication record at the end of the thesis).  

 To make a comparative analysis with the proposed balanced RF amplifier 

in terms of efficiency, linearity, output power and reliability, a nonlinear 10 

W class F RF power amplifier using GaN-HEMT transistor device has been 

designed. Conference publications, C1, C2 and C3 are referenced as the 

closed-form solution using a load-pull approach to achieve an optimum 

load impedance and effective matching network. Spectral analysis and 

power flow study of a linear and nonlinear power amplifier are described. 

The optimisation process of deriving the optimum loads of two-port active 

nonlinear has been developed. 

 The proposed adaptive Hammerstein-Wiener predistorter model with the 

indirect learning-based structure used for identification to compensate for 

nonlinear distortion of the nonlinear device. The predistorter models along 

with the nonlinear model of the power amplifier are presented. The 

predistorter is an effective structure for LTE-OFDM power amplifiers. It is 

developed with less implementation complexity by distributing the pre-
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distorter task such that the transmitter compensates for the static 

nonlinearity and the receiver equalizes the power amplifier memory and 

gives low complexity solution. This research work is considered in journal 

publication J2. 

 

1.5 Structure of the Thesis 

The main goal of this research is to focus on improving the overall performance 

of OFDM wireless communication for effective signal transmission. The recent 

wireless communication systems require high data rate and advanced 

modulation schemes. The key challenge for this system is to achieve linearity and 

efficiency at the same time. There was major effort over the years to enhance the 

energy efficiency of transmitter circuits, particularly the power amplifier to shrink 

nonlinearities through effective linearization. We will evaluate the performance of 

this system through theoretical analysis, simulation and measurements. The 

description of each following chapter for this present work are detailed as follows:  

 

Chapter 2 presents the general fundamental of RF power amplifiers including the 

class of amplification. Overview characteristics and characterization of PA 

nonlinearities are explained in this chapter. Moreover, nonlinear distortion, source 

of memory effects, different criteria for quantifying memory effects and frequency-

dependent transfer function are discussed. 

 

Chapter 3 presents OFDM as a multicarrier system, its basic principles, 

advantages and disadvantages. Discusses the nonlinear effects of power 

amplifier over OFDM modulated signal and how these nonlinear effects can be 

estimated. To prove how the nonlinear distortion affects the signal, a simple 
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application over the nonlinear OFDM transmitter with and without saturator is 

studied and simulated using MATLAB. The OFDM is also compared with 5G 

modulations such as FQAM-OFDM, FBMC, UFMC and other schemes.    

 

Chapter 4 presents different techniques of power amplifier behavioural 

modelling, the memory, memoryless models, the effects and modelling 

procedures are considered. Several existing parameter estimation algorithms for 

two-box models such as Hammerstein and Wiener are carefully studied. These 

algorithms are analysed in terms of simplicity, convergence speed and modelling 

ability over a different kind of memory effect. Finally, the behavioural models 

based on the Wiener and improved Wiener approaches are modified with an 

optimal technique for system parameter estimation. 

 

Chapter 5 presents the characterisation and design of a linear energy-efficient 

balanced RF power amplifier using two class AB designs. This design comprised 

several design steps for which the optimization is applied to each amplifier in 

order to obtain global high performance of the entire system.  Initially, the design 

of first and second carrier amplifiers, the input signal 3 dB 900 hybrid coupler 

designs, output 900 offset line and impedance transformer designs is 

implemented to improve efficiency.  

 

Chapter 6 presents a class F approach to optimise load impedance at the 

fundamental frequency for the application of the active antenna concept. The 

design method and procedure are demonstrated through source-load pull for high 

efficiency and optimal load impedance. To improve efficiency and suppress the 
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harmonics, a high pass filter was designed. The filter would have to match with 

output of the class F power amplifier and input of the load.  

 

Chapter 7 investigates the linearization techniques which include power back-

off, feedback linearization, EER, LINC, feedforward analogue predistortion and 

digital predistortion. Several features of the predistortion technique and methods 

such as look-up tables and polynomials are described. A comprehensive study 

on a different type of predistorters designed for OFDM applications are studied.  

Three modified methods of parameter estimation to evaluate the Hammerstein 

blocks as well as improved Hammerstein system are developed. The modified 

predistortion technique is verified through simulation in OFDM and f-OFDM 5G 

applications. Finally, the proposed modified predistortion model is tested to verify 

the validity and the overall performance of the model in comparison with the 

simulation.  

 

Chapter 8 presents a summary of the study with some suggestions for future 

studies on topics related to this work. 
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CHAPTER 2 

RF Power Amplifier Principles 

2.1 Introduction 

 A power amplifier is an electronic device used commonly in wireless 

communication applications to upturn the level of radio frequency signal strength. 

In all applications including recent wireless communication transmitter systems, 

the amplifier is at the final stage of amplification. It supports the signal with 

essential power to transmit through the channel [34]. However, nonlinear 

amplifiers such as class F exhibits an extensive degree of nonlinearity. The 

nonlinear behaviour of the device increases the input amplitude of the amplifier 

with the expense of the output signal. The output signal which due to saturation 

will not linearly increase. Hence, this type of amplifier depends on the network 

configuration [13]. Unlike the other class of amplifiers which are linearly based on 

quiescent point. Such amplifiers are class A, B, AB and C. In addition, they are 

such type of amplifiers with bias capability. Moreover, in the case of the class AB 

amplifier, the challenge is how to achieve a trade-off between efficiency and 

linearity to avoid distortion. Therefore, in designing a power amplifier, there are 

basic requirements to consider such as frequency of operation, linearity, 

efficiency, output power, the transistor of interest and most importantly the 

temperature stability of the device. This chapter presents the commonly known 

classes of power amplifier, the mode of operations, features and parameters to 

characterize power amplifier nonlinearities [34-36]. 

 

2.2 Class of Amplification 

Power amplifiers are grouped into different classes of operation such as class A, 

B, AB, C, D, E and F. These are based on the method of operation, circuit 
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configuration and conduction angle (3600).  The classes range from exclusively 

linear with low efficiency to nonlinear with high efficiency. The choice of 

conduction angle has an impact on efficiency, linearity and output power. It is the 

most common way to define the class of amplifier. Conduction angle is the region 

of the RF cycle where the amplifier remains operational. Therefore proper class 

of operation must be wisely chosen [34, 35]. Figure 2.1 has presented the choice 

of conduction angle for gate voltage and drain voltage for which the class of 

operation played a major role as shown below. 

 

Figure 2.1: Quiescent point of linear amplifiers. 

 

2.2.1 Class A 

The class A amplifier has the highest linearity among other classes where it 

operates in the linear region of its active mode. The transistor is kept inactive 

region during the entire RF cycle. The current at the output flows throughout the 

conduction time and signal level remains small to avoid transistor cut-off point. 



14 

The active transistor device of the amplifier conducts for the full cycle of the input 

signal. This implies that the class A amplifier conduction angle is almost 3600 

(2θc) as presented in Figure 2.2. Moreover, class A remains the most linear of all 

amplifiers [37].   

  

 However, to attain linearity of this magnitude, the drain and gate-source voltage 

of the amplifier must be chosen wisely. According to [38], linearity is just how 

close the output signal of the amplifier imitates the input signal. Linearity is a very 

important figure of merit for power amplification, specifically, when the signal 

contains amplitude and phase modulation [38, 39]. 

 

Apart from the linearity benefit, class A amplifier is also the least efficient system 

with less than 50% efficiency. It is not able to achieve high efficiency as the output 

capability is one out of eight and in the event consumes only a small fraction of 

the total DC power. However, class A amplifier, due to its low-level efficiency is 

only used as low-level drivers. Mobile base stations use class A power amplifier 

application as a starting point with harmonic control schemes. The efficiency can 

also be upgraded by changing the bias network configuration. However, 

temperature drifting depends on the bias network configuration. For an instant, a 

configuration where linearity of the amplifier is high cause for an increase in 

temperature which can result in clock drifting, while the entire device becomes 

extremely hot. To improve the performance of the device, the heat sink is applied 

to reduce the thermal runaway [39]. 
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Figure 2.2: Voltage and current waveforms for a class A power amplifier. 

 

The voltage and current waveforms of class A operation are shown in Figure 2.2. 

When the active device is biased within its linear region as presented in drain 

voltage (VDD) and DC current (IDC) waveform, the RF signal voltage is overlapped 

on the bias level [40]. The drain current (ID) contains the RF current and the 

quiescent current (IDQ), exhibited in (2.1) as: 

 

   tIItI DQD sinmax  (2.1) 

Where Imax is the peak amplitude of the RF drain current. 

 

If coupling capacitor and a choke are used to block the DC and RF signals from 

specious passages, the current from the IDC supply can be equal to the quiescent 

current (IDQ) of the amplifier, while the RF output current (iout(t)) equal the RF drain 

current (ID): 
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DQDC II   (2.2) 

and 

   tItiout sinmax  (2.3) 

So, the output voltage can be: 

     tRIRtitv LLoutout sinmax  (2.4) 

DC voltage (VDC) and RF output voltage are the components of the drain voltage 

(VDD) and are written as: 

  outDDDC vVtV   (2.5) 

 

   tVVtV DDDC sinmax  (2.6) 

For the drain voltage (VDC(t)), the equation (2.6) remains positive to keep the 

transistor active at all times. Therefore, the peak voltage magnitude of the RF 

signal will remain less than the DC voltage supply: 

 

DDVV max
 (2.7) 

The power supply is written as: 

 

L

DD
DCDDS

R

V
IVP

2

  
 (2.8) 

The RF output power is given as: 

 

L

L
R

VIV
P

22

2

maxmaxmax   
(2.9) 

 

The output amplifier efficiency is defined: 
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(2.10) 

 

Hence, from this expression above, the maximum class A amplifier efficiency 

cannot exceed 50%.  

 

2.2.2 Class B 

This amplifier is well known as a push-pull system, because of the two 

complementary or what is called matching transistors at the output stage. This 

amplifier is less linear but more power-efficient than class A amplifier. The 

conduction angle is operating over 1800 during the entire cycle. This implies that 

the transistor conducts only half of the entire time on either positive or negative 

half cycle of the input signal. Hence, providing up to 78.5% ideal efficiency and 

60% practical drain efficiency makes class B amplifier less heat dissipation than 

class A, which is also less efficient than class AB. Its deficiency is crossover 

distortion produced by the output signal. This is because 6 dB is required to drive 

the input power which leads to power gain reduction while impairing the amount 

of distortion in class B amplifier [39].  

 

The voltage and current waveforms of class B operation have been presented in 

Figure 2.3. When the input signal (vin) is at the positive half cycle, the bias voltage 

is greater than the threshold and the active device will conduct current and the 

drain current (ID) appears in a form of half-sine pulse train. For the fundamental 

and DC components to appear, the drain voltage (ID) at the RF part must be in a 

continuous sinusoid. 
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Figure 2.3: Voltage and current waveforms for a class B power amplifier. 

 

Hence, the drain voltage is now equal to the output voltage (vout) [19]. Similarly, 

the RF output current is equal to the drain current, which is a half-sine pulse train 

with maximum amplitude (Imax). This can be expressed in Fourier series as:  

       tItItIti D

Fund

Dout sin
2

1

2

1
max  

(2.11) 

The DC drain current (IDC) is a half-sine pulse train the amplitude (Imax): 


max

max

1 I
IIDC   

(2.12) 

Hence, the power supply consumed can be written as: 


maxI

VIVp DDDCDDS   
(2.13) 

The output power is: 
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(2.14) 

Then the efficiency from DC to RF is given as: 
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(2.15) 

 

Consequently, the overall efficiency of a class B amplifier is about 78.5%. The 

maximum achievable efficiency is within the range of 60 to 70%.  

 

The greatest advantage class B has over class A is that it is more energy-efficient. 

No passage of DC current through the active device when there is zero input 

signal (vin). Therefore, there is no power dissipation at the output of the device in 

the absence of an input signal. Furthermore, in the case of class A amplifier, the 

device remains active for a full cycle of the input signal which makes it to be more 

linear than the class B amplifier. In addition, the class B amplifier can be used for 

high power applications [19]. 

 

2.2.3 Class AB 

This amplifier is also one of the most popular designs in power amplifiers. It is a 

system that is designed to deal with cross over distortion called the black zone 

effect in the class B amplifier. Class AB is the combination of class A and B 

configurations. It is also two transistors amplifier that is better than class A in 

terms of efficiency and more linear than class B amplifier. As a trade-off for 

efficiency and linearity, it becomes a compromise between the two classes of the 

amplifiers for superior performance [19, 34]. The biasing voltage at the input set 
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the transistor to conduct to acquiescent point to eliminate any crossover distortion 

in class B amplifier. The collector current at the input will flow to switch ON the 

transistor for more than a half a cycle, but less than a full cycle of the input signal 

to provide a conduction angle that is within 180 to 3600 of the input signal. 

Moreover, the ideal efficiency ranges from 50 to 78.5% [19]. 

 

 

Figure 2.4: Voltage and current waveforms for a class AB power amplifier. 

 

The voltage and current waveforms of class AB operation have been presented 

in Figure 2.4. When transistor conducts current, the drain current (ID) appears in 

a form of more than half-sine pulse train. For the fundamental and DC component 

to appear, the drain voltage (VD) at the RF part must be in a continuous sinusoid. 

Hence, the drain voltage is now equal to the output voltage (vout)   [19]. Similarly, 

the RF output current is equal to the drain current which is more than a half-sine 

pulse train with maximum amplitude (Imax). This can be expressed in Fourier 

series as: 
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The DC drain current (IDC) is a 
3

2
 sine pulse train the amplitude (Imax): 

 
 3

2

3

2 max
max

I
IIDC   

(2.17) 

Therefore the consumed power supply is given as: 

 
3

2 maxI
VIVP DDDCDDS   

(2.18) 

Now, the output power can be calculated as: 

     
4222

maxmaxmaxmax IVIVtitv
P outout

L 


  
(2.19) 

Similar, the efficiency, η can be expressed in terms of RF and DC supply terms 

as: 
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(2.20) 

Hence, the overall efficiency of a class AB amplifier is 78.5% and less. 

 

2.2.4 Class C 

This amplifier is among the switching class and is based on network 

configuration. It is completely nonlinear and highly efficient with 100% ideal 

efficiency. The conduction angle of the transistor operates less than 1800 of the 

input signal and is defined by gate bias and signal amplitude [34]. As a highly 

nonlinear class of amplifier, only a minor portion of the input signal is amplified to 
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produce very slight similarity at the output. Therefore the signal reproduction at 

the output is poor with high distortion. Class C amplifier, other than bad signal 

reproduction has other problems such as zero output power as the efficiency 

approaches 100% [34].  

 

Vin C1

C2

VDD

VoutRL

ID

VGS

VDS

CB RFC

RG

 

Figure 2.5:  Basic class C amplifier circuit. 

 

The class C amplifier can be used in applications where high linearity is 

acceptable with the linearization technique. A common application for class C 

amplifier is in RF transmitters where the distortion can be reduced using tuned 

load. The input signal (vin) control the amplifier device switch. When the switch is 

turned ON, pulses of current flow through a tuned circuit [13, 34]. 

 

In the case of class C operation, it reduces the conduction angle even more than 

class B. However, DC power (PDC) and output power (Pout) are affected in tumbling 

with power strength. Output power (Pout) approaches almost 100% efficiency. 

Introduction of a load resistor in the large signal system tolerates full drain voltage 

and current swing. 



23 

 

Figure 2.6: Voltage and current waveforms for a class C power amplifier. 

 

To obtain a full voltage swing, the DC current is not proportional to load resistance 

[19], which is expressed as: 
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For load resistance, 
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Hence, the power supply consumed is calculated as: 
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Then, the output power is written as: 
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The efficiency can be calculated from the DC to RF as: 
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(2.25) 

The overall efficiency of the class C amplifier is near 100%. 

 

2.2.5 Class D 

Class D amplifier is a voltage mode amplifier. It is a nonlinear amplifier with a 

switching circuit in the configuration that generates both half-sinusoidal and 

current waveform. It has two or more transistors acting as switches which are 

meant to generate a square drain-voltage waveform. Class D amplifier is difficult 

to realize especially at high frequency due to its multiple problems. That is why it 

cannot be used in base station applications [41]. Theoretically class D amplifier 

efficiency can rise up to 100%, because of non-periodicity where the current and 

voltage waveforms overlap as the current is drained only when any of the 

transistors is at the active region. It does not produce much heat and very small 

in size. It is used in mobile phones, powered speakers and in home theatre 

systems. This is due to its efficiency in preserving battery life and other numerous 

advantages [42]. 

 

2.2.6 Class E 

Class E amplifier is a switching amplifier with an angle transistor. It achieves 

higher efficiency than class B or class C amplifier. The transistor operation is 

based on ON/OFF switch where in the circuit the load network shapes the voltage 
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and current waveforms to avoid simultaneous high voltage and current in the 

transistor. The transistor reduces power dissipation during switch transition. In 

low order class E circuit, a transistor performs well at frequencies of up to 70% of 

frequency of good class B operation. It operates with power losses of factors of 

2.3 better than class B or class C amplifier using the same transistor at the same 

frequency and output power. The amplifier is also designed for narrow band 

operation or for fixed-tuned operation on frequency band between 225 to 400 

MHz. The harmonic output is similar to that of class B amplifier. The zero overlap 

between voltage and current through transistor is due to the behaviour of class E 

amplifier as a compromise between class AB and switched mode power amplifier. 

This gives a theoretical efficiency of 100% and a robust performance [43, 44].  

 

2.2.7 Class F 

The class F power amplifier is a highly efficient amplifier based on switched-mode 

transistor circuit. Network configuration amplifier achieves better efficiency than 

the quiescent point-based amplifiers. Class F amplifier ideal efficiency capability 

is up to 100% with zero linearity. To achieve high efficiency the amplifier uses 

harmonic resonators to control the harmonics. The output power uses the 

harmonic resonators to shape the drain current and voltage waveform. The drain 

voltage wave-form comprises of one or more odd harmonics and in the order of 

a square wave, while the current waveform comprises even harmonics and in the 

order of a half sine wave [45]. 
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Figure 2.7: Class F power amplifier circuit. 

 

Consequently, it is not easy to design a class F amplifier due to a complex circuit 

configuration of the output matching network. It has more output filters than other 

classes of amplifiers. Class F amplifier require more attention than other 

amplifiers due to complexity. Another significant hitch of class F amplifier is that 

harmonic is unachievable at high frequency, however limiting the maximum 

theoretical efficiency to 75% [45].  

 

 

Figure 2.8: Ideal time-domain drain voltage and current waveforms for class F. 

 
 
As illustrated in Figure 2.7 and 2.8 above, class F amplifier achieves higher 

efficiency with the adoption of proper harmonic terminations of the output. The 

odd harmonics are open to producing square wave as the voltage waveform, 
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even harmonics remain short to produce current wave. When Zin = RL, the first 

harmonic is totally delivered to the output of the power amplifier. The DC power 

is presented as: 

 


maxIV

IVP DD
DDDDDC   

(2.26) 

Where VDD and IDD are the magnitudes of the DC voltage and current. The RF 

output at the fundamental frequency is written as: 
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Hence the efficiency of class F is expressed as: 
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and the power added efficiency can be expressed as: 

DC

inout

P

PP
PAE


  

(2.29) 

Therefore, the overall efficiency of the class F power amplifier is near 100%. 

 

2.2.8 Summary of Power Amplifier Classes 

The class of operation for a power amplifier is noteworthy for this research and is 

based on the amount of transistor bias require for operation as well as the 

amplitude for the input signal. Amplifier classification takes into account the input 

signal which the transistor conducts, the efficiency and the amount of power that 
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the switching transistor dissipates in the form of heat. Then we can make a 

comparison between the most common types of power amplifier classifications in 

the resulting table. 

 

Table 1.1: Amplifier classes comparison 

Class Modes Conduction 
Angle 

Efficiency 
(%) 

Linearity Distortion 

A Biasing 2  45  Excellent Zero 

B    78  AB <  Dead Zone 

AB  
2

3  78  B >  Low 

C Switching 
2

  100 Bad High 

D  Poor    

E      

F      

 

 

2.3 Characteristics of Power Amplifier 

Characteristics of RF Power amplifier are one of the fundamental features to 

define the operations of the device. They are considered to be properties of the 

power amplifier. Task about power amplifier will not be accomplished until the 

parameter on which its performance can be evaluated are known [46]. In this 

research, the insight of power amplifier basic parameters such as linearity, 

efficiency and gain will also be deliberated. 
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2.3.1 Linearity 

Linearity is one important figure of merit that evaluates the performance of a 

power amplifier. Nonlinearity is a looming source of obstruction and system 

performance deficiency. Nonlinearities of power amplifier cause distortion in 

signal transmission. The main part of the RF transmitter nonlinear impairment is 

caused by the nonlinear performance of the power amplifier device [39]. 

Therefore, the signal has to be amplified linearly for RF transmitter to perform 

effectively. Linearity is simply defined as how closely the output signal of a device 

is similar to the input signal. Moreover, one of the parameters that measure 

linearity is the 1 dB compression point which will be discussed in gain saturation 

topic below [8, 39]. 

 

 

Figure 2.9: Linear and nonlinear system. 

 

2.3.2 Efficiency 

Efficiency is one of the effective attributions in the design of wireless system 

power amplifier. The power efficiency of the mobile station is one of the 
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characteristics that pilots the increase of battery lifetime and talk time. Efficiency 

at the mobile base station pilots reduction of power consumption and the need 

for active cooling. However, it is an important parameter of the power amplifier. It 

is measured by converting the DC power supply to the signal power delivered to 

the load. It is not defined by the standard, other than the two performance metrics 

which power amplifier efficiency can be measured as presented [8, 34, 39]: 

 Power Added Efficiency (PAE): PAE recognizes the effect of regular usage 

of drive power at RF frequency which is a ratio of RF output power (Pout) 

delivered to the load minus RF input power (Pin), then to the DC power 

(Pdc). 

0
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(2.30) 

 

Power added efficiency determines the power amplifier performance such 

as power consumption, power dissipation which are quantified in 

percentage. 

 Drain efficiency: This is the ratio of the RF output power (Pout) delivered to 

the load of the power supply by the DC (Pdc). 
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The drain efficiency is not the overall efficiency of the power amplifier, which in 

this case, the input power is not included to drive the signal to the output of the 

amplifier. These are the most common power efficiency performance metrics 

used in power amplifier design. Efficiency depends on the class of operation 

where the conductor experienced losses due to dielectric and heat effect as other 
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factors unfavourable to power amplifier overall efficiency. Therefore, proper 

design of PA has to be ensured by also taking account of thermal and mechanical 

standard requirement and the zero losses in the circuits [28, 34].  

   

2.3.3 Power 

In the RF transceiver system, the two concepts of power are available power and 

dissipated power. In RF systems, power is produced from the source and 

dissipate to the load. This concept is very vital in linear and nonlinear systems. It 

is more important in nonlinear systems, where a waveform will have components 

at different frequencies that may not be related [8, 36].  

 Available power: This is maximum transferable power which is obtainable 

from the source as the input impedance (Zin) of the amplifier is equivalent 

to the conjugate of the source impedance (Z*
in). Hence, the maximum 

available power as a function of frequency is expressed as: 
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Vs(w) is the peak value of a sinusoidal voltage applied at the input, while  

Re{Zs(w)} is the real part of the system source impedance. 

 The power dissipated or obtainable from the source is the power 

dissipated to the load can be expressed as:  
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VL(w) is the peak value of a sinusoidal output voltage and Re{ZL(w)} is the 

real segment of the load impedance.  

 

2.3.4 Gain 

This is one of the most trivial characteristics of RF power amplifier which is also 

a defined quantity in RF microwave circuits. It is used in the measurement of the 

degree of amplification. Gain can be defined as the difference between input and 

output signal. That is to say, the amount of input signal put forward to the output 

of the circuit. The power delivered to the load divided by the power available from 

the source [34].  

inputtheatP

outputtheatP
G

av

d
t   

(2.34) 

This applies to both linear and nonlinear circuits, although more attention is given 

to nonlinear circuits due to nonlinear distortion. However, in wireless 

communication systems, transducer gain is an essential concept that can tell how 

much power a circuit deliver to a 50 Ω standard load. The acceptable standard 

gain ratio for today’s wireless communication system power amplifiers starts from 

9 dB [47].   

 

2.4 Other Parameters for characterization of PA Nonlinearities 

As stated before, the power amplifier is the fundamental consumer of the most 

generated power in the transmitter. However, it introduces a large number of 

impurities to the transmitted signal becomes a source of severe errors to the 

received data. These effects caused by power amplifier are described and 

quantified according to size, amount and severity. The most common 

nonlinearities are adjacent channel power ratio (ACPR), intermodulation 
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distortion products (IM), spectral regrowth, error vector magnitude, etc. This work 

will highlight some parameters for power amplifier nonlinearities characterization 

[48]. 

 

2.4.1 Gain Saturation 

This is one of the fundamental parameters that define the ability of a power 

amplifier to reach its highest point of active operation [49]. The output power level 

of the power amplifier may cease to appreciate in direct proportion to the input 

signal of the system. For a power amplifier to reach the saturation point means a 

linear gain of the device is fully saturated. Linearity is not always certain in the 

power amplifier. However, 1 dB compression point is one of the critical tools in 

defining the linearity of power amplifier [49]. Moreover, 1 dB compression is 

useful in power amplifier operation. A voltage (vi(t)) is a source to the input of 

power amplifier and response of the amplifier output voltage (vo(t)) can be 

represented as: 
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210 tvgtvgtvgtvggtv n

iniiio    (2.35) 

 

A small input voltage allows power amplifier to operate linearly and can be shown 

at the output, presented as: 

 

)()( 1 tvgtv io   (2.36) 

The output of the power amplifier is almost comparable to the input voltage as 

well as the voltage gain (g1). Increase in input voltage increases the number of 

terms which cause the power amplifier to respond nonlinearly. The increased 
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term (g2) becomes negative due to the increase in input voltage and caused 

power amplifier saturation at the 1 dB compression.     

 

Therefore, 1 dB compression point is a region power amplifier gain declines by 1 

dB less than the input power [34].  

 

 

Figure 2.10: 1 dB compression point. 

 

This is the maximum output power a power amplifier can reach, as illustrated in 

Figure 2.10. The maximum PA output power refers to a saturation power point 

(Psat), beyond a 1 dB compression point [49]. 

 

2.4.2 AM-AM and AM-PM Characteristics 

These are linear and nonlinear responses of a power amplifier system. A linear 

amplifier encloses a constant gain over the system bandwidth and does not 

respond to phase deviation. However, with the increase in amplitude, the output 

ceases to increase linearly, which cause saturation and this is called AM-AM 

distortion [39]. A nonlinear amplifier has a non-constant envelope. However, due 
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to the phase deviation, the gain equally decreases and the output signal clipped 

through saturation. When the input signal increases, the amplifier operates in a 

nonlinear region where nonlinear circuit causes a phase shift. This relation of 

input amplitude and the phase shift is the AM-PM characteristics of the amplifier 

and the distortion caused is called AM-PM distortion [8, 29].  

 

 

Figure 2.11: The AM-AM (a) and AM-PM (b) characteristics for a PA. 

 

2.4.3 Intermodulation Distortion 

This is the amplitude modulation of two or more signals, having different 

frequencies due to nonlinearities. Intermodulation distortion is as a result of 

nonlinearities from the power amplifier or the type of algorithms applied in the 

system. In addition, the amplifier, due to nonlinear behaviour generates 

harmonics of the input signal as well as mixing products when two or more input 

signals are fed into the system. These additional frequency products are called 

intermodulation products [29].  
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Two-tone of two equal amplitude frequencies, (f1) and (f2) can be applied to a 

nonlinear transmitter. The output of the transmitter consists of DC frequency 

components such as in-band distortion (f1+f2) and out-of-band distortion (2f1, 2f2, 

3f1) are the harmonic distortions and the intermodulation distortions (f1-f2, f1+f2, 

2f1-f2, 2f2-f1, 2f1+f2, 2f2+f1) are collectively illustrated in Figure 2.12. 

 

 
Figure 2.12: 3-IMD distortion with lower and higher intermodulation. 

 

According to Aitchison, et el [50], the second and third harmonic products (2f1, 2f2, 

3f1) of the amplifier can be minimized by filtering. However, second-order 

intermodulation products (2f1-f2, f1+f2) can also be filtered as being far enough 

from the fundamental signal. The third order intermodulation product (2f1-f2, 2f2-f1, 

2f1+f2, 2f2+f1) appears so close to the fundamental. It is a very delicate product 

among all the distortion products, causing a critical effect on the signal during 

amplification and cannot be eliminated by filtering. Intermodulation products, 

specifically, third-order product can be avoided using linearization technique. 

Linearization technique can be used in this instance, to minimize these unwanted 

components that cannot be filtered through other common techniques. Another 

solution is to operate at a sufficiently low input power where the amplitude of third-

order intermodulation products is very small [50]. 
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2.4.4 Adjacent Channel Power Ratio (ACPR) 

This is one of the most key figures of merit that express the degree of spectral 

re-growth into adjacent channel [51]. Adjacent channel power ratio as it is called 

is the ratio of the total power of the adjacent channels to the signal power in the 

main channel, measured over the signal band. ACPR is used mainly by frequency 

standard regulators to characterize signal interference with other adjacent 

channels and it can be used to describe the linearity of a communication system 

[52].  

 

Figure 2.13: Upper and lower adjacent channel bands (constrain level, filtered 
and unfiltered OFDM). 

 

Spectral re-growth is parallel to the intermodulation and can cause unwanted 

leakage of the adjacent channel due to interference. However, spectral re-growth 

can be examined when a modulated input signal passes through a nonlinear 

power amplifier. Its bandwidth is widened due to nonlinearities which is caused 

by the generation of the mixing products between the frequency components [51]. 

The Figure 2.13 has shown illustration of spectral mask for OFDM and 5G 
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modulations. The OFDM in the OFDM families shows worst performance to 

spectral regrowth. The 5G modulation systems such as the filter bank multicarrier 

(FBMC), generalized frequency division multiplexing (GFDM), universal filtered 

multicarrier (UFMC), filtered OFDM, and other waveform contenders have shown 

robustness to spectral regrowth. These are modulations that have resilience, 

compatibility and spectral containment. However, the 5G modulations at the 

same time suffer high PAPR and loss orthogonality due to phase distortion. 

 

2.4.5 Error Vector Magnitude (EVM) 

Error Vector Constellation is the modulation quality and error performance in 

complex wireless communication systems. It is used in computing the 

performance of a transmitter or receiver. A signal is transmitted or collected by a 

receiver to acquire all constellation points at the precise position called ideal 

symbol location. The EVM is sometimes called receive constellation error (RCE) 

as a performance metric to measure how far the points are from the ideal location. 

Different imperfections in the implementation can cause the actual constellation 

points to diverge from the ideal location. These imperfections include phase 

noise, carrier leakage, low image rejection ratio, distortions, spurious signals 

corrupt the EVM measurement [19, 39]. 

 

 

Figure 2.14: Error vector magnitude. 
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EVM is used in software-defined radio performance evaluation for both 

transmitters and receivers. It is also used as an alternative to BER measurements 

to validate impairments that affect signal reliability. Groe [53] assert that EVM 

measurements can be applied in methods and applications such as the multi-

symbol methods which consist of multi-level phase-shift keying (MPSK), 

quadrature phase-shift keying (QPSK) and multi-quadrature amplitude 

modulation (MQAM).  These methods are widely used in wireless local-area 

networks (WLANs), broadband wireless and 4G cellular radio systems like Long-

Term Evolution (LTE) where MQAM is combined with orthogonal frequency 

division multiplexing (OFDM) modulation. One of the stages in a typical phase-

shift keying demodulation process produces a stream of I-Q points which can be 

used as a reasonably reliable estimate for the ideal transmitted signal in EVM 

calculation [8, 13, 34, 54]. 

 

The error vector magnitude (EVM) also estimates the properties of deficiency in 

the communication system constellation. The error vector (E(c)) is the variation 

between the actual transmitted constellation point (AT(c)) and the ideal 

constellation point (I(c)). The EVM can be expressed in RMS form as: 
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(2.37) 

 

Where N is the total number of constellation points defining the level of 

modulation. N is also used for EVM calculation. I(c) is the cth number of 

normalised constellation points and E(c) can be expressed as: 

https://en.wikipedia.org/wiki/Phase-shift_keying
https://en.wikipedia.org/wiki/Phase-shift_keying
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)()()( cycxcE   (2.38) 

 

Where x(c) is the measured normalised symbol which is equal to measured 

normalised point (W) and y(c) is equal to v(c) as the ideal reference point. The 

rms value of the error vector magnitude is calculated by taking the average value 

of all the frames. In the measurement, it is recommended by the IEEE 802.11a 

for WLAN standard to take a large number of transmitted frames of at least 20 

frames [55]. The computation of error vector magnitude for the IEEE 802.11a, 

WLAN standard is expressed in [8, 55] as: 
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Where Nf is the frame number, Lp is the packet data length, Pa is the average 

power of the constellation diagram, a is the symbol index, v is the vth symbol 

received and n is the OFDM symbol subcarrier. In and Io are the in-phase of 

measured and referenced constellation point, while Qn and Qo are the quadrature 

of measured and referenced constellation point respectively. EVM can also be 

achieved in percentage by using the rms value. In the system level, it is very 

important for figure of merit to evaluate the precision of the OFDM signal. EVM% 

can be expressed as:     
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Where N is the number of symbols. Nr is the normalized reference of EVM and a, 

is the symbol index. Then, Ierror = Ireference - Imeasured, while Qerror = Qreference - 

Qmeasured. Where I and Q are the in-phase and quadrature components. The EVM 

can also be measured in decibel (dB) which is expressed as: 
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(2.41) 

 

Where Perror stands for the error vector power, and Preference is the reference 

constellation point power for both single and multiple carrier modulation. It is the 

average power of the reference constellation. In the IEEE 802.11 standard for 

LTE, the ACPR, envelope spectral mask (ESM) and EVM are needed as 

expressed in the existing standard.    

                      

2.5 Power Amplifier Nonlinear Distortions 

 
2.5.1 Harmonic Generation 

A nonlinear power amplifier can be characterized using an equation written as: 
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The single tone signal is expressed as: 

 

   fttvi 2cos  (2.43) 

 

Where vi(t) is a harmonic frequency component to the input of the power amplifier. 

These harmonic components are the source of a harmonic generation which 
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cause distortion if they are not suppressed. The harmonic products are not a 

serious threat since they are far from the fundamental tone on the spectrum, they 

are easy to filter [56]. 

 

2.5.2 Intermodulation Distortion 

The equation (2.43) shows the results of the nonlinear system. A two-tone 

sinusoidal signal is applied to the input of a power amplifier is expressed as: 

 

     tftftvi 21 2cos2cos    (2.44) 

Where the frequency components at the output consist of second and third-order 

intermodulation products of the power amplifier. If these components are not 

suppressed enough, they cause distortion. Since second-order intermodulation 

products are not close to the fundamental components, it can easily be filtered. 

However, the third-order frequency of intermodulation components are close to 

the fundamentals and cannot be filtered out easily [29]. 

 

2.5.3 Cross Modulation Distortion 

Cross modulation, in a nonlinear power amplifier system, is the transfer of 

amplitude modulation of one carrier frequency (f1), to another carrier frequency 

(f2). The amplitude modulation of one signal appears on the other carrier 

frequency signal when there is two-tone excitation where the amount of density 

for a given signal rely on the reoccurrence of the other signal. Therefore, the 

cross-modulation of the first carrier relies on the square magnitude of the other 

carrier [32].   
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Let assume that two carrier frequencies, wanted signal (f1) and unwanted signal 

(f2) are applied to the input of a power amplifier as expressed in equation (2.45): 

 

        tfvtmtfvtvi 2211 2cos12cos    (2.45) 

Where m(t) represents the modulating waveform. Let the power amplifier 

nonlinear model of 3rd order be used from the equation (2.42). By replacing (2.45) 

in (2.42), only the first three terms are considered for simplicity where the output 

of the wanted signal will be: 
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This has shown that there is an occurrence of cross-modulation when the 

unwanted carrier of the frequency (f2) of the input is transferred to the wanted 

carrier of frequency (f1) after passing through the nonlinear power amplifier [32].  

 

2.5.4 Spectral regrowth 

Spectral regrowth is similar to intermodulation distortion caused by nonlinearity 

of a power amplifier at the presence of two-tone signal applied to the device. It 

occurs when a modulated signal is applied to the input of the nonlinear device. In 

the process, however, the bandwidth is widened by the nonlinearities. This is 

caused by the production of the various products from different frequency 

components of the spectrum [51].  
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Figure 2.15: Spectral regrowth [57]. 

 

The Figure 2.15 has shown a typical example of spectral regrowth of a spectrum 

signal as explained in the paragraph. The unwanted leakage of the adjacent 

channel causes spectral regrowth which results to adjacent channel interference. 

The ACPR as discussed is kept low to avoid interference. It is a figure of merit for 

defining the degree of linearity in wireless communication systems. It can be 

calculated based on the definition as upper, lower or total ACPR [28], which can 

be expressed as:  
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and 















ladchuadch

mch
t

PP

P
ACPR  

(2.49) 

 



45 

Where Pmch stands as the main channel power, Puadch is the upper adjacent 

channel power and Pladch is the lower adjacent channel power respectively. 

 

2.5.5 Desensitization 

Strong unwanted signals of various frequencies from nonlinear power amplifier 

tent to block wanted weak signals [29]. Let the signals applied to the input of the 

nonlinear power amplifier be:  

 

     tfvtfvtvi 2211 2cos2cos    (2.50) 

If the wanted signal has a carrier (f1), while unwanted signal carrier is called (f2), 

then, v1>v2. The equation (2.42) is assumed to be the power amplifier nonlinear 

model with up to 3rd order component. Let introduce the equation (2.50) into 

(2.42), while considering simplicity only in the first three terms, the output of the 

wanted signal will be: 
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






  

(2.51) 

Here, a1 gives the negative property of the amplifier saturation. And so, the (f1) 

component is controlled by the (f2) component. This is called desensitization [29]. 

 

2.6 Memory Effects of Power Amplifier 

The investigation has revealed that most modern wireless communication 

transmitters use the non-constant envelope to improve the speed transmission 

rate and bandwidth. The power amplifier has remained the source of 

nonlinearities and hence, exhibit memory effects. The nonlinearity behaviour of 

the amplifier is potentially dependent not only on immediate input but also on the 
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preceding inputs. Memory effect is defined as changes in modulation frequency 

which leads to changes in amplitude and phase of distortion components such 

as power amplifier [39, 58]. Memory effect cause distortion products such as 

harmonic distortion, intermodulation, spectral regrowth, cross-modulation 

distortion product, desensitization, and so on. These products are produced by 

nonlinear power amplifier is variable and dependent on many conditions such as 

the input signal’s magnitude, carrier frequency and bandwidth [29].   

 

In the case of memoryless system, the output signal is an instantaneous function 

of the input signal without phase difference. In other words, a nonlinear power 

amplifier with memory effect has the output signal as the function of previous 

input signals. This, in turn, causes a delay in the transient signal before the output 

reaches the steady-state. However, in [33], input and output characteristics of a 

memoryless power amplifier can be defined using the equation (2.42). 

 

However, two-tone signals are applied to a power amplifier device, resulting in a 

third-order intermodulation product. According to [33], the distortion product 

depends on the input amplitude, while the memoryless product component 

depends only on the input amplitude which is not the case in reality. For nonlinear 

power amplifier third-order intermodulation, the dependency is on the two-tone 

spacing. It is considered to be a memory effect for any non-constant distortion at 

various modulation frequencies. Consequently, memory effects produce 

frequency-dependent gain and phase difference through the power amplifier in 

nonlinear system. In other words, memory effects are dependants of magnitude 

and phase of the output signal on modulation frequency [59].  
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The memory effect of a power amplifier is considered as dynamic nonlinearity 

(weak nonlinearity). Dynamic nonlinearity is classified as the linear and nonlinear 

memory effect. The linear memory effect can be affected by the non-ideal 

fundamental frequency response and can be characterized by a linear filter. The 

nonlinear memory effect is considered to be more important than the linear 

memory effect. It is the dominant source of power amplifier dynamic nonlinearity. 

Moreover, it can be affected by trapping effects, matching condition at harmonic 

frequencies, bias circuit design condition and influence ionization. Moreover, it 

can be characterized by a nonlinear filter. According to [60] nonlinear memory 

effects are basically essential factors in RF power amplifier and are classified as 

electrical and electro-thermal memory effects which will be discussed in detail in 

the next section.  

 

2.6.1 Electrical Memory Effects 

The main cause of electrical memory effects is effective ionization, trapping 

effects, bias network design, impedance matching condition at harmonic 

frequencies and the envelope frequency. In other words, the electrical memory 

effects are influenced by the variable frequency response of the amplifier due to 

the presence of passive components in the circuit.  The electrical memory effects 

depend on the power amplifier external node impedance and variation of the 

envelope impedance. Power amplifier external node impedance varies based on 

the input and frequency response. This, in turn, affects the voltage waveform and 

causing unavoidable electrical memory effects.  

 

The varying envelope, fundamental impedance or harmonics at different 

modulation frequencies cause electrical memory. The varying envelope 
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experiences more fluctuation from DC to the highest modulation frequency. The 

electrical memory effects usually appear at higher frequencies in MHz range. The 

varying envelope impedance cannot be kept constant over different frequency 

bands due to the changes in output impedance. Consequently, the memory 

effects of the varying envelope impedance must be taken seriously. Moreover, 

the fundamental and harmonic impedance have negligible deviation, narrow and 

simple matching circuit. However, the memory effects have serious effect as well. 

To reduce electrical memory effects, the input impedance variations are 

maintained in the low region. Consequently, most wideband applications such as 

LTE, WCDMA and WiMAX are more sensitive to the effects [60, 61].  

 

2.6.2 Thermal Memory Effects 

 These memory effects are principally traced in the power amplifier active 

component as a result of excessive heat. The thermal memory effects are 

ultimately caused by the dependence of electrical characteristics and dynamic 

variation of the active component of the power amplifier on temperature. Changes 

in junction temperature due to various electro-thermal factors result in changes 

in active component thermal impedance. This, in turn, transforms the whole 

power amplifier behaviour and creates further distortions [61].  

 

The nonlinearity and the nature of thermal memory effects have impacted the 

appearance of the effect in the amplifier only during a longer period of time as 

against the electrical effects which spend a shorter time interval. However, due 

to this factor, thermal memory effects are best known as long-term memory 

effects. For this reason, thermal memory effects are subjected to as low 

modulation frequencies as up to 1 MHz. Therefore, the thermal memory of a 
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power amplifier affects narrow-band signals such as Global System for Mobile 

(GSM) communications or Enhanced Date for Global Evolution (EDGE) [62, 63].  

 

2.6.3 Quantifying Memory Effect 

Previous studies have shown that the electro-thermal memory effects are more 

significant for envelope frequencies below 1 MHz as the mass of the active device 

is remarkable to vary its temperature fast enough to keep up with high envelope 

frequency. With broadband signals, electrical memory effects play the most 

important role [33]. In contrast, with IMD components, the output power variation 

as a function of the input signal over the fundamental frequency is less than 0.5 

dB. Thus, IMD components are more sensitive to these effects and most research 

quantifies the memory effect as IMD variations over the envelope frequency. In 

other words, memory effects can be related to the IMD component variations as 

well as to non-constant AM-AM and AM-PM distortions over the frequency 

bandwidth [33, 59].  

 

In applications using non-constant modulation scheme, a variation of envelope 

frequency results in a great variation in bias network impedance which itself leads 

to nonlinear fluctuations in IMD components. To overcome this dependency, the 

bias network impedance should be zero (short circuit) at envelope frequency and 

infinite (open circuit) at RF. In order to bias an active device in a specific operation 

class, constant current and voltage should be applied to the gate-source. 

However, in non-constant envelope frequency applications, every single change 

in DC power supply leads to variation in the gate and drain source voltages. 

These effects can be considered as when a cascade of two nonlinearities are 
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connected and hence, can demonstrate the existence of memory effects in the 

RFPA [64]. 

 

Memory effects of power amplifiers result in additional distortions of the output 

signal even if operating in a linear model. These distortions can be reduced by 

implementing a sub-circuit compensating for memory effects. There are several 

methods aimed at measuring and quantifying memory effects. The main 

techniques which provide information about the dependence of memory-related 

distortions on power level and modulation frequency can be classified into the 

following three categories:  

- A single tone test with analysis of the gain and phase dependence on 

frequency and power level.  

-  A two-tone test with analysis of the IM3 dependence on tone spacing and 

power level.  

- A digitally-modulated signal test with analysis of the distorted constellation 

diagram in a linear model.  

 

In summary, memory effects can be considered as the dependency of the RFPA 

on past events. Carrier frequency, envelope frequency and self-heating of the 

RFPA, play major roles in causing the memory effects. Some memory effects 

exhibit themselves by producing asymmetric IMD components. This asymmetry 

could be due to a delay between amplitude and phase modulation of PA bias 

voltage due to the bias network impedance at envelope frequency or the fact that 

the AM and PM modulation do not happen in synchronism [64]. 
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2.6.4 One Tone Test  

The first method used to quantify memory effects in power amplifiers is a single 

tone test using a power and frequency sweep. The main idea is excitation of a 

PA with RF carrier input signal having the frequency swept over the whole 

operation bandwidth and the power level swept over the whole operating power 

range. The measured characteristics include the dependence of AM-AM and AM-

PM curves on the input signal’s frequency and power. Alternatively, variations of 

the PA gain and phase versus input signal’s frequency and power are measured 

and analysed [33]. 

 

The main advantages of the single-tone analysis are its simplicity and 

convenience of processing the measured results which can be directly used for 

calculating the pre-compensation circuit’s parameters. As memory-compensating 

techniques are often based on constructing the inverse frequency-dependent 

gain and phase characteristics, the single-tone analysis provides the required 

data. However, the accuracy of memory effects quantification by this method is 

limited because the frequency-dependent distortions of AM-AM and AM-PM 

characteristics are very small comparing to the fundamental signal. This makes 

the measurement of memory effects practically difficult by a single-tone test. 

Another drawback of this method is its inability to analyse intermodulation 

distortions related to memory effects. This can be accomplished by a two-tone 

analysis [33, 60].  

 

2.6.5 Two Tone Test 

The second method used to quantify memory effects in power amplifiers is a two-

tone test with variable tone-spacing and input power level. A RFPA is excited with 
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two RF carriers of equal magnitudes. Similarly to the previously described 

technique, the power of the input tones is swept in order to cover the whole 

dynamic range of the RFPA and the difference between the tone frequencies is 

swept over the whole RFPA operating bandwidth. Using this method, the 

dependence of the magnitude and phase of higher and lower third-order 

intermodulation products IM3-higher and IM3-lower on frequency and power are 

measured. To consider 12 dB gain and the 1 dB compression point at 25 dBm 

output power amplifier, for example is varying in the range of POUT = 0…15 dBm 

in order to quantify only memory effects but not the distortion caused by the RFPA 

transfer characteristic nonlinearity.  

 

The ADS simulation test-bed is configured similar to the single-tone test. The 

unmodulated RF signals are placed around the centre frequency with the tone 

spacing varying in the lower frequency range such as 10, 20 kHz,…30, 40 MHz, 

etc. The IM3 magnitude and phase fluctuations caused by memory effects can 

be observed in different plots versus tone spacing and output power level of the 

considered PA. In a memoryless system, the IM3 magnitude is proportional to the 

third power of the input signal magnitude and does not vary with frequency [65]. 

 

 The main advantages of the two-tone analysis are its ability to measure 

intermodulation distortions and relatively high accuracy due to the fact that 

memory effects cause significant variations in the IM3 magnitude and phase 

which can be easily measured. However, the method does not directly provide 

the AM-AM and AM-PM characteristics of the RFPA and hence is not very useful 

in calculating or optimizing parameters of the memory pre-compensation system. 

Consequently, it is often convenient to use both of the described methods [65].  
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2.7 Frequency-Dependent Transfer Function for Power Amplifier Device 

A simple two-tone test signal can be used in the power amplifier device to 

estimate the transfer functions of amplitude and phase modulations on the 

envelope frequency. In general, a modern transmitter system with power amplifier 

nonlinearities, an OFDM system and digital PD are to be implemented at 

baseband frequency. In the front end of the transmitter, a discrete-time complex 

baseband power amplifier model needs to be developed.  

 

The Figure 2.16 below has illustrated a modern RF transmitter and a power 

amplifier baseband equivalent model. The digital to analogue converter (DAC) 

receives a baseband modulated signal which is fed to up-converter before 

transmitting to the channel. The power amplifier at baseband is represented by 

the discrete-time signal y(n) in Figure 2.16 (b) as an oversampled form of the 

continuous-time signal x(t) [66] shown in Figure 2.16 (a). Let the input band pass 

signal towards the power amplifier be expressed as: 

 

        tttzetwty c

tj   cos)(Re  (2.52) 

Where w(t) represents the complex envelope signal to the power amplifier, wct is 

the carrier centre frequency, z(t) and ϑ(t) are the respective time-varying 

amplitude and phase of the complex signal y(t). 
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Figure 2.16: (a) RF transmitter and (b) baseband equivalent model. 

 

Using polynomials, the equivalent baseband power amplifier model for a band 

pass memoryless nonlinearity can be defined by as: 

 

    tjetftr Re  (2.53) 

 

Where 
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The b2k-1 are complex coefficients. Let equation (2.52) be substituted in (2.54) to 

produce an odd-order complex power series which can be expressed as: 
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Again, 

     )))(()(cos( tzFtttzFtr    (2.56) 
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Where |F(z(t))| and F(z(t)) represent the amplitude (AM-AM) and phase (AM-

PM) modulations distortion respectively. The complex envelope signal f(t) is 

applied in performing a two-tone test.  In the test, |F(z(t))| and  F(z(t)) of the 

power amplifier are achieved. These are the transfer functions of the power 

amplifier, linear or nonlinear system. The two single tone signals can be written 

as:  

              ttttCtv nni   coscos2/  (2.57) 

 

Where C/2, φ and ωn are the magnitudes, phase and tone spacing of the single 

tone signal [67, 68]. The signal can be summarized as: 

 

      tttCtv cni   coscos  (2.58) 

Hence, in the input signal envelope, the amplitude of the signal z(t) is the complex 

signal C cos(wnt). Thus, the output complex envelope signal f(t) is expressed as: 
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The power amplifier transfer functions shown in (2.60) proves the RFPA 

dependency on two-tone signals spacing (wn). Two-tone measurements can be 

conducted for the input amplitude and different tone spacing to derive the 
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coefficient (b2k-1). Thus, the frequency-dependent complex power series with 

memory effects are expressed as: 
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The power amplifier output signal with memory effects can be expressed as: 

 

))),(()(cos()),(()( nn tzftttzftr    (2.64) 

 

2.8 Summarized Conclusion 

This chapter has illustrated in details the classes of RF power amplifier based on 

a bias network to amplifier based on network configuration. Class A, B and AB 

Amplifiers are well-thought-out to be linear devices and are used in various 

applications such as GSM, EDGE, WCDMA, AM broadcast, etc. Class C, D, E 

and F amplifiers are highly efficient with zero linearity and are configured based 

on switching network. Characterization of RF power amplifier nonlinearities has 

been discussed.  
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CHAPTER 3 

Orthogonal Frequency Division Multiplexing and Beyond 

3.1 Introduction 

Orthogonal frequency division multiplexing (OFDM) is a special form of frequency 

division multiplexing (FDM) with better-qualities of sub-channels orthogonality. It 

is a technique that simply combines modulation and multiple access to split a 

wideband channel into narrowband channels. This offers an opportunity to a user 

in sharing channel resources with other users through the ability of the technique 

to multiplex a large amount of signal and enhance throughput in the system. It is 

an efficient multicarrier mapping system that is able to implement a high data rate 

to meet the ultimate demand for massive growth and the emergence of future 

technologies in the mobile communication industry.  

 

However, for this reason, several wireless communication systems such as Long 

Term Evolution (LTE) [69-71], Long Term Evolution Advanced (LTE-A) [69, 70], 

World Interoperability for Microwave Access (Wi-MAX) [70, 72], Wireless Fidelity 

(Wi-Fi) [73-75], Wireless-LAN and beyond [76], Digital Audio Broadcast (DAB) 

[77], Digital Video Broadcast (DVB) [78], Third Generation (3G) [79, 80], Fourth 

Generation (4G) [80], Fifth Generation (5G) [71, 81], Cognitive Radio Networks 

(CRNs) [82, 83], Spatial Modulation [84] and other future technologies adopt 

OFDM system. 

 

One of the significant motives for using the OFDM technique in the transceiver 

device is to improve system robustness and transmission speed. The robust 

system mitigates narrowband channel interference and frequency selective 

channel interference. The vulnerability of narrowband carrier is that a weak 
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interference in the channel can result to complete system failure. The multicarrier 

multiplexing system resists the effect of interference which affects only a few 

subcarriers. However, this means the multicarrier system will not experience 

complete link failure due to interference. The effect of interference has an impact 

only on a certain portion of the subcarriers. The OFDM provides reliability and 

spectral efficiency, protect systems against inter carrier interference (ICI) and 

inter-symbol interference (ISI). In the OFDM system, inter symbol interference 

increases when delay spread (τd) in the channel is larger than the symbol duration 

(Ts).  

 

The larger the channel delay spread, the severe the inter symbol interference. 

However, at the same time, the longer the symbol duration over the channel delay 

spread, the freer inter-symbol interference channel is projected. Mobile 

communication networks such as LTE, LTE-Advanced and Wi-MAX are multipath 

systems. These systems are designed with the long-range capability to transmit 

multiple signals in line of sight and non-line of sight. Due to multipath fading of 

the signal, the delay spread (τd) becomes prominent. Hence, most of these mobile 

communication networks adopted OFDM technique because of its resilience 

against ICI and ISI [85-91]. 

 

3.2 Philosophy of OFDM Signalling and Current State-of-the-Art 

To transmit OFDM signals, orthogonality of the carriers must be kept in place and 

the system must be interference free. OFDM orthogonality means signals are 

mutually kept free from each other and are transmitted accurately in a common 

channel without interference. However, the relationship between the carriers 

must be carefully managed and signals are produced in digital form rather than 
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analogue. Analogue makes it a complex system and difficult to process signal 

due to a large number of local oscillators that slow down the system. Therefore, 

OFDM signals are generally conveyed in digital form. Figure 3.1 has presented a 

typical OFDM transceiver system. In the baseband of the transceiver system, the 

OFDM signals are randomly generated in the frequency domain. The signals are 

mapped based on the mapping scheme such as QPSK, 16-QAM, 64-QAM, 256-

QAM used in the modulation process.  

 

The OFDM signals are transformed from serial-to-parallel (S/P) and using inverse 

fast Fourier transform process (IFFT) to modulate the signals in the time domain. 

At the receiver, fast Fourier transform process (FFT) is used to demodulate and 

recover the OFDM transmitted signals. The cyclic prefix is used as a copy of the 

last portion of the OFDM symbol before the parallel-to-serial transformation as a 

copy of the last slot of the OFDM symbol to prevent the signals from ISI. ISI 

occurs due to multipath fading, caused by time diffusion of the channel.  

 

However, up to 25% of the cyclic prefix symbol length, being one-quarter (1/4) of 

the FFT size is required. The IFFT complex time-domain signal, having a cyclic 

prefix added is now transferred to a digital-to-analogue converter where the real 

and imaginary symbols of the OFDM are up-converted. AT the carrier frequency 

channel, in-phase and quadrature (I and Q) signals are produced to band-pass 

level. These real and imaginary complex signal are transmitted to the RF front-

end of the OFDM channel through possibly a digital predistorter and a power 

amplifier system [85, 92-94].   
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Figure 3.1: Advanced level architecture of an LTE-OFDM. 

 

The OFDM system in Figure 3.1 illustrates the components that make up the 

transmitter and its receiver. Each component is explained vividly and it 

contributes toward the system as follows: 

 

3.2.1 Modulation of Subcarrier Data 

Mapping the subcarrier data means that the input serial data stream in the form 

of binary are plotted into amplitude and phase using any of the modulation 

techniques. The amplitude and phase are the complex vectors represented by in-

phase (I) and quadrature (Q) of the modulation technique [92]. The constellation 

points depend on the number of bits from the modulation technique that will be 

mapped. If the data is transmitted in QPSK format, each symbol of the data is 

then mapped unto each point of the constellation represented in [90] as: 

                                             

  bitsMbits 24log2      (3.1) 
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However, for higher modulation format such as 16-QAM is applied, the 4 x 4 bits 

are mapped unto the constellation base angle as represented in equation (3.2) 

as:  

  bitsMbits 416log2   (3.2) 

 

This also applies to more sophisticated mapping schemes such as 64-QAM, 256-

QAM etc. Thus, these schemes are in the form of very high mapping order, which 

is more complex and requires more transmit power in the process [86, 90, 95].   

 

3.2.2 Demodulation of Subcarrier Data 

In the case of de-mapping the subcarrier data back to the binary, the amplitude 

and phase of the signal experience random variation due to different reasons 

which includes time delay variation due to multipath effect, Doppler effect due to 

the movement of the receiver and additive white Gaussian noise in the channel. 

These and other variations have become main obstacles in the propagation 

channel, causing severe weakness to the received signal which can be mitigated 

by using receive channel equalization scheme to approximate the original signal 

vector at each constellation point which is transmitted to the propagation channel. 

There are other estimation schemes that can be applied for a reliable propagation 

channel and avoid severe channel propagation obstacles in wireless mobile 

communication systems [86, 90, 95]. 

 

3.2.3 Serial to Parallel Conversion 

Serial to parallel conversion is done after mapping the input serial data stream.  

The input serial data stream is converted from a serial format into a parallel 

format. The parallel format consists of a number of subcarriers which each 
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subcarrier is then transmitted in parallel with assigned data information. The 

essence of transmitting the data stream in parallel format is to prevent the effect 

of ISI invading the data stream which results in distortion in the transmission 

process. Consequently, in the OFDM system, distortion in the channel has an 

effect on only a few subcarriers. Whereas, the data streams in other subcarriers 

will not experience any type of fading or distortion during the transmission. 

Therefore, it is easy to equalise the OFDM system for occupying slight ration of 

the bandwidth time slot than the FDM systems transmitting the whole serial data 

stream in a large portion of the bandwidth. As such, if the FDM carrier is infected 

with ISI, the whole information in the carrier is lost [90, 96]. 

 

3.2.4 Zero Padding 

Zero paddings can be used as a guard band to reduce interference between 

symbols. It can be used in the middle of the symbol to overcome the DC offset in 

receivers. It can also be used to improve the power amplifier power ratio of the 

OFDM signal. OFDM system uses zero paddings in the frequency domain to 

avoid adjacent channel interference. Zero paddings can be used either in 

frequency or time domain, depending on the system requirements. It can 

transform the IFFT/FFT to a larger size. For instance, if the sampling frequency 

is given as 2048 kHz and the guards are 1 kHz apart, then 2048 point FFT must 

be implemented [85, 90]. It supports OFDM symbols against interfering with other 

active systems through the guard bands. Filter interpolation is used with the guard 

band after digital to analogue conversion and also implemented. This can be 

accomplished by modulating the subcarriers at the lower and upper side of the 

passband to zero. This provides the guard band against the adjacent system and 

simplifies the analogue anti-alias and abolish addition of more filters [97]. 
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3.2.5 IFFT/FFT 

After mapping the data stream at the subcarrier modulation point as shown in 

figure 3.1, each symbol in the subcarrier will be set to an amplitude and phase 

modulation responses according to the shown data. The OFDM system uses zero 

paddings to set the unused subcarriers to zero in the frequency domain. The 

signal is then transmitted in the time domain using IFFT. This implies that the 

Inverse-FFT converts the subcarrier data in the frequency domain to a 

corresponding discrete sample in the time domain. Hence, the inverse-FFT only 

generate time-domain discrete signal based on the modulation scheme used and 

a number of FFT points at the receiver side. This means that inverse-FFT shares 

the nominal bandwidth into several parallel channels of FFT points. In the same 

vein, the FFT at the receiver side is used to demodulate the discrete samples in 

the time domain to subcarrier symbols in the frequency domain. The unused 

subcarriers are set to null amplitude for frequency guard band before the FDE 

equalization [86, 98].  

 

3.2.6 Cyclic Prefix 

Wireless communication applications are researching for answers against time 

dispersion effect caused by the multipath effect. The multipath effect is as a result 

of non-line-of-sight transmission where the transmission signal reflects on objects 

in a multipath environment, such as high buildings, mountains, walls, etc. These 

signals are received at different times due to different transmission paths and 

distances. These cause channel delay in the propagation environment, spread 

borders of the symbol and causing energy outflows between the symbols. The 

cyclic prefix is used in preventing OFDM data stream against ISI. To achieve 

cyclic prefix in an OFDM system, an original copy of the data length is copied to 
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the front of the OFDM symbol. To solve the effect of inter-symbol interference, 

the OFDM channel maximum delay spread must be less or equivalent to the 

length of the cyclic prefix [97, 99]. The cyclic prefix inclusion in the OFDM symbol 

affects the linear time-invariant between the symbol and the channel impulse 

response, which is however transformed to a cyclic convolution [99]. Figure 3.2 

shows the inclusion of cyclic prefix in the symbol. 

 

Figure 3.2: Addition of cyclic prefix to an OFDM signal. 

 

The new length of OFDM symbol after adding cyclic prefix is represented as TN 

= TCP + TIFFT, where TN is the total length of OFDM symbol time, TCP is the length 

of guard interval in sample time, TIFFT is the useful data duration of IFFT for OFDM 

signal. Cyclic prefix protects the transmitted OFDM symbol against inter-symbol 

interference. OFDM data symbols travel on propagation paths are received at 

different times.  The multipath delay spread effect caused by an obstacle in the 

propagation environment influences some of the OFDM symbols to arrive later 

than others. This effect, however, results in ISI. The cyclic prefix keeps the 
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symbol clean to arrive at the receiver without changes by adding TCP to the 

transmitted signal [99].  

 

3.2.7 Spectral Efficiency 

Spectral efficiency is another name for bandwidth efficiency or spectrum 

efficiency. It refers to the amount of information that is able to be delivered per a 

given bandwidth in a particular communication system. It measures the 

information symbol in bits/s/Hz. Spectral efficiency determines the performance 

of a radio communication system. The higher the spectral efficiency, the excellent 

quality of service can be achieved for the subcarrier system. One of the ways 

spectral efficiency can decline in the OFDM system is by the used of cyclic prefix 

[100, 101]. The cyclic prefix is added to each OFDM symbol in the subcarrier for 

accurate inter-symbol interference reduction.  

 

Like discussed previously, it was stated that for the cyclic prefix to be active in 

eliminating the inter-symbol interference, the cyclic prefix will have the same 

length or more than the maximum delay spread of the OFDM channel. However, 

the spectral efficiency in the OFDM system is higher than in the FDM system. If 

m is the number of OFDM carriers, while g is added as a cyclic prefix, then the 

spectral efficiency can be summarised as 
gm

m


. For a given OFDM that is band-

limited, bandwidth (BW) is frequency spacing between the upper and lower 

channel index written as:  
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Where ±Ni/2 stands for the upper and lower bound of the channel index, while Δf 

is the frequency spacing in the OFDM channel. The frequency spacing (Δf) can 

be rewritten as 1/TIFFT, where TIFFT stands for the useful duration of OFDM symbol 

[100, 101]. In this case, the spectral efficiency in relation to bits rate per given 

bandwidth can be expanded in this form as: 
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Where N=RbTIFFT and Rb is the data bit rate in bits/s. Assuming that the OFDM 

system adopts a 16-QAM mapping technique to modulate the overall number of 

bits for N sub-channels are presented in [100] as: 

 mNN i 2log  (3.5) 

 Hence, a total number of sub-carriers in the OFDM symbol (Ni) can be written 

as: 
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Substituting equation (3.6) into (3.4) can re-illustrate the spectral efficiency to be 

written as: 
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Adding cyclic prefix (Tcp) to the OFDM symbol guarantees prevention against ISI 

and to lengthen the size of the OFDM symbol shown in Figure 3.1 which is 

expressed as:  

IFFTCPN TTT   (3.8) 

Where TN is the overall OFDM symbol time, with an added cyclic prefix, while TCP 

is cyclic prefix which is assumed to be slower than the poorest delay spread. To 

express spectral efficiency in terms of Δf and TIFFT, we can recall equation (3.4) 

to give: 
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By adding a cyclic prefix, the overall OFDM symbol shown in equation (3.8), TN 

can be achieved when substituting TIFFT in equation (3.9) is expressed as: 
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Equation (3.10) illustrates the spectral efficiency of the overall OFDM symbol time 

when a cyclic prefix is added. However, including the prefix in the OFDM symbol 

to overcome inter-symbol interference has at the same time reduced the spectral 

efficiency. It is obvious that adopting a mapping scheme for the OFDM system 

depends on the size of the cyclic prefix. Application of more complex mapping 

scheme like the 16-QAM, 64-QAM, 256-QAM, results to the trade-off between 

the spectral efficiency and channel robustness against delay spread. The higher 
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the mapping scheme the higher the spectral efficiency. The bit-error-rate 

performance analysis will be poor and there will be a reduction in transmit power 

[101].  

 

3.3 Orthogonality of Multicarrier in OFDM System 

OFDM systems are spectrally efficient such that the signals are inherently 

orthogonal. Signals are mutually independent when they are orthogonal. The 

orthogonal system allows perfect multi-data transmission over a common carrier, 

without interference. Absence of orthogonality in a system causes distortion 

between the information data which can result in loss of communication [102, 

103]. 

 

OFDM systems achieve orthogonality when a set of functions synchronize with 

each other such that the sth basic function of the transmitter (ѱs(t)) match with the 

rth function of the receiver (ѱr(t)). Hence, the set of functional carriers are 

orthogonal to each other if they equal the conditions in equation (3.11) which is 

expressed as: 
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The first case expresses that the two functions are orthogonal by satisfying the 

condition  
y

x
rs dttt 0)()(  . And if the two sets of functions lose their 

orthogonality such that the sth basic functions of the transmitter (ѱs(t)) mismatch 

the rth functions of the receiver (ѱr(t)), distortion occurs in the channel and results 
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to inter-channel interference. The OFDM set of transmitted carriers are defined 

as: 
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Where n = 0, 1, 2, …, N-1. While the OFDM received carriers are defined as: 
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Hence, the two sets of carriers are orthogonal to each other by setting condition 

expressed as: 

rorsnfor

edttt
y

x

dt
tN

n
rsiy

x
rs



  
 )(2

)()(



 

(3.14) 

There is a correlation between a transmitted or received a set of carriers. If sth 

function matches with rth function, then the two are orthogonal as expanded in 

(3.15) and (3.16):  
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Hence, 
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Finally, this has shown that every two carriers are orthogonal to each other until 

they prove otherwise. Inter-channel interference is no longer existing when two 

carriers are in the orthogonal state [103]. Hence, this can be used in OFDM signal 

mathematical expression.   

 

3.4  Mathematical Description of an OFDM System 

This part of the work presents a mathematical definition of the OFDM system. It 

is imperative to see how the OFDM signal can be transmitted and received in a 

transmission system. This allows us to understand the mathematical 

presentation, the operational function of each individual system and the effects 

of imperfections in the communication channel. The OFDM signal is transmitted 

in the frequency domain with a vast number of sub-carriers, closely spaced to 

one another. Fast Fourier Transform (FFT) is used as a modern digital 

communication and signal processing technique to substitute a large number of 

space and energy consuming components in the transceiver system. 

 

The OFDM is a multicarrier structure which each narrowband carrier is modulated 

side-by-side in parallel with other narrowband carriers [2, 86, 90]. From the above 

expression which stated that {ѱp(t)} is the OFDM orthogonal signal set. An OFDM 

signal based on this arrangement can be expressed as: 
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ѱp(t) = ei2πfpt is also expressed as the sub-carrier in the equivalent baseband signal 

of the OFDM system. 
T

p
ff p  0

, fp is the Pth sub-carrier frequency, equally 

spaced by .0,1.....,,3,2,1,
1

TtNp
T

f  T is the OFDM symbol duration 
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and xk, p is the data transmitted on the pth of the kth symbol. Hence, the signal can 

be expanded as: 
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The OFDM symbol is represented as: 
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K is assumed to be 0, while up is the pth complex baseband symbol of the 

frequency domain. However, for multicarrier equivalent using Inverse Discrete 

Fourier Transform (IDFT) where a single carrier of the OFDM signal can be 

expressed as: 
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In the OFDM signal, there is a number of N carriers, Zc is the amplitude, while φ 

is the phase of the single carrier. The total OFDM complex signal can be 

described as: 
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Where fp = fi + pΔf. Zp(t), φp(t) and fp represent the amplitude, phase and a carrier 

frequency of the pth carrier. The OFDM complex waveform is a continuous signal. 

If the waveform of each component of the signal is taken into account over one 

period of OFDM symbol, the signal sampled at the sampling frequency 








t

1
, Zp(t) 

and φp(t) come to be Zp and φp. 
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Hence, the sampled signal can be described as: 
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 At this point, the signal has been sampled to N samples by means of sampling 

frequency 





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t

1
. It is worthy to take into account how much time is required to 

analyse the signal to a specific number of N samples. If we now assume fi = 0, 

equation (3.24) can be simplified and the signal is given as:  
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If equation (3.25) is now compared with the IFFT which can be described as the 

following: 
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The functions Zp, ej and φp in equation (3.25) are the sampled representation of 

the signal in the frequency domain. While Ss(kΔt) represents the time domain 

signal. Hence, the time and frequency domain are the same if the condition is 

satisfied when: 
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Where the OFDM signal consists of Ss(kΔt) as the time domain signal, 

 pi fkfi

peZ
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 is the frequency domain signal, NΔt  is the symbol duration in each 

sub-channel and Δf is the spacing in each sub-channel, respectively. It has 
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proven that IDFT can generate an OFDM signal. Therefore, the OFDM signal can 

be described by a Fourier Transform.  

 

3.5 Advantages and Disadvantages of OFDM System 

Like any other technology, OFDM consists of advantages and disadvantages in 

wireless communication applications. These are itemised as follows: 

 

Advantages 

 Spectral efficiency is achieved through maintaining orthogonality between 

the subcarriers for easy symbol detection and separation at the receiver. 

 The application of cyclic prefix is to prevent the unwanted signal in the 

channel such as inter-symbol interference, inter-carrier interference and 

inter-frequency interference. 

 Provides more throughput. 

 Solves the problem of design complexity by getting rid of oscillators and 

replaced with DFT. 

 Interleaving and channel coding can be used in OFDM to recover a lost 

symbol caused by frequency selectivity of a channel. 

 Simpler channel equalization due to frequency domain signal 

representations. 

 Possible application of maximum likelihood decoding (MLD) 

 Using IFFT/FFT techniques to easily and efficiently modulate/demodulate 

functionalities. 

 OFDM has less sensitivity to sample timing offset than the FDM system. 

 Immunity against impulsive parasitic noise and co-channel interference. 
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 Can be used for high-speed multimedia applications with the cost of 

service. 

 

Disadvantages 

 High peak to average power ratio due to large dynamic amplitude noise, 

reducing power amplifier efficiency and affecting the performance. 

 OFDM is highly sensitive to carrier frequency offset and drift than FDM 

due to DFT leakages. 

 In OFDM, the cyclic prefix is added to effect inter-symbol interference, at 

the same time a proportion of available bandwidth is wasted.  

 Some part of transmit power is allocated to drive the cyclic prefix, such 

that the OFDM actual transmit power will drastically reduce. 

 Addition of cyclic prefix increases the length of the normal symbol. This 

process increases the computational time.  

 There is an increase in noise overhead. 

 

3.6 The Effect of Nonlinear Power Amplifier Distortion and PAPR in 

Modulated Signal  

Wireless communication systems that adapt OFDM technique suffers signal 

distortion by nonlinear devices such as nonlinear power amplifier. When an 

OFDM signal is passed through a nonlinear power amplifier device, imperfection 

occurs, resulting in spectral spreading and in-band noise. For an OFDM signal 

with sub-channels of multiple carriers, peak to average power can be as large as 

possible when compared with a single carrier system. The back-off position of the 

power amplifier is influenced by the crest factor. This, however, causes the 

reduction of power amplifier efficiency. There are several methods used in 
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reducing the OFDM signal high peak power caused by the nonlinear device [104-

107]. In this work, a few of these approaches proposed in the literature are 

discussed as follows:  

 

3.6.1 Active Constellation Extension 

Active constellation extension is one of the PAPR reduction approaches that can 

be used in the OFDM system. Signal constellation is put into account based on 

the formation of any two or more constellation points. To extend signal 

constellation, minimum distance will not, in any case, be decreased. Reason for 

that is to avoid symbol moving more freely, except the space on the direction 

assign. This approach has its own advantage that the receiver decision region 

cannot be altered and coded side information remains not transported. This 

results in lossless throughput [108-111]. 

 

3.6.2 Tone Reservation 

In tone reservation approach, numerous subcarriers with different orthogonality 

have been implemented. It is used in implementing the IEEE 802.16e standard. 

The subcarriers generate peak reduction signal for data transmission usage and 

few are kept for reduction purpose. The reserved subcarriers are used for anti-

peak signals with the subcarriers orthogonal to each other exist no element of 

disturbance from the generated signal. The reserved tone generation signal only 

reduces the useful data rate without causing in-bound distortion or disturbing the 

data-carrying tones. Tone reservation technique experience some drawbacks. It 

losses spectral efficiency due to tone reservation and also reduces the BER 

performance due to the increase in the average energy per bit [112]. 
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3.6.3 Clipping 

Clipping is one of the simplest approaches used in high peak-to-average power 

ratio reduction. In this approach, peak amplitudes are simply reduced by clipping 

OFDM signal at the underline threshold. The signal is clipped at the output of the 

IFFT operation without sampling. This causes re-growth of the signal peak after 

interpolation. In order not to avoid re-growth, filtering is used to eliminate out-of-

bound term of the signal peaks. The filters also cause distortion due to the 

complexity of the system. Peak window scheme can be an alternative of filtering 

to minimize the out-of-bound distortion using narrowband windows. Reducing the 

distortion increases performance in the system [113, 114].   

 

3.7 OFDM System Modelling: Linear versus Nonlinear RFPAs and the 

Experimental Results 

This model used an OFDM signal transmission over linear and nonlinear RF 

power amplifiers to determine the performance effect of each level of 

transmission with and without applying the amplifiers. The linear system 

represents the proposed balanced RF power amplifier and the nonlinear system 

represents class F RF power amplifier respectively. In the model, the OFDM 

transceiver system is furnished with functional devices and characteristics in 

different stages to sharpen the baseband signal. These include 128 number of 

OFDM subcarriers, a 25% cyclic prefix is used in the OFDM blocks to prevent 

inter symbol interference due to channel delay in the multipath transmission. A 

fast fading channel is used at 800 MHz carrier frequency with over 4 x 104 

symbols at 20 kHz bandwidth per sub-carrier.  
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The OFDM subcarrier data was generated from the baseband and forwarded to 

the preferred modulation scheme where the serial data stream was mapped into 

binary form. The data was reshaped through the serial to parallel conversion. The 

IFFT was added to convert the subcarrier data from the frequency domain to 

corresponding discrete samples in the time domain. The data was converted back 

to serial after adding the prefix. The data passed through the RF power amplifier 

after the analogue to digital conversion. The level of signal distortion is based on 

the amplifier added to the OFDM system.  The AWGN was added to the channel 

as illustrated in Figure 3.1.  

 

Figure 3.3: SER performance of the OFDM transceiver using QPSK. 

 

At the OFDM receiver side, the signal was received by the low noise amplifier 

before down-conversion and analogue-digital signal conversion. The signal was 

reshaped through serial to parallel conversion, the cyclic prefix was removed, and 
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FFT was performed to generate frequency domain OFDM waveforms. To perform 

channel equalization and reshaping of the signal, parallel to serial conversion was 

performed. The data stream was mapped using different modulations and BER 

was computed for various systems of amplification. 

 

Figure 3.3 has shown the OFDM system is simulation demonstrating the 

performance in terms of symbol error rate (SER) versus signal to noise ratio 

(SNR) in the presence of linear and nonlinear RFPA signal distortion. It can be 

seen that various systems for amplification play important role in SER 

performance in the OFDM transceiver system. Hence, in designing the OFDM 

system, the RF front end level of distortion must be controlled, otherwise, 

linearization is required to give adequate recovery at the receiver. The figure of 

the SER performance versus energy per symbol to noise density result has 

demonstrated various scenarios where the devices do not perform similarly. It 

can be seen that the OFDM system outperformed better than with the RF power 

amplifier. However, in the case of RFPAs, the linear RF power amplifier which is 

the proposed balanced RFPA is slightly better at the beginning in terms of SER 

performance. While increasing the energy per symbol to noise density, the 

nonlinear RF power amplifier which is the class F RFPA continued to bridge the 

gap and the performance of each system improves. We can presume that both 

amplifiers have been affected by the distortion. In this effect, a predistorter is 

required to linearize the nonlinear behaviour of the amplifiers.  
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Figure 3.4: SER performance of the OFDM transceiver with QPSK, 16-QAM, 
64-QAM and 128-QAM modulations. 

 

The OFDM system is also used in simulating different M-ary modulation 

techniques such as QPSK, 16-QAM, 64-QAM and 128-QAM. The SER 

performance results of the different modulations is shown in figure 3.4. It can be 

noticed from the figure that the same scenario has been used which is the OFDM 

original signal, the balanced and the class F RFPAs simulated in without any 

means of distortion cancelation. It is also noticed that in the lower the modulation, 

the lower the SNR and the better performance. The best performance was 

achieved by QPSK which is the first modulation in the figure. The regular 

saturation level 1 was maintained for the simulation to observe the distortion 

signal of each device in use.  Increase in the modulation reduces the strength of 

the signals and affect the SNR. In this case, the modulation level changes from 

QPSK level to a more higher-level modulation such as 16-QAM, 64-QAM and 

128-QAM. 
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(a) 

 

(b) 
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(c) 

 

(d) 

Figure 3.5: SER performance of the OFDM transceiver using QPSK, 16-QAM, 
64-QAM and 128-QAM. (a) Saturation level 2. (b) Saturation level 3.  

(c) Saturation level 4. (d) Saturation level 5.  
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This work also compares the performance of different OFDM modulation 

techniques in terms of SER. Similarly, the OFDM system was simulated with 

different level of saturation to suppress the distortion of the amplifiers as shown 

in figure 3.5. The figure prior to this has shown the SER performance of different 

modulation techniques with a single saturation level. Furthermore, saturation 

level has been increased to 2, 3, 4 and 5 dBm as illustrated in Figure 3.5 (a), (b), 

(c) and (d). It is clearly seen that increasing the level of saturation sharpen the 

signal to significant accuracy. That is to say the more saturation in the OFDM 

system, the more signal pass through high power amplifiers with insignificants or 

no distortion. In addition, this results in better SER performance which also boosts 

the system efficiency. Likewise, decreasing the saturation level appreciate the 

probability of signal amplitude distortion resulting in poor SER performance. 

However, the simulation was maintained using the proposed linear balanced 

power amplifier and the nonlinear class F power amplifier. The simulation results 

confirm that using saturation level 5 yield better performance when compared to 

a lower saturation level for all the class of devices applied. 

 

3.8 The New OFDM Modulation Techniques and Based Waveforms 

OFDM has been considered the most successive multicarrier modulation and has 

many advantages. However, it cannot provide all of the anticipated advantages 

and demanding answers. A new adaptive OFDM modulation based techniques 

and waveforms have been found. Although, these modulations are from OFDM 

family with high data rate and multicarrier capability. These are considered as the 

candidate modulations and waveforms for 5G. As a result of the high-

performance expectation towards the 5G modulations, the features of new 

generation OFDM candidate modulation techniques can be complemented with 
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higher spectral efficiency, lower complexity, asynchronous multiplexing ability, 

lower out of band emissions and lower power consumption. As a potential 

candidate for 5G systems, these challenges must be taken into account. And to 

succeed in achieving the potential features in 5G modulation techniques and 

waveforms, the requirement to be met include throughput, coverage, latency, 

reliability, reduce overhead signalling, support energy efficiency, multi-service 

support, flexibility for the use of the wide range of frequencies and multi-service 

support. Hence, some of the new modulation techniques that have demonstrated 

an interest in 5G are chosen due to the resilience and important advantages are 

to be discussed in details [115, 116].  

 

3.8.1 Frequency Quadrature Amplitude Modulation (FQAM) 

The frequency quadrature amplitude modulation known as FQAM is one of the 

new modern modulation techniques that are main candidates for 5G applications. 

FQAM is considered to be a great potential candidate in-terms of improving the 

transmission rates for cell-edge users [117-119]. It consists of frequency shift 

keying (FSK) and quadrature amplitude modulation (QAM) to attain the significant 

advantage of reducing inter-channel interference (ICI) in the network. The 

amalgamation of FSK and QAM result in high power and bandwidth efficiency in 

FQAM modulation which also has demonstrated a significant performance in 

terms of gain, particularly for the cell edge users.  

 

The idea of FQAM operation is that during each transmission period, a frequency 

component is activated in order to transmit the QAM symbol.  The data is 

transported both by the active frequency component index and QAM symbol 

[118]. The statistical distribution of the FQAM inter-cell interference for the cell 
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edge user and other possible applications is likely to be non-Gaussian. The 

Gaussian distribution of the worst-case additive noise depends on the channel 

capacity. Increase in channel capacity by the FQAM technique makes the inter-

cell interference non-Gaussian. The FQAM activates only small numbers of 

subcarriers to improve energy efficiency with low PAPR [120]. In addition, using 

FQAM in the downlink of OFDMA can deviate the distribution of ICI from the 

Gaussian distribution and produce a superior performance better than QAM [121, 

122]. 

 

Figure 3.6: The 16-ary FQAM signal constellation that is a combination of 4-ary 
FSK and 4-ary QAM. 

 

The signal constellation has shown FQAM symbols which are formed through a 

combination of frequency shift keying (FSK) and QAM modulation. It is well cited 

from [117] that the transmitted FQAM symbols as a result of Mf-ary bits and Mq-

ary bits are mapped using grey mapping to form one FQAM symbol. The Mf-ary 

bits represents the frequency index and Mq-ary bits is the QAM index. Figure 3.6 
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shows the FQAM signal constellation, where the symbol carries N = log2M 

information bits by choosing an active frequency tone among the FSK modulation 

bits and mapping the tone with an Mq-ary QAM signal constellation. 

Consequently, the resulting FQAM modulation order is given as M = MfMq [117, 

118, 121, 123]. 

 

The FQAM works with single and multicarrier applications such as the 

generalized space and frequency (GSF), Spatial Modulation (SM), generalized 

Orthogonal Frequency Division Multiplexing (G-OFDM) Index Modulation (IM), 

etc. For instance, when FQAM is used with the multi-carrier application such as 

OFDM, the same QAM-OFDM transceiver structure as shown in Figure 3.7 can 

be adopted. The figure demonstrates an FQAM-OFDM transceiver block diagram 

with turbo code at the baseband, FQAM modulation at the transmitter and the 

log-likelihood (LLR) at the receiver side respectively [117, 118, 121].  

 

Figure 3.7: An FQAM-OFDM Advanced level structure. 
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The FQAM-OFDM transceiver as shown in the figure is similar to the QAM system 

where the features and operational process are nearly performed in the same 

manner. The FQAM-OFDM sequence of transmission bits are modulated as 

symbols and also processed with the use of IFFT. The cyclic prefix is added after 

IFFT to produce and transmit an OFDM symbol through the HPA to the channel. 

The symbols are transmitted through the fading channels between the base 

station and the mobile station. Noise and interference are added in AWGN of the 

OFDM channel. Consequently, the cyclic prefix is removed and FFT is performed 

at the receiver side. Instead of the QAM demodulation, a soft decoding metric 

called Log Likelihood is added with a subsequent turbo decoder to detect and de-

interleave the receiver bits [118, 119].  

 

 In the LLR computation, the FQAM computation depends on the transmitted 

symbols. When the FQAM symbol is transmitted and is interfered by the base 

stations (BSs), it presented a complex generalised Gaussian (CGG) distribution 

at the edge of the cell. This creates a difference in LLR computation for the FQAM 

detector due to the distribution of combined ICI. While for QAM, the ICI presented 

a normal Gaussian distribution in the detector. This means that using FQAM 

increases the user speed rate located specifically at the cell-edge when 

compared with QAM modulation. For instance, a 3-cell structure is used as a 

frame error rate (FER) of 0.01, the rate at which the speed of cell-edge user 

improves approximately from 4-ary to 32-ary FQAM.  

 

3.8.2 Filter Bank Multicarrier Based Modulation (FBMC) 

This is a pulse shaping based modulation scheme used as one of the key 

candidates for the future 5G air interface. Filter bank multicarrier modulation 
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(FBMC) is a multicarrier transmission modulation technique with filter bank for 

each transmitted signal where the individual subcarrier receives efficient pulse 

shaping. FBMC, as it is called, is an enabling technology that can exhibit excellent 

spectrum shape, improves mobility and increase the spectral efficiency. The bank 

of filters used is band pass filters to separate the input signal to a multiple sub-

carrier with each one carrying a single frequency sub-band of the baseband 

signal.  

 

To meet the spectrum mask requirement, the pulse shaping filter adopted 

localises frequency and time traits to reduce the overhead of the guard band, 

needed to fit in the spectrum bandwidth. The frequency and time filter localization 

improves significantly the performance level as well as the structure of the 

system. FBMC is designed carefully to improve robustness against channel 

impairment. This makes it meet the 5G requirement and constraints imposed by 

numerous setups. The benefits of using FBMC are realized by increasing the 

number of prototype filters, expanding the pulse and symbol duration above K 

symbol intervals. This process is done in the time domain which results to pulse 

overlapped with duration KT in a specific T symbol intervals. FBMC comprises of 

Inverse Discrete Fourier Transform (IDFT) at the transmit side, Discrete Fourier 

Transform (DFT) at the receive side, synthesis and analysis poly-phase filter 

banks [119, 120, 124, 125].  

 

There are numerous determining factors that sharpen FBMC modulation to be 

more effective in 5G applications. Several effective approaches have been 

proposed in the literature to achieve significant spectral efficiency.  The FBMC 

considers alternative methods such as off-QAM, frequency spread (FS) and time-
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frequency packed signalling (TFS) to reduce the frequency side lobes, reduce 

latency, increase robustness against channel impairment, improve robustness 

against timing offset, improve robustness against multipath impairment, etc. As a 

vibrant filtered modulation, FBMC has originally been proposed in [126], also 

called OFDM/OQAM in [127] and staggered modulated multi-tone (SMT) in [128]. 

FBMC adopted OQAM to provide optimum spectral efficiency and low access 

bandwidth without even using the cyclic prefix.  
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Figure 3.8: An advanced level block diagram of proposed FBMC-PPN 
transceiver system. 

 

However, OFDM/OQAM is known with poor performance in high mobility 

situation, have burst transmission overhead, and capability constraint in all kinds 

of Multiple Input Multiple Output (MIMO) systems [129]. In that regard, [130] 

proposed QAM-FBMC approach to convey the QAM symbols for higher spectral 

efficiency without increasing complexity in signal processing. It is also capable of 

eliminating any inherent interference, implement channel estimation and easy to 
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adopt a massive MIMO system. It adapts different prototype filters for even and 

odd to uphold complex domain orthogonality [117, 118, 120, 127, 130].  

 

Figure 3.8 has shown a block diagram of a multicarrier filter bank based 

modulation system (FBMC) with a few fundamental components of OFDM. The 

FBMC configuration is consist of synthesis filter bank (SFB) at the transmitter 

side and analysis filter bank (AFB) at the receiver side. The filter banks on the 

respective synthesis and analysis side contain an array of filters that process the 

input signal for the equivalent output signal.  
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Figure 3.9: FBMC trans-multiplexing configuration diagram. 

 

If the input of the filters is correlated together, the system is considered as an 

analogue type which can be measured as an analyser to the input signal based 

on the characteristics of each filter. At the baseband of the transmitter, an S/P 

block is used to convert the input signal from serial to parallel form. The signal 
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will pass through synthesis filter bank (SFB) and then convert again from parallel 

to serial form before the signal is transmitted to the channel. After reception from 

the channel, the signal is converted from serial to parallel form, then passed 

through analysis filter bank (AFB) and finally converting the signal from parallel 

to serial form. However, the synthesis-analysis which is called the trans-

multiplexer can be explained in details by using the operating principle [124, 125].     

 

Figure 3.9 has presented the trans-multiplexing configuration as the core of the 

FBMC system. The figure consists of the QAM to OQAM processing block and 

synthesis filter bank block in the transmitting system, while analysis filter bank 

and OQAM to QAM in the receiving system. The FBMC system orthogonality is 

needed for only adjacent sub channels, not for all the subcarriers. Hence, OQAM 

modulation exploits the full channel bandwidth where full capacity can be 

achieved.  The symbols passed through complex to the real conversion process. 

The real and imaginary parts of a complex data symbol are transmitted 

separately, as the imaginary part of the data suffers delay by half period the 

symbol. The most significant components in this system are the synthesis and 

the analysis filter banks. The OQAM modulated signal will pass through the IFFT 

block and multiply by the FBMC filters which takes the form of an SFB at the 

transmitter and at the receive the signal passed through the AFB. In the 

multicarrier system, FBMC filters each modulated signal within the subcarrier. 

The prototype filter is the root for the other subcarrier filters and also used for the 

zero frequency carrier. The filters are considered by the overlapping factor (K) 

which is the number of multicarrier symbols that are overlapped in the time 

domain. The prototype filter order can be selected to be 3, 5 or 7 when filter order 
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equal to as 2×K-1 where K can be 2, 3, or 4 based on PHYDYAS project [129, 

131].  

 

Frequency spreading is useful to the current FBMC implementation. It adopts an 

M*K length of IFFT with symbols overlapped with a delay of M/2, where M is the 

number of subcarriers. The QAM-FBMC system which transmits the QAM 

symbols help to achieve fundamental spectral efficiency enhancement while 

ensuring low signal processing complexity and simplifying the compatibility with 

the OFDM system [131]. The signal processing for FBMC transceiver system was 

performed and the response plotting power spectral density to highlight the low 

out-of-band leakage [131]. 

 

 

Figure 3.10: The PSD of FBMC in the different overlapped symbol for the 
different out-of-band omission. 
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FBMC modulation with corresponding parameters has been reviewed using the 

fully occupied band. Figure 3.10 has shown the plotted power spectral density 

(PSD) overall subcarriers FBMC in different overlapped symbols while increasing 

the modulation. FBMC has lower side lobes. The filtered spectrum enjoys a 

reduction of side lobes and smaller guard bands to minimise out-of-band 

emission in the FBMC system. This ensures greater exploitation of the allocated 

spectrum, increasing the number of subcarriers and improving the spectral 

efficiency [131].  

 

3.8.3 Universal Filtered Multicarrier Based Modulation (UFMC) 

UFMC is a multiple filter multicarrier modulation technique which is widely 

accepted by 5G applications such as Wi-Fi and LTE. Among several advantages 

of UFMC to these communication systems is that its efficiency application is 

robust to channel delay and single-tap frequency domain equalization. Its cost-

effectiveness is quite clear such that spectral efficiency improves due to lower 

side lobes and moderate synchronization requirements [132]. These are some of 

the requirements in new modulations technique such as the UFMC being 

considered for 5G applications. The filters of subcarriers modulations such as 

UFMC-OFDM and T-OFDM are new 5G-OFDM communication applications. Like 

the UFMC which has blocks of filters as subcarriers.  

 

Each subcarrier consists of sub-band to remove out-of-band emission as shown 

in Figure 3.11. Furthermore, UFMC uses several frame structure and the 

numerical calculation at each operating sub-band for adjustable and wider 

bandwidth. These can allow adaptive deployment and link types. To allow extra 
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protection on delay spread, UFMC allows adaptation of zero tail Discrete Fourier 

Transform (DFT) spreading to a specific sub-band [119, 133, 134].   

 

Figure 3.11: The proposed UFMC-OFDM transceiver system-level structure. 

 

Figure 3.11 shows a proposed UFMC-OFDM transceiver system with blocks of 

subcarriers. The UFMC is considered as a generalised OFDM and FBMC multi-

filters modulation system. This means that the whole band is filtered in OFDM 

filter and every subcarrier is filtered in FBMC filter, while the collection of sub-

bands are filtered in UFMC. The grouping of subcarrier decreases the length of 

the filter. In addition to UFMC advantage, it is compatible with existing MIMO 

schemes due to a sustainable relationship with QAM to keep the complex 

orthogonality.  

 

As depicted in the figure above, the whole sub-carrier band (N) is divided into 

several sub-bands. Each sub-band contain a specific number of sub-carriers in 
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which not all sub-bands will be used at once or for a given transmission. An N 

IFFT is allocated to each sub-band with zeros for the yet allocated carriers. The 

filter length L filtered each sub-band and the results from each sub-band. The 

IFFT converts the frequency domain sub-band signal into the time domain signal. 

After IFFT operation in each sub-band, FIR filter with length L is used to filter the 

output signal. The filtering is performed to improve robustness against out-of-

band spectral emission. The summed up all filtered sub-band signals are now 

transmitted at the output of the UFMC transmit system [133, 135-137].   

 

Figure 3.12: The UFMC-OFDM transceiver system-level structure. 

 

Figure 3.12 shows the power spectral density versus normalised frequency of 

UFMC-OFDM transceiver system. The figure presented the simulation result of 

UFMC-OFDM different system characteristics for the number of sub-bands, a 

number of subcarriers in a sub-band, length of the filter used, attenuation on the 

side-lobes and signal-noise-ratio. As highlighted in the figure, the PSD consists 
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of 20 sub-band with 20 sub-carriers each in UFMC and 400 subcarriers 

equivalent in OFDM system. This result has shown how UFMC is considered to 

have an advantage over other modulations by providing excellent spectral 

efficiency. The spectral efficiency improves due to lower side-lobes of the UFMC 

modulation and utilization of the allocated spectrum. UFMC also illustrates a 

better PAPR than other schemes. As you can see, an increase in sub-band 

increases system complexity, sub-carriers and reduces the side lobe levels. What 

makes UFMC more attractive compared to other schemes is the reduction of filter 

length and the guards between the sub-bands by the sub-band filtering. It 

overcomes the ICI problem and improves the performance of the system by using 

the filtering operation to the subcarriers which also reduces the out-of-band effect. 

It results in excellent ICI robustness and better suitability for fragmented spectrum 

operation compared to OFDM. UFMC outperforms in both perfect and non-

perfect frequency synchronization between the transmitter and receiver [138].  

 

3.8.4 Other Modulation Techniques 

There are other 5G modulation candidates we need to discuss in addition to the 

previous once which are also part of pulse shaping, sub-band filtering and other 

techniques that can help to suppress the out-of-band leakages. They are included 

among modulation techniques with respective advantages and meet the pre-

requisite under the context of 5G networks. These modulation techniques are 

briefly discussed in order to have a performance comparison of different 

modulations. Among the pulse shaping (subcarrier based filtering) based 

modulations are the generalised frequency division multiplexing (GFDM). GFDM 

is one of the pulse shaping modulations that can reduce the effect of out-of-band 

leakages. Like the FBMC, the waveform is non-orthogonal in frequency and time 
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domain to produce high spectral efficiency. GFDM is a combination of single 

carrier frequency division multiplexing (SC-FDM) and orthogonal frequency 

division multiplexing (OFDM). To perform pulse shaping, unlike FBMC that uses 

the linear filter, the unique features of GFDM adopts circular shift filters to reduce 

the OOB leakages even without orthogonality. The circular shift filter adopted 

GFDM is suitable for sporadic transmission which allows compatibility with MIMO 

systems [139-141]. Other modulations based on pulse shaping has been 

proposed for 5G networks such as pulse-shaped OFDM and QAM-OFDM. For 

other modulations from sub-band filtering family are proposed and considered to 

be flexible in the frequency multiplexing and can be used in different applications 

with different parameters. In the following, the modulations to be introduced 

include filtered-OFDM having a cyclic prefix with same transmitter structure as 

UFMC, the windowed-OFDM with time-domain non-rectangular pulses to flatten 

the alteration at the edge of the symbol for OOB leakage reduction. The unique 

word-OFDM also replace the CP-OFDM to provide extra training to increase 

channel accuracy and synchronization [119, 133]. Another modulation technique 

suitable for 5G networks is Amplitude and Phase Shift Keying technique (APSK). 

It is the combination of Amplitude Shift Keying (ASK) and Phase Shift Keying 

(PSK) which makes it similar to QAM. It has a constellation that is more of the co-

centric ring in the amplitude distribution nearly similar to Gaussian capacity than 

the QAM.  To improve the channel capacity close to Shannon’s capacity, a new 

constellation with channel coding in advanced demodulation algorithms can be 

developed. In fact, when the constellation appreciates to infinity, APSK can be 

similar channel capacity to that of Gaussian, while for conventional QAM 

constellation is estimated to 1.56 dB less Gaussian capacity [119, 133]. However, 

there are several proposed algorithms to improve channel capacity of APSK 
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constellation. Another high spectrally efficient modulation family that is 

considered to be extremely beneficial to the 5G network studied in the literature 

is the Unitary-space time modulation (USTM) technique. This type of modulation 

has been proposed for massive MIMO applications which can produce high 

throughput without using the channel state information (CSI) in any stage of the 

transceiver system. Algorithms have been proposed base on Differential USTM 

which generalised the Differential Phase Shift Keying (DPSK) to increase the 

transmit antennas. The DUSTM can produce very small Bit-Error-Rate (BER) and 

moderate signal to noise ratio (SNR) of less than 0 dB. And lastly, another 

interesting technology is the spatial modulation (SM) technique proposed as one 

of the potentials for 5G services. The SM is where only one antenna is active at 

each transmission time and the antenna indices are used to transmit the 

information. This modulation can reduce the inter channel interference, simplifies 

synchronization between antennas and reduce complexity on radio chain design 

as well. Other modulation techniques such as the Orthogonal Time-Frequency 

and Space (OTFS) and Wave Modulation (WAM) techniques are also reported to 

be among the highly important modulations for 5G applications in terms of 

improving the throughput and reducing the OOB leakages [119, 133]. These 

modulation techniques will be further analysed or compared with other 

modulation techniques in future work.   

   

3.9  Summarized Conclusions 

OFDM has been described in this work. It features, functionality, advantages and 

disadvantages, the effect of PAPR and reduction techniques were presented.  

This also presented the influence and importance of high data rate in the 

communication system. In addition, the effect and avoidance of ISI in the channel 
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have been discussed. The application of IFFT and FFT technology provide 

effective modulation and demodulation for easy implementation of OFDM in a 

transceiver system. OFDM has been established to be appropriate multicarrier 

modulation technique to avert multipath distortions and robust in multicarrier 

signalling. It was tested using linear and nonlinear RF power amplifiers over 

different digital modulation systems. The results show that due to RFPA distortion 

in the RF front end, the modulation schemes deteriorate in terms of BER. 

However, the OFDM signalling was affected significantly and ICI reduces the 

performance of an OFDM system. Due to these effects, other modulations are 

developed to harmonise the OFDM for the modern future applications and 

beyond such as the 5G systems. Few of the 5G modulation techniques have been 

discussed such as the FQAM-OFDM, FBMC, UFMC-OFDM, F-OFDM, spatial 

modulation and other candidates for potential 5G applications. Comparative 

analysis was also presented to determine the performance of the 5G modulations 

candidates with OFDM modulation. The study concluded that the 5G modulations 

reduce OBO, increases throughput and offer more spectral efficiency than the 

OFDM modulation.  
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CHAPTER 4 

RF Power Amplifier Modelling 

4.1 Introduction 

Modern wireless transceiver design considers modelling the memory and 

nonlinear effects of the power amplifier and other nonlinear components as 

important factors that require more attention. Intensive research in the modelling 

of nonlinear components has been reported in the literature. However, there is 

no adequate state of the art knowledge respect to power amplifier baseband 

modelling approach for the calculation of the mathematical equation and 

optimization of the predistortion coefficients [31, 142]. These include developing 

a descriptive method of analysing the output signal distortion of the power 

amplifier and the transfer function of it nonlinearities. Modelling evaluates the 

transceiver performance and develop a linearizer suitable for the memory effect 

[31, 142]. There are two general methods according to [142, 143] which power 

amplifier can be model; 

 Physical model: is an approach that requires physical information of the 

device internal composition or by the pragmatic way of observing the input 

as well as the output. In addition, the information on the device inner 

structure has to be specified. The precision increases the accuracy of the 

model as well as the simulation time. However, the drawback of this model 

is the lack of continues information [144-146].  

 Behavioural model: this model is the most effective technique where the 

power amplifier is modelled using a black box. The behavioural model is 

different, where input-output relations of the device will be maintained 

without physical or circuit analysis [147-149]. 
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This chapter will focus more on behavioural modelling methods as an effective 

approach to model nonlinear behaviour and memory effect of a power amplifier 

using a black box. The methods to be presented include memory and 

memoryless modelling methods, which elaborate both the fundamental and 

harmonics frequency model for any extent of nonlinearity in the system.  

 

4.2  Behavioural Modelling 

Behavioural modelling of nonlinear devices known as systematic modelling is 

important in the design of linearization techniques for nonlinear distortion effect 

caused by the nonlinear devices which in effect becomes detrimental to the 

overall performance of the communication system. This implies that behavioural 

modelling can be used for the evaluation of a system using the power amplifier 

characteristics as the model parameters [150]. Like mentioned in the introduction 

above, the power amplifier can be modelled either in circuit diagram method using 

values of the devices or with the help of black-box model where power amplifier 

characteristics are extracted, input-output measured and the system is optimized 

[142, 151].  

 

The power amplifier can be model based on the existence or composition of 

nonlinear distortion in the system. However, various behavioural modelling 

approaches in the existing literature are identified and used for modelling 

nonlinear systems [150]. The most common are classified into three nonlinear 

systems; 

 A memoryless nonlinear system is an instantaneous system where the 

AM-AM conversion function is slowly verified. The memoryless system 

is referred to as the absolute absence of memory effects in the system. 
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This model is developed for band pass nonlinearity model where the 

input consists of finite bandwidth around the modulated signal, while the 

output of the device with the same bandwidth is band-limited by the 

zonal filter [152, 153]. 

 Quasi memoryless nonlinear system: A nonlinear system that is 

determined by AM-AM and AM-PM functions. This means that it has a 

short term memory effect capable of modelling narrowband systems. 

Quasi-memory system use complex polynomials where AM-AM and 

AM/PM of the nonlinear device are measured while takes into account 

of the input-output complex envelope relation [67, 143, 154].   

 Nonlinear memory system: A nonlinear system takes account of long 

term memory effects. The output complex envelope response depends 

on the input complex envelope and the frequency. In another word, the 

output of the device relies on past inputs and the current input of the 

device. The memory effect is originated from the thermal effects of the 

active component as well as the electrical effects from the DC bias 

circuits of the device. Unlike the quasi-memoryless system which takes 

account of short term memory effect and limited to model for the 

narrowband application. This system is a special case of high band 

applications and can model wideband systems such as WCDMA, 

OFDM  and LTE [143, 154].  

 

Behavioural modelling considers memoryless, quasi memoryless and the 

nonlinear memory system model in the literature. However, both the memory and 

memoryless effects are important, especially in the predistortion system. In this 
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chapter, the subsections will present the most common models for both memory 

and memoryless model. 

 

4.2.1 Lookup Table Model 

The look up table (LUT) model is one of the basic behavioural models for 

memoryless AM-AM and AM-PM nonlinearities. AM-AM and AM-PM 

characteristics represent magnitude and phase information for the input and 

output of a device under test. The AM-AM and AM-PM characteristics as a 

complex of the DUT are kept in two LUT [155, 156] and is written as:  

|))((|)()( nvGnvnv iio   (4.1) 

Where vo(n) is the output, vi(n)  is the input, while G(|vi(n)|) is the instantaneous 

complex gain of the DUT. The AM-AM and AM-PM characteristics of the DUT are 

coefficients of the predistorter, derived from the raw measured data using 

polynomial curve fitting or averaging methods [157]. The block diagram of the 

look up table is given in Figure 4.1.  

 

Figure 4.1: Block diagram of the lookup table model. 

 

The general example of lookup table network behaves as a model for the static 

nonlinearity model in two or three-box-based model and digital predistorter which 

will be discussed in the next chapter.  
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4.2.2 Nested Lookup Table Model 

This model is based on a nested lookup table as an extension to the conventional 

memoryless lookup table model. In the case of nested lookup model with added 

memory effects, the DUT estimated output signal is computed with respect to the 

actual input sample, vi(n) and the proceeding samples [142]. The nested look-up-

table output sine wave can be expressed as: 

 
|))((|)()( nvGnvnv iio   (4.2) 

 
Where vo(n)   is the output, vi(n) is the input vector with the M-1 proceeding 

samples, while G(|vi(n)|) stands for the instantaneous complex gain of the DUT. 

The output vector vo(n)  is expressed as: 

 

)](),...,1(),([)( Mnvnvnvnv iiio   (4.3) 

The instantaneous complex gain of the DUT is a function of the actual input 

sample vi(n) and the M-1 as proceeding samples [vi(n), vi(n-1),…, vi(n-M)].The M 

is the memory length of the DUT. KM+1 is the look up table size, and K is the 

number of bins required for the memoryless look-up-table model. 

 

Figure 4.2: Block diagram of nested LUT model. 
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Nested look-up-table model is similar to the conventional look-up-table model, 

the AM-AM and AM-PM characteristics of the DUT have derived a complex gain 

from the raw measured data after accurate time delay alignment. In this case, the 

curve fitting of the measured data has not been used by the model [158].  

 

4.2.3 Volterra Series Model 

Volterra model is the most comprehensive polynomial functional model for 

representing and identifying memory effects of nonlinear systems. The model 

consists of linear convolution of input and a nonlinear power series. Most 

nonlinear analytical models use Volterra analysis to model finite memory of the 

nonlinear systems [31, 158, 159]. In Volterra series analysis, however, the 

frequency is selected based on the finite bandwidth of the linear and nonlinear 

filters in the nonlinear system model. The linear and nonlinear filters in the time 

domain are represented by their impulse response (kernel functions) where the 

kernel represents the memory of the system. This, in turn, is the input-output 

relation of a nonlinear and time-invariant system with fading memory. For the 

time-invariant system, the memory effects of a nonlinear power amplifier can be 

approximated by means of Volterra series approach [160] which is expressed in 

equation (4.4) as:                 
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Where hp(i1,…,ip) is the Volterra series pth order of the Volterra kernel, K is the 

nonlinearity order of the model, and M is the memory length. The Volterra series 

model of a nonlinear system can be defined by using the functional expansion of 

continuous functions: 
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Where Fp(x(t)) is a nonlinear function of the continuous function x(t) and hp(t; 

λ1,…,λp) is the symmetric n-dimensional of Volterra kernel. However, in the 

Volterra series function, the Volterra kernel describes the memory of the system 

with the time interval defined to maintain the input-output relations of the system 

[28, 161, 162]. The Volterra series analysis characterises a generalised approach 

similar to the Taylor series for the analytical function. The number of coefficients 

rises up to an unwanted level when the memory length and the nonlinear order 

increases to a certain level [161].  

 

Figure 4.3: Block diagram of a volterra series model. 

 

Volterra series, has become ineffective for systems with strong nonlinearity due 

to deficiency. Nonlinear systems of these magnitude experience difficulties in 

real-time implementation due to the complexity of the system which can only be 

used for weakly nonlinear systems. There are other special cases of the Volterra 

series such as pruning [159, 163], dynamic reduction deviation and Wiener-Bose 

model [164] which have high real-time implementation capability and at the same 

time simplify the original Volterra approach. Although these techniques are not 
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complex as Volterra series, they require a large number of parameters and time 

for estimation [165]. Figure 4.3 illustrates the Volterra model for weakly nonlinear 

power amplifier device. 

 

4.2.4  Memory Polynomial Model 

The memory polynomial model is one of the promising model, widely used for 

memory effects behavioural modelling and predistortion of the power amplifier. It 

is similar to the Volterra series model where the diagonal terms of both models 

are kept [166]. This implies that the coefficients of the former remain diagonal to 

that of the latter. The memory polynomial model is express in the output 

waveform as: 
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Where aji are the coefficients, M and N are the memory depth and nonlinearity 

order of the power amplifier device (DUT).  

 

This model is easy to use in predistorters, is not very complex, takes account of 

the memory effects and the performance is satisfactory. To improve the 

conventional memory polynomial model, several variations of models have been 

proposed in the literature such as orthogonal memory polynomial model, 

generalized memory polynomial model known as cross-term memory polynomial 

model [165, 167].  
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Figure 4.4: Block diagram of a conventional memory polynomial model. 

 

4.2.5 Envelope Memory Polynomial Model 

The envelope memory polynomial model was proposed to combine the 

conventional memory polynomial model and the nested look up table based 

complex multiplier model [167, 168]. The envelope memory polynomial 

predistortion model is implemented in a complex gain based structure and exploit 

the dependency of the weakly power amplifier nonlinearity as the function of the 

only magnitude of the input signal, against the inconsistency of its complex value. 

In the case of memory effects, it is easy and straightforward to model and 

linearize the weakly nonlinear power amplifiers [169]. The output waveform 

response of the envelope memory polynomial model can be described as: 
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Where aji represent the model coefficients, N is the nonlinearity order and M is 

the memory length of the power amplifier. The waveform response of the two 

polynomials are seen to be exactly the same, except the magnitude input signal 

of the two terms [vi(n), vi(n-1),…, vi(n-M)] are required. The diagram in Figure 4.5 
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illustrates the envelope memory polynomial model for weakly nonlinear power 

amplifier systems.  

 

Figure 4.5: Block diagram of an envelope memory polynomial model. 

 
 
In the diagram, complex gain value at the first level are computed with the help 

of the input samples [vi(n),…, vi(n-M)] magnitude. The complex gain is forwarded 

to the baseband complex input signal vi(n) for output vo(n) sample. Envelope 

memory polynomial is more complex and less performed than the conventional 

memory polynomial model [169]. 

 

4.2.6 Wiener Model 

The Wiener model is simply a two-box model that comprises linear finite impulse 

response (FIR) filter with a memoryless nonlinear function [142]. It is similar to a 

simple version of Volterra series expansion. Wiener series can be interpreted as 

an alternative way to systematically characterize a dynamic nonlinear system 

simpler than Volterra series [170]. The equation (4.8) and (4.9) have expressed 

the relationship between the output and the intermediate transfer function of the 

wiener series: 

|))((|)()( 11 nvGnvnvo   (4.8) 
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Where vo(n) is the output of FIR filter, G(|v1(n)|) is the memoryless nonlinear 

instantaneous gain function of the Pth order of the look-up-table model. The output 

of the linear finite impulse response (FIR) filter is defined as: 
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Where h(j) are the coefficients of the filter impulse response which defined the 

memoryless nonlinearity, vi is the input and M is the memory depth of the RFPA. 

In the Wiener model, as illustrated in Figure 4.6, the linear finite impulse response 

(FIR) filter and memoryless nonlinear function (look-up-table) are clearly 

identified. 

 

Figure 4.6: Block diagram of the Wiener model. 

 

In the FIR filter, it is illustrated that the input and output waveforms are de-

embedded, but the coefficients are identified. However, this model avoids the 

identification of a nonlinear system of equations. To compare with other models, 

this model performs better than memoryless polynomial and look-up-table 

models [164]. Clark et al [143] used it to represent modelling structure and 

simplicity of wiener model. 

 

4.2.7 Hammerstein Model 

The Hammerstein model is also a two-box model composed of first a memoryless 

static nonlinear function (look up table) and a linear finite impulse response (FIR) 
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filter [171]. Hammerstein model can be interpreted as an alternative way of 

improving modelling edifice of a dynamic nonlinear device under test. 

Consequently, the polynomial of the look up table is expressed in (4.10) as: 

|))((|)()(1 ii vGnvnv   (4.10) 

 

Where v1(n) is the output of FIR filter, while vi(n) is the input signal. G(|(vi)|)  is the 

memoryless nonlinear instantaneous gain function of the Pth order of the look-up-

table model. The output of the linear FIR filter is defined as: 

 





M

j

o jnvjhnv
0

1 )()()(  (4.11) 

 

Where h(j) are the coefficients of the filter impulse response which defined the 

memoryless nonlinearity, vi is the input and M is the memory depth of the DUT.  

In the Wiener model, as illustrated in Figure 4.7, the linear FIR filter and memory-

less nonlinear function (look up table) are clearly identified.  

 

 

Figure 4.7: Block diagram of the Hammerstein model. 

 

In the FIR filter, it is illustrated that the input and output waveforms are de-

embedded, but the coefficients are identified. However, this model identification 

process of nonlinear system parameters is identical to that of wiener model. To 
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compare with other models, this model performs even better than wiener, 

memoryless polynomial and look up table models. It is simple like Wiener 

approach and not very effective for predistortion [171, 172].  

 

The Hammerstein model can improve accuracy in modelling the nonlinear power 

amplifier by converting the single-stage Hammerstein to a parallel one. By adding 

more blocks in parallel can increase the performance, however, the complexity 

increase as well [173]. Figure 4.8 illustrates a parallel Hammerstein model. 

 

Figure 4.8: Block diagram of parallel Hammerstein approach. 

 

4.2.8 Augmented Wiener Model 

The augmented Wiener model is a twofold augmented Hammerstein model 

where the cascade is made of a slightly nonlinear dynamic function (filters) and 

a robustly nonlinear static model (LUT). The robustly nonlinear static model is 

composed of AM-AM and AM-PM characteristics of the power amplifier which 

can be implemented by the use of look up table [171]. The output signal vo(n) of 

the augmented Wiener model expressed by (4.11), while the intermediate signal 

vi(n)  is defined in equation (4.12) 
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Where h1(j1) and h2(j2)  are the impulse response filter FIR1 and FIR2, M1 and M2 

are the memory depth of filter 1 and 2. However, the block diagram in Figure 4.9 

is illustrated as: 

 

 

Figure 4.9: Block diagram of the augmented Wiener model. 

 

4.2.9 Augmented Hammerstein 

The augmented Hammerstein model is a dual case of two steps Hammerstein 

model where the cascade is made of a robustly nonlinear static model (LUT) and 

a slightly nonlinear dynamic function (filters). The robustly nonlinear static model 

is composed of AM-AM and AM-PM characteristics of the power amplifier which 

can be implemented by the use of look up table [171]. The intermediate signal 

v1(n)  of the augmented Hammerstein model is shown in Figure 4.10, while the 

output signal vo(n)  is defined in equation (4.13): 
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Where h1(j1) and h2(j2) are the impulse response filter FIR1 and FIR2, M1 and M2 

are the memory depth of filter 1 and 2, while vi(n) is the output of the look-up-table 

box. However, the block diagram in Figure 4.10 is illustrated as: 
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Figure 4.10: Block diagram of the augmented Hammerstein model. 

 

Since the conventional Hammerstein model takes into account of linear filter, 

correcting the electrical memory effect caused by the frequency response of the 

power amplifier around the carrier frequency, in the same vein, negate the 

impedance variation of the bias network and matching circuits. This reason, 

however, called for the second branch with an additional linear filter (FIR) applied 

to the second-order nonlinearity to improve the performance of the model towards 

modelling of nonlinear systems [174].  

 

4.2.10 Twin Nonlinear Two-Box Models 

The twin nonlinear two-box models are generally two-box model that compose a 

static look-up-table nonlinear model and dynamically nonlinear memory 

polynomial model [175]. In this respect, there are three different sets of 

configurations of twin nonlinear two-box models such as: 

 The forward twin nonlinear two-box model: As discussed in [176, 177], 

which the static look up table nonlinear model is placed before the 

memory polynomial model box as illustrated in Figure 4.11 and the 

forward twin nonlinear two-box model configuration is also expressed in 

equation (4.14) and (4.15). 
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Figure 4.11: Block diagram of the forward twin nonlinear two-box model. 

 
 
 

|))((|)()(1 nGnvnv i  (4.14) 

 
 
Where vi(n) is the input, G(|(n)|)  is the instantaneous complex gain of the DUT 

and v1(n)  is the output of the look-up-table function. 
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Where aji, M, N and vo are the coefficients of the time-aligned signal, memory 

depth, nonlinear order and the output of the memory polynomial function. 

 

 The reversed twin nonlinear two-box model: Where the look up table 

model box is applied after the memory polynomial model box [178]. This 

model as illustrated in Figure 4.12 and the reversed twin nonlinear two-

box model configuration is also expressed in equation (4.16) and (4.17). 

 

 

Figure 4.12: Block diagram of a reversed twin nonlinear two-box model. 
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Where aji, M, N and v1 are the coefficients of the time-aligned signal, memory 

depth, nonlinear order and the output of the memory polynomial function: 
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Where v1(n) is the input, (G|(v1)|) is the instantaneous complex gain of the DUT 

and vo(n) is the output of the look up table function. 

 The parallel-twin nonlinear two-box model is different from forward and 

reversed, where both look-up-table function and memory polynomial 

function are directly applied to the input [176]. This model as illustrated in 

Figure 4.13 is also expressed in equation (4.18), (4.19), (4.20) and (4.21). 

 

 

Figure 4.13: Block diagram of the parallel-twin nonlinear two-box model. 
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Where (|vi(n)|) is the instantaneous complex gain of the DUT and v1(n) is the 

output of the look up table function. 
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Where aji, M, N and v2 are the coefficients of the time-aligned signal, memory 

depth, nonlinear order and the output of the memory polynomial function. The 

overall output of the parallel-twin nonlinear two-box model is the composition of 

the static nonlinear look up table function versus the dynamic nonlinear memory 

polynomial function. 

 

)()()( 21 nvnvnvo   (4.20) 

Finding the sum of equation (4.18) and (4.19) will expand equation (4.20) to 

express the overall output as illustrated in equation (4.21): 
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Where vo(n) is the overall output of the parallel-twin nonlinear two-box model. 

Consequently, each of these twin nonlinear two-box models can be used for the 

modelling of any device under test that is exhibiting nonlinear distortion. It can be 

recalled that the output response can be derived as a function of the input signal 

through a suitable combination of (4.2) and (4.5). The three models are classified 

into three in which each model can fall into a trend that in turn leads to a new 

model. These are the three possible new models: 

 Memory polynomial based models: Conventional memory polynomial 

models augmented by adding more specific terms or reducing the model 

to improve performance and ease complexity [179]. 
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 Volterra based models: The Volterra is composed of other techniques that 

can be applied to the original based model and keep the terms that can 

improve the power amplifier nonlinear behaviour [31].  

 Wiener and Hammerstein based models: These two models can be 

combined together in two or three boxes and include weakly nonlinearities 

in the dynamic box. The combination can either be Wiener-Hammerstein 

models in three box or Hammerstein-Wiener models [171, 172]. 

 

4.2.11 Saleh Model and Simple Analytical SSP Model 

The Saleh model [30] is the most commonly memoryless nonlinear function that 

can characterize the AM-AM and AM-PM parameters of the nonlinear power 

amplifier. The device of interest was originally a travelled wave tube amplifiers 

(TWT). However, this model has also been applied to model solid-state power 

amplifiers (STPA). The Saleh model characteristic functions of the amplifier can 

be expressed as: 
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Where αa, βa, αФ, βФ are constant frequency-dependent parameters of the model 

used for the characterization of the power amplifier. They define the stability of 

the nonlinear characteristics and be modified to provide a desired nonlinear 

characteristics. The larger r becomes, A(n) will be proportional to 1/r and Ф(n) will 

approach a constant level. In memoryless instance, the Saleh model decreases 
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when the parameters are frequency dependent. In this case, the output envelope 

of the power amplifier is given by [30] as: 
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V.J. Mathews and D. Falconer also underlined that the equation as given in (4.25) 

is used for solid-state power amplifier nonlinear characterization, is defined as: 
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Where Ao is used for the fitting of the measured data. 

 

4.3 Power Amplifier Nonlinear Memory Effect Modelling for the Purpose 

of Predistortion 

In recent years, digital predictive linearizing techniques are developed to achieve 

RF power amplifier linearity and efficiency enhancement. These techniques, due 

to the nature of the operation, sort for prior knowledge of the power amplifier 

nonlinear behaviour in order to specify a convenient characterization technique. 

The Volterra series amongst other techniques for this application appears to be 

malfunctioned in the modern predistortion systems due to its shortcomings such 

as practical difficulty in implementation and measurement of the Volterra kernels, 

high computational complexity and limited performance to weakly nonlinear 
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systems. It also exhibit dramatic performance degradation under strongly 

nonlinear conditions. Wiener-based modelling systems were implemented due to 

the weaknesses of the Volterra modelling approach [31, 180]. 

 

In the Wiener model, memory effect and nonlinear behaviour of an RF power 

amplifier can be corrected by the use of linear filter and a standalone polynomial 

model. It is easy and convenient to use these models to practically implement 

both the characteristics of the linear dynamic system and the static nonlinear 

function through estimation. These also include extracting and optimising 

coefficients of the amplifier without much computational complexity. Many 

approaches in the literature identify the Wiener model as a favourable system for 

modelling nonlinear power amplifiers. On the other hand, Wiener-based model is 

weak in identification where the nonlinearities are versatile and difficult to identify 

a suitable representation of the nonlinearity static function. The intermediate 

variables cannot be measured due to applications of this method are restricted 

by imposing a limitation. Hence, the nonlinear static function is not invertible to 

recover the intermediate variables from the output data stream which if done can 

results in potential measurement disorder during amplification. Among other 

drawbacks of this approach is accuracy in modelling the power amplifier. The low 

modelling accuracy of the power amplifier depends on the independence of the 

nonlinear behaviour and memory effects. However, the dependent memory 

effects and nonlinear behaviour can be modelled by numerous linear filters and 

independent polynomial blocks, which interface by either three-block series 

connection or a feedback loop [181].  
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The nonlinear behaviour and memory effects are fully discussed in this work. 

Several methods have been established to provide linearization and 

compensating for memory effects. This can be shared into system models poised 

of either interacting or independent memory in nonlinear blocks. For high effective 

memoryless adaptive digital predistorter, an excellent method is essential to 

extract and optimize coefficients of the predistorter. The characterisation of RF 

power amplifier parameters and extraction of digital predistorter have been 

explained for 3rd and 5th order polynomial models of the weakly nonlinear 

systems. Nevertheless, there is no adequate information regarding the higher 

degree of nonlinearity [182]. The generalized fundamental frequency modelling 

technique has been developed for any amount of nonlinearity. The different 

methods proposed for logical illustration of the fundamental frequency signal and 

the in-band distortion components for any order of the Wiener model. These 

methods are fast, suitable and perfect for extraction of the predistorter coefficients 

for a given order of nonlinearity using compact formulas [183].  

 

Several techniques have been proposed for parameter estimation of the Wiener 

and Hammerstein models. The improved adaptive version of Kalman filter blocks 

has been used to identify the linear identification of the nonlinearity, the Wiener 

and Hammerstein two-box models. The final design is a linear system based on 

the modified state parameters. An iterative algorithm is applied in the final design 

which is a linear system with regards to improved state parameters. The algorithm 

consists of the consecutive decomposition of a compound mapping approach. 

Bai [172] presented in his work, an optimal two-stage method for estimation of 

the Wiener and Hammerstein parameters. Firstly, least-square (LS) estimation 

has been used to approximate the parameters and singular value decomposition 
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(SVD) in the second stage for extraction. The same method has also been on a 

smooth nonlinear function. The identification method has been verified in terms 

of robustness by using with and without white noise. In addition, [183] also 

identified nonlinearity using a decomposition method. The first stage was to use 

real data to identify memoryless nonlinearity. A classic linear identification 

algorithm was used for the estimation of the remaining linear system parameters, 

after removal of the memoryless nonlinearity [184-186]. 

 

In modelling nonlinear RF power amplifier, several structures of the memoryless 

nonlinear model are recommendable for Wiener or Hammerstein system. The 

Wiener-based model was proposed by Clark in [143] for RF power amplifier with 

memory effect. The first block is a static linear based on an ARMA filter for the 

memory effect. Second is the static nonlinearity where the conventional Bessel 

series model is used in this case to model the memoryless nonlinearity. However, 

the identification method represented by the author is hard to implement, while in 

the small-signal system, the ARMA filter parameters require the first estimation 

through a frequency domain measurement. In order to accurately model the 

memoryless static nonlinearity, a dynamic exponential weighted moving average 

(DEWMA) algorithm was employed to the raw measured signal sampled at the 

input and output region of the transmitter. Then, a linear FIR filter simulates the 

memory effect [187, 188]. 

 

Few robust algorithms have been proposed for memory effect. In Volterra series, 

the parallel Wiener and parallel Hammerstein models are considered to be 

special cases. The parallel Hammerstein is similar to the memory polynomial 

model. Numerical stability is one of the major disadvantages of the memory 
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polynomial model based on nonlinear behaviour. Lack of stability occurs when 

higher-order polynomials are required and this is due to the matrix inversion to 

detect the coefficients of the model. However, the memory polynomial methods 

are seen as not accurate due to the shortcoming. As a substitute, a more robust 

algorithm such as the QR-decomposition can be used to implement the least 

mean algorithms in place of matrix inversion. To improve the modelling algorithm 

with more accuracy, a spare delay tap structure is applied to the memory 

polynomial model. Another method that can resolve the numerical instability 

problem when high order is by using an effective orthogonal polynomial model 

[160, 189, 190].  

 

In case of the strong dynamic nonlinear behaviour of the RF power amplifier, the 

orthogonal polynomial model is not sufficient to model the memory effect with a 

linear filter. Consequently, the augmented Wiener model was developed for this 

strong dynamic nonlinear behaviour of RF power amplifier. A dynamic 

exponentially-weighted moving average algorithm is used to model the 

memoryless nonlinearity. The new algorithm can get rid of spreading of the 

modulated signal. An improved algorithm for filtering was also proposed to 

characterize both linear and nonlinear memory effects. In addition, a weak 

nonlinear dynamic FIR filter was proposed to replace the single LTI block [191, 

192]. 

 

This work has made a contribution to design a robust algorithm to model the 

wideband RF power amplifier. This contribution covers nonlinearities as well as 

short and long term memory effects. The first model was proposed based on the 

Wiener system, while the second algorithm is developed according to the 
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enhanced adaptive Wiener system. The first model was developed with a new 

accurate algorithm for parameter approximation using Hilbert space. The 

enhanced adaptive Wiener system considered a weak nonlinear dynamic FIR 

filter instead of an LTI filter. 

 

4.3.1 Wiener by Parameter Estimation Algorithms 

A linear parameter estimation algorithm is developed for a behavioural model 

based on Wiener approach. In the system, the characteristics of the nonlinear 

static function are unknown while the structure is known. The RF power amplifier 

frequency-dependent transfer function is used in many applications. Hence, the 

frequency-dependent transfer function of an RF power amplifier can be written 

as: 
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And the base-band OFDM signal can be expressed as: 
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Where Jk is modulation data symbols per carrier S is the total number of 

subcarriers, and T is the OFDM transmitted symbol. The OFDM transmitted signal 

expressed in (4.29) has been modulated to a frequency domain with up 

conversion to the carrier frequency (ωc). This signal can be represented as:  
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Then, y(t) can be extended as: 
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Figure 4.14 has shown a Wiener system based model adjusted to fit the complex 

frequency-dependent polynomial in (4.27). It is the frequency-dependent transfer 

function of an RF power amplifier. There is a significant relationship between 

(4.27) and (4.30), such that (4.27) produces an exact illustration of the RF power 

amplifier once (4.30) is applied to it.  

 

Figure 4.14: Wiener model for the power amplifier. 

 

In the model, the OFDM input signal (vi(n)) is sampled and the amplitude and 

phase modulation signal responses derived from single tone tests are used in the 

nonlinear block (F(.)) where the signals are described. The linear system (H(z)) 

represents the finite impulse response (FIR) filter. To identify the linear memory 

effect of the FIR filter, it is essential to know the information about the time history 

of the FIR filter input and output. It is, however, not easy or almost impossible to 

hold this information in a real transmitting system. So, to achieve the dynamic 

linear filter, the inverse of the static nonlinear system has to be identified before 

the measured output signal. The linear system (H(z)) which is the FIR filter can 

attain N number of unit delay sections using the cost function represented as: 
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Where vo(n) is the output of the model vm(n)  is the result obtained from the 

measurement and K is the number of respective sampled data. The cost function 

as expressed in (4.31) is the squared magnitude of the error between the output 

of the model and measured signal. The cost function can be minimized by 

adjusting the coefficients of H(z) in the least mean square (LMS) presentation. 

The modelled output of the Wiener system vo(n)  can be expressed as: 
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Let the output of the linear block which is the intermediate variable be: 
 
 





M

m

im nmvnv
0

1 )()(  (4.33) 

    

Hence 

 

12

1 0

12

0

)()()(



 





  


















p
P

p

M

m

imp

M

m

imo nmvcnmvFnv  (4.34) 

 
 
Where c2p-1 is the amplitude and phase modulation responses which was been 

obtained from single-tone measurements. This is a place in the static nonlinear 

block representing the nonlinear power amplifier. M is the coefficients of the FIR 

filter, representing the dynamic linear system. M can be acquired by the adaptive 

LMS approach presented as follows: 
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Where e(n) is the mean square error expressed in (4.31). The source of the 

function (F(.)) with respect to the coefficients of the FIR filter, M is nonlinear. To 

estimate the intermediate variable, a linear approach using Hilbert space is used. 

The linear approach using the Hilbert space is an excellent way to provide an 

optimum estimation. In several approaches presented in the body of knowledge, 

developed a method in which F-1 and F are modelled by power series. To estimate 

v1(n), the inverse of Fmust be achieved. Hence, the estimated v1(n) can be 

expressed as: 
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ξ2l-1 is the coefficients of the inverse function of the nonlinear system (F(.)). To 

estimate the intermediate variable (v1(n)), the few significant assumptions are 

made as follows:  

- the nonlinear function must be invertible  

- if the data is noiseless, the v1(n) must be utilized. In this case, the unknown 

FIR filter parameter M can be acquired from the normalized least mean 

square error method. The linear time-invariant (LTI) in terms of the 

unknown parameters is expressed as: 
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 is defined by equation (4.36) and v1(n)  is the intermediate variable 

expressed in (4.33). The represents the normalized step-size which is 

responsible for controlling the convergence speed and the stability of the 

algorithm. The OFDM signal (y(t)) must be kept small to avoid the problem in the 

least mean square algorithm caused by gradient noise amplification. The larger 

the y(t), the convergence speed and stability of the algorithm cannot be 

controlled. Another method to keep the problem controlled is to adopt the NLMSE 

algorithm. The algorithm stabilises the LMS step size by ||vi(n)||2  and introduces  

ε as a small positive number to ensure a similar problem does not occur when 

||vi(n)|| becomes lesser. 

 

Hilbert space is one of the pragmatic concepts of approximation. It is used in this 

case to approximate F-1 by finite-length polynomials. Using power series to 

approximate F, the independent sequence of vectors be expressed as {z2i-1}N
i=1, 

where z is the RF power amplifier input complex envelope signal expressed as: 
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ρi is the coefficients of the power series to define the RF power amplifier model. 

This can be explained as:  
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(4.39) 

 

The equation in (4.39) is expressed in matrix inversion, where the ρi coefficients 

are derived in the polynomial expression of F. The complex envelope (F(.)) has 

the transfer functions of the RF power amplifier in amplitude and phase 

modulation responses (AM-AM and AM-PM) which also represent the static 

nonlinearity in the nonlinear block. To expand the polynomials of the inverse F-1, 

a new approach has been proposed by [193] to cope with the issue of numerical 

difficulties while using   dFzzF l

i )(),( 1

12
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0

121 





 . In addition to the reason 

for this approach is the fact that there is no information in the body of knowledge 

where the inverse function F-1 is analysed. Hence, this approach can be used to 

estimate the matrix in equation (4.39). According to [193], the expression 

121 ),(  izzF  can be written in this form as: 
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Adjusting the variable in the form of F-1(z) = u or F(u) = z expands the expression 
as: 
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This can be expressed further as: 
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Equation (4.38) and (4.42) used to derive the polynomial representation of F-1(z) 

to the number of L order which can be expressed by: 
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ξ2l-1 are the coefficients of power series expressing the inverse function. Unlike 

the approach used in [194] and [55] in which all the linear and nonlinear 

parameters of the two-box model are derived simultaneously. This implies that 

this proposed approach is more accurate and has no complexity.  

 

4.3.2 Proposed Enhanced Adaptive Wiener Model 

The concept of memory effects is generally discussed to explore the different 

classes which include linear and nonlinear memory effects [195]. The main 

sources of these memory effects are largely the wideband RF power amplifiers 

due to non-constant frequency response in the carrier frequency, the harmonic 

loading, bias circuit impedance variation at the envelope frequency and etc. The 

linear memory effects are mainly due to time delays or phase shift in the RF power 

amplifier matching network. The effects can also come from non-ideal frequency 

response which can be simulated using a linear filter. While the nonlinear memory 

effects are usually due to the bias network and trapping effects of RF power 

amplifier. A poor bias network design can cause impedance matching condition 

at the envelope frequency, matching condition at the harmonic components, 

impact ionization and trapping effects [195]. 



130 

This research discussion is based on nonlinear memory effects caused by 

nonlinear RF power amplifier. The linear memory effects were model using the 

Wiener model as illustrated in Figure 4.14 above. This system can be improved 

in order to model the nonlinear memory effects by introducing the truncated 

Volterra filter before the static nonlinearity in the system as illustrated in Figure 

4.15. Note that, the nonlinear memory effects and cross-terms are not 

acknowledged by LTI filter due to the interface between the earlier samples. As 

shown in Figure 4.15 the strength of the truncated Volterra filter towards the weak 

nonlinear system. The transfer functions extracted from the dynamic memory 

effect model has demonstrated a weak nonlinear behaviour. The truncated 

Volterra filter is used to represent the weak nonlinearity. The filter is also 

adequately represented for the cross-terms in the model [196].  

 

 

Figure 4.15 Enhanced adaptive Wiener model for PA. 

 

Equation (4.44) expressed in discrete time for second-order Volterra series with 

finite memory systems: 
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M1 and M2 represent the memory durations of the first and second-order terms.  

vi(n) and v1(n)  are the complex input and output of the Volterra series block. q1(i) 

and q2(i, j)  are the complex Volterra kernels of the nonlinear order 1 and 2. If the 

Volterra filter is required for a weak nonlinearity as well as cross-terms. To reduce 
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the complexity of the algorithm, a second-order term nonlinearity chosen. The 

series can be expressed in matrix form a follows: 
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Where M1 = M2 = M and 
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It can be seen from expressions (4.46) and (4.46) that the Volterra series 

coefficients are linear. When the NLMSE algorithm is incorporated, the filter 

coefficients are acquired by: 
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Then, e(n) is expressed as: 
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Where v1(n) and )(1 nv


 are previously expressed in (4.36) and (4.46).  
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6.3.2.1 Summary of the Most Used Algorithms for Characterization of RF 

Power Amplifiers Nonlinear Behaviour. 

 Amplitude and phase modulation (AM-AM and AM-PM) measurements 

using multiple tone signals: This test involves test equipment, not 

suitable for digital predistortion and amplitude measurement errors 

reduce the calculated phase accuracy. 

 Dynamic AM-AM and AM-PM measurement: This test involves test 

equipment, not suitable for digital predistortion. 

 Application of power series in nonlinear gain modelling: Involves static 

measurements and not suitable for digital predistortion. 

 Polynomial model: The model not adequate for transmitters with 

memory effects. 

 Memory polynomials: Cross terms between the previous time samples 

not considered. However, considers the linear and nonlinear memory 

effects. 

 RBFNN (neural networks): Not applicable for the signal with non-

constant envelope signal.  

 Volterra series: Too many parameters are to be identified for practical 

purposes when models of high nonlinear order and with in-depth 

memory length are involved. 

 Hammerstein: Not effective on nonlinear memory. 

 Parallel Hammerstein: Cross terms between the previous time’s 

samples not considered. However, considers the linear and nonlinear 

memory effects. 

 Wiener: Not effective on nonlinear memory. 
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 Augmented Wiener model: Cross terms between the previous time's 

samples not considered. However, considers the linear and nonlinear 

memory effects. 

 Enhanced Adaptive Wiener model (including the truncated Volterra 

series): Involves the cross-terms as well as linear and nonlinear 

memory effects. 

 Twin Nonlinear Two-Box Models: Involves the cross-terms as well as 

linear and nonlinear memory effects. 

 

4.4 Summarized Conclusion 

A new algorithm to identify parameters of the Wiener model has been presented. 

This contribution covers nonlinearities as well as short and long term memory 

effects. The first model was proposed based on the Wiener system, while the 

second algorithm is developed according to the adaptive enhanced Wiener 

system. The first model was developed with a new accurate algorithm for 

parameter approximation using Hilbert space. The adaptive enhanced Wiener 

system considered a weak nonlinear dynamic FIR filter instead of an LTI filter. 

It was assumed that the static nonlinearity is identified where the parameters of 

the linear dynamic block and the nonlinear system are approximated. The benefit 

of the proposed techniques is that the parameters of the linear dynamic block and 

the static nonlinear system can be known concurrently without any information 

about the transitional signals.  
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CHAPTER 5 
Improving Efficiency in the Design of Linear RF Power Amplifiers 

5.1 Introduction 

RF power amplifier is an important device not only in wireless communication 

systems, but also in TV transmission, radar systems and RF heating. The 

amplitude of the radio frequency signal is increased to a certain level of 

amplification [197, 198]. Spectral efficiency and linearity are the main elements 

driving the design of the power amplifier. The most challenging aspect of power 

amplifier concept is achieving an excellent efficiency with high linearity [40]. 

However, the design has to be accomplished in accordance with the system 

specifications, such as operating frequency, bandwidth, output power, gain, 

linearity, efficiency and return loss [135]. According to [199], linearity is required 

to sustain information for error-free transmission. Efficiency reduces power 

consumption and improves battery life span at the mobile station [200]. 

 

The effect of spectral regrowth in the power amplifier has become a major 

concern in communication systems engineering [201]. This effect causes evident 

existence of nonlinearity on the frequency band which can lead to transmission 

power loss and adjacent channel interference. To reduce the effect of nonlinearity 

and achieve state-of-the-art system, the power amplifier must be designed 

carefully to give a high data rate and spectral efficiency. A healthier design of 

power amplifier is a suitable application for technologies such as Orthogonal 

Frequency Division Multiplexing (OFDM), Multiple-Input-Multiple-Output (MIMO) 

and the recent technology on research called spatial modulation system, 5th 

Generation systems and many more applications. The goods of these 

technologies include higher data rate and higher spectral efficiency in 20 MHz 
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signal bandwidth. The downlink data rate of 100 MB/S and the uplink rate of 50 

MB/S are obtainable [198, 202].  

2-way 
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Combi-
ner

Input

Internally 
Matched Class 

AB
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Matched
 Class AB
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Memoryless 
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Digital Pre-
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Figure 5.1:  The schematic diagram for the double stage RF power amplifier. 

 

This chapter discusses balanced RF power amplifier design, simulation and 

implementation. A lateral MOSFET transistor model is used for the design of the 

amplifier. Having cited that balanced RF power amplifier as a suitable candidate 

for LTE base station, it also provides high efficiency with a dynamic range of 

linearity to meet the even characteristics of 5th generation applications. The 

balanced RF power amplifier acquires high power density factor and robustness, 

which for that reason has been chosen to work for LTE application [3, 8, 203].  

 

5.2  A Proposed Balanced RF Power Amplifier Design Architecture  

Figure 5.1 illustrates the typical schematic diagram of the balanced RF power 

amplifier. The amplifier is a cascaded system with two transistors opposite to 

each other. The two amplifiers share the same input and output. They have 

parallel output power capability, but different in the biasing circuit. The two 
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amplifiers are operating in class AB with the first one in the first carrier stage and 

the second one in the second carrier stage respectively. At this point, the first 

carrier stage is referred to the first amplifier, while the second carrier stage refers 

to the second amplifier. The signal from the input is divided equally using a 3 dB 

signal splitter. The splitter is designed with 900 phase difference and same 

amplitude, to drive the two cascaded class AB amplifiers. The outputs of both 

amplifiers are connected to a combiner which collects the amplifiers signals to 

the final stage of amplification [8, 204]. 

 

The balanced RF power amplifier attains high efficiency as a result of output 

power back-off over the traditional single-stage amplifier. Hence, the multicarrier 

applications are affected by nonlinear distortion due to PAPR which the efficiency 

of the power amplifier can be enhanced by the used of efficiency enhancement 

and linearization techniques.  

 

 

Figure 5.2: Proposed schematic diagram of the balanced RF power amplifier 
with offset lines. 

 

Figure 5.2 has shown a proposed balanced RF power amplifier with two 

amplifiers parallel to each other, while having equal output power capability. The 
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two amplifiers have the same bias point which means they are both carrier 

amplifier stage operating in class AB mode. The phase difference between the 

two amplifiers is a 900 phase shift. A special signal splitter was separately 

designed for the input. A coupler was also designed for the output. Independent 

measurements were taken in term of operational bandwidth and frequency 

response for both the splitter and the output coupler. In the design, no mode was 

chosen to behave as the carrier amplifier. Both amplifiers operate at a similar time 

and capable of improving efficiency. Resonator circuits are applied to the input of 

the first carrier and output of the second carrier. These acts as the summing 

circuits which act as a phase difference signal compensator. The circuits 

constructively supplement the signal from the two amplifiers to the output load. 

The quarter-wave transmission line is similarly applied to the input of the second 

carrier and the output of the first carrier [203, 205, 206]. According to the study, 

the proposed balanced RFPA design complexity increases and equally improves 

the efficiency with a wide range of linearity which will be discussed in the next 

section [8].   

 

5.2.1 Circuit Design Analysis 

This circuit design derives and demonstrates the equation that runs the 

relationship between input current (Ii) and input voltage (Vi) to the output current 

(Io) and output voltage (Vo) in the transmission line, showing how the frequency-

dependent impedance of the material presents the attenuation and distortion of 

the high-frequency signal as presented in matrix form [19, 207]. 
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The source impedance Zi = Vi/Ii, Zo is the characteristic impedance of the 

transmission line, while ZL is the load impedance given as Zo = Vi/Ii. Hence, the 

source impedance Zi can be expressed as:  
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From the wave equation to the relationship between voltage and current, quarter-

wave transmission line source, Zi can be defined by: 
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This can be expressed by impedance function in: 
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This equation can be expanded by: 
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(5.5) 

and this can be extended in sine waveform as: 
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Finally, the impedance, Zi looking into the transmission line is given by: 
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Figure 5.2 has shown the two-stage balanced RF power amplifier with a quarter 

wavelength at the output of the first carrier and the input of the second carrier 

amplifier respectively. These act as the basis for the impedance to stay low when 

the two carriers are on the active stage [8].   

 

Figure 5.3: Current and voltage analysis diagram for balanced RF power 
amplifier. 

 

Figure 5.3 shows a balanced RF power amplifier analysis diagram which will be 

used for the current and voltage analysis. The phase output current of the first 

carrier (Ic1) leads the phase output current of the second carrier (Ic2) by 900. This 

implies that the phase difference of the splitter is separating the two amplifiers by 

900 phase shift. Nevertheless, the operating principle of the balanced amplifier 

two-stage load modulation can be derived by splitting the level of the input signal 

to high-level drive. In this mode, first carrier (Ic1) and second carrier (Ic2) are set 

to be turned on and there will be current flow through the circuit. When the 

balanced amplifier is in on-state, the current envelope can be expressed as: 
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At the passband drive, the x component will have a value of 1, where the two 

carrier amplifiers will turn on. The effective impedance (ZQ) has a pulling influence 

on both carriers at the load as expressed below: 

 














Q

c
LQ

I

I
RZ 21  

 

(5.10) 
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Where the resistive impedance of the quarter wavelength increases, the two 

carrier amplifiers act as load modulation. The quarter wavelength transmission 

line input, output transformation and the characteristic impedance can be 

expressed by: 
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The output impedance can be substituted to effective impedance (ZQ) with the 

quarter wavelength transmission line (Zx) and can be seen by both amplifiers. The 

output impedance is written as: 
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The effective output voltage Vc1 of first carrier amplifier is expressed by: 
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Since IQ = Vc1/Zx then output voltage becomes: 
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Ic1 and Ic2 have been substituted into Zc1 to become: 
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But RL = Ropt/2. Hence the output voltage will be: 
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Then Zx = Ropt   

 











2

2

max1

x
xIRV optc  

 

(5.18) 

Finally, the mathematical illustration has shown that the output voltage maintains 

the stability at a high stage when the two carriers remain in the active stage. The 

output voltage increases significantly. 

 

5.2.2 Circuit Design 

This section describes step by step the design of proposed balanced RFPA using 

the commercial software Agilent Advanced Design System. The complete design 

flow presents two cascaded class AB connected opposite each other as shown 
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in the Figure 5.1. It is very essential before the design to observe the amplifier 

requirements, thermal and electrical specifications with regards to application the 

amplifier is to be designed. Next is to properly select the active device of interest 

which is the type of transistor to use for the design. The outline of the design 

steps of the proposed balanced RFPA include:  

 Designing and simulating the DC I/V characteristics. 

 DC bias point selection. 

 Design the bias network. 

 Design and simulate S-parameter for linear-nonlinear situation for 

stability. 

 Considering the impedance matching which covers input and output of 

the amplifier.  

 Use micro strip transmission lines in the design in the first design which 

is the class AB RFPA. 

 Simulate the design and evaluate the return loss, gain and power added 

efficiency of the first design. 

 Design and simulate the 3 dB 2-way 900 hybrid coupler. 

 Combine and simulate the two class AB RFPAs to provide the proposed 

balanced power amplifier. 

 Design the layout of the balanced power amplifier and fabricate the 

prototype. 

 

Consequently, in this work, a proposed balanced RFPA is designed within 2.620-

2.690 GHz frequency range and discussed by the use of two transistor models 

for LTE base station to provide efficiency with a dynamic range of linearity. 

Dynamic load adaptation is provided by the use of transmission line impedance 
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inverter of 50 Ω quarter wavelength. In the design of balanced RF power 

amplifier, there are stages that are necessary to adhere to, for the high-level 

performance of the entire system [8, 208, 209].  

 

 

Figure 5.4: DC IV simulation circuit. 

 

The first thing to do in the design steps is to design the DC simulation circuit as 

illustrated in Figure 5.4. Simulation of the DC circuit is to determine the bias point 

and bias network. This is according to the class of operation and power 

requirement. 
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Figure 5.5: DC IV simulation results. 

 

The bias condition set drain-source voltage (Vds) = 28 V, gate-source voltage (Vgs) 

= 2.4 V and drain-source current (Ids) = 45 mA shown in Figure 5.5.  

 

 

Figure 5.6: Bias selection circuit. 

 

The bias network as shown in Figure 5.6 is designed based on class AB carrier. 

The DC simulation results specify the class of operation. The main purpose of 

good biasing is to prevent signal reflection. The DC quiescent current is obtained 

to prevent signal distortion. 
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Figure 5.7: Linear simulation of return loss and gain of a balanced RF power 
amplifier. 

 

The radio frequency is prevented from going back to the DC source. Regards to 

the matching network, this transistor requires no matching process, as the input 

and output impedance are internally matched. The 21 mm length of micro strip 

line are connected using line calc from ADS simulator with RT 5880 substrates, 

parameters; Er = 2.2, H = 0.508 mm, zo = ohms, T = 3 μm and Tan d = 0.017. 

The 50 Ω impedance of the 900 open and short circuit is incorporated to the right 

angle of the RF blocking transmission lines. A class AB power amplifier elements 

values have been positioned using tune tool of the Agilent advanced design 

simulator for best performance of the proposed system. 
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Figure 5.8: Isolation response over the operating bandwidth. 

 

In order to choose the best model, single tone and two-tone tests have been 

conducted in terms of efficiency, power and linearity [8, 210]. 

 

 

Figure 5.9: Insertion loss response of the coupler. 

 

Linear and nonlinear simulation result were obtained from class AB design. The 

linear response is shown in Figure 5.7 where flat gain, s(2, 1) is almost 14 dB, 

the return loss, s(1, 1) and s(2, 2) also obtained at 1 dB compression point [8]. 
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Figure 5.10:  Phase difference across port 1-2 and 1-3. 

 

The nonlinear single tone simulation result of class AB amplifier was realised. 

The output power is up to 39 dBm, while efficiency is up to 29% respectively. A 3 

dB 2-ways 900 hybrid coupler was designed to split the input signal into two equal 

part, using 100 Ω impedance for optimum resistance to achieve 900 phase 

difference between the first and the second carrier amplifier. Since the carriers  

biases are in the same mode, the output impedance of the two amplifiers are 

similar, the input and output matching circuitry are also similar [211].  

 

To couple a balanced RF power amplifier, impedance transformer is used as a 

coupler at the output of the two amplifiers. The 2-ways coupler was designed 

based on the series of tests carried out, while significant results seen in Figure 

5.8, 5.9, and 5.10 have been achieved. However, in the design of the balanced 

RF amplifier, a good coupler can contribute to the overall efficiency of the system 

[211].  
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5.3  Implementation  

The balanced power amplifier was designed and implemented using ADS 

software with RF field-effect Si-LDMOS 15.5 W transistor at 2.620-2.690 GHz 

frequency band. The final stage balanced RF power amplifier circuit is fabricated 

with RT 5880 substrates, H=0.5 mm and relative permittivity of 2.2. Figure 5.11 

shows the layout of the proposed amplifier. In order to experimentally verify the 

amplifier circuit topology, the Agilent advanced design system-generated micro 

strip layout was used. The layout was exported as Gerber files from ADS and it 

was milled on a printed circuit board known as PCB. Note that metal pads have 

been added in the layout as ground plane and power supply connection in the 

layout [8]. Furthermore, the amplifier has been subjected to following mechanical 

engineering: 

• The length of the cooling ribs was cut to fit the card 

• Holes for the transistor was milled out 

• A total number of 44 screw holes were threaded into the board 

• 4 for the transistors 

• 36 for in and outsides of the board 

• 4 for each SMA connectors 

 

The screws were positioned to have minimal impact on the scattering field from 

the lines. At the same time, it was necessary to place multiple screws relatively 

close to the transistor in order to provide good signal ground at this point. The 

same procedure was done with screws at each SMA connector. The components 

were fitted on the finished circuit board.    
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Figure 5.11: Layout. 

 

The complete conventional balanced RF power amplifier circuit is fabricated with 

RT 5880 substrates, H=0.5 mm and relative permittivity of 2.2. The RT/duroid 

5880 high-frequency laminate from Rogers-corporation is used. The substrate 

material is good for micro strip and strip-line applications. Because of the uniform 

dielectric constant over a wide range of frequency and the low dissipation factor 

of RT/duroid 5880, it extends its usefulness compared to FR-4 substrate in high-

frequency Ku-band and above. The line calc application from ADS is able to 

calculate the width and the length of the micro strip line given the characteristics 

impedance and electrical distance or vice versa at 2.655 GHz. Some important 

characteristics of RT/duroid 5880 such as dielectric constant, the height of board 

and conductivity are defined in ADS line-calc [8].   

 

After verifying the impedances in schematic and layout, the Gerber files are 

created from the layout and the circuit is milled on the RT/duroid 5880 board. 

During the RF operation, heat generation of the transistor would be one of the 

biggest problems causing performance degradation. Therefore, the transistor has 

to be mounted right on a heat sink in order to diffuse generated heat. In this 

project, a large piece of the aluminum plate will be used as a heat sink and the 

skeleton to support the RFPA. 
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Figure 5.12: Implemented prototype of proposed balanced RF power efficient 
power amplifier. 

 

The transistor is mounted on the aluminum plate with thermal paste glued in 

between in order to maximize heat transfer. The RFPA consists of two parts, the 

input board and the output board. SMA connectors are inserted at the input and 

output terminals. Banana plugs must be used for power connection as required 

by the competition rules. Vias are created by putting the wire through drilled holes 

or inserting long copper tape through cut slits as connection bridges between the 

top and bottom ground planes. Is to cover as much area as possible on the 

amplifier in order to provide the same reference level between the top and bottom 

ground planes. Components are then soldered on the board. 300 pF capacitors 

are used as coupling capacitors at the input and output board. 1/1000/33 pF 

capacitors are used as a decoupling capacitor in the gate bias. 1/1000/33 pF 

capacitors are put in parallel and used as decoupling capacitors in drain bias [8].  

 

5.3.1 Results and Discussion 

The proposed balanced RF power amplifier consisting of two similar class AB 

amplifiers have been measured. The results have shown quite a few kinds of 
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signal waveforms to characterize the best of performance and the best choice for 

LTE base station applications. Figure 5.13 has shown the efficiency results of the 

balanced RF power amplifier in comparison with a conventional class AB power 

amplifier. The performance results of amplifier response to 52% PAE, 41 dBm 

output power and 14 dB gain. The result of the conventional class AB amplifier is 

low with 29% PAE, 39 dBm Pout and 15 dB gain shown in Figure 5.13.   

 

Figure 5.13: Simulated PAE and gain characterization for class AB and the 
proposed balanced power amplifier. 

 

A linear simulation for the balanced RF power amplifier was performed using ADS 

and results obtained over the centre frequency of 2.655 GHz band. The gain is 

flat, excellent input and output return loss were achieved as well. The nonlinear 

simulation of a balanced power amplifier was performed. The following results 

are based on a single tone test and are characterized as AM-AM and AM-PM 

responses, transducer power gain, output power and efficiency as well [203]. The 

performance comparisons between the amplifier and class AB amplifier have 

been shown. The output power of the class AB amplifier design was 39 dBm, 

while the output power was increased to 41 dBm for the balanced amplifier. The 
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PAE for both class AB and balanced amplifier is 29% and 52%. Results of the 

simulation have demonstrated considerable improvement from the design of the 

balanced RF power amplifier [203]. 

 

Figure 5.14 shows the results of AM-AM and AM-PM curve from the amplifier. 

AM-AM and AM-PM are very important parameters which can be loaded onto a 

pre-distorter. A typical example is a WLAN IEEE 802.16 OFDM transceiver 

system. AM-AM and AM-PM coefficients, extracted from one tone test can be 

used in MATLAB. Curve fitting tool in MATLAB converts the AM-AM and AM-PM 

coefficients into polynomials to generate a memoryless model, and this signal 

was applied for linear and nonlinear digital predistortion [8]. 

 

Figure 5.14: AM-AM and AM-PM characterization of balanced RF power 
amplifier. 

 

The proposed amplifier has undergone a simulation test on the design circuit and 

measurement on the fabricated circuit. The phase variation of the power amplifier 

using various frequencies to report the differences at some points. The 
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measurement includes PAE, gain and linearity of the amplifier is to be observed 

by means of looking at the power from the input to the power at the output.  

 

 

Figure 5.15: Phase variation of the proposed balanced RF power amplifier. 

 

Figure 5.15 shows the phase variation of the amplifier which was derived as a 

function of the input power level. The result shows a range of frequency band 

used which is within the LTE mobile frequency level. The phases of the amplifier 

path are almost fixed along with bias condition throughout the range of the power 

used in the amplifier. There is no record of phase variation between the first 

carrier and second carrier in the low or high power region. The reason behind this 

development is because the amplifier consists of similar systems in both carriers.  

Nevertheless, the result shows power derive has increased at the output level 

when compared with that of input as the phase variation through both carriers 

path is almost close. It is assumed that a small drop at the full drive and both 

signals will look equal and disappear.  
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Figure 5.16: Output versus the input power of the balanced RF power amplifier. 

 

The power that has been used between the input and the output of the amplifier 

is shown in Figure 5.16. It represents the evaluation of the phase variation of the 

signal. And this clearly shows how much power has been derived through the 

amplifier. Up to 37 dBm output power has been accomplished at the linear region 

of the amplifier.   

 

Figure 5.17: Measured results of the proposed balanced RF power amplifier 
with improved power added efficiency and gain.  
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Figure 5.17 shows the performance of the amplifier through measured PAE and 

gain. The same frequency range of 2.620-2.690 GHz has been used for the 

simulation as well as the measurement. 1 dB compression point of the amplifier 

was used to obtain up to 40 dBm of the output power, because of the two 

cascaded class AB amplifiers working actively at the same time. However, the 

balanced amplifier output saturation power (Psat) point reached up to 40.90 dBm. 

The power added efficiency of the balanced amplifier at 40 dBm and 40.90 dBm 

were 83% and 81.5% respectively. While the gain of the amplifier reached up to 

20 dB which was reduced to 19.5 dB before the saturation point. Increase in gain 

and PAE improves the linearity of the amplifier. This is attributed to the input and 

output offset lines used in the design and fabrication. This performance shows 

that the design and fabrication of the proposed balanced RF power amplifier have 

achieved a substantial improvement in this class of power amplifiers.    

 

Table 1 shows the performance of present work in comparison with few selected 

PA’s reported in the literature, taking account of operating frequency, output 

power, efficiency and gain. In [197, 212] a power amplifier consists of up to 54% 

PAE at 2.14 GHz operating frequency is presented. The design presented a two-

stage line-up Doherty amplifiers consisting of a High Voltage HBT Doherty final 

design is cascaded with a 20 W LDMOS Doherty driver, exhibiting up to 325 W 

(55 dBm) power to improve the gain to 30 dB. In the case of [200, 213], a high 

power hybrid envelop elimination and restoration transmitter were designed using 

GaN High Electron Mobility Transistor at 2.655 GHz operating frequency. The 

design introduced a conventional hybrid switching amplifier with up to 71.2% 

PAE. However, the efficiency of H-EER transmitter reduced down to 37.04% at 

41.18 dBm Pout. In [201, 214], a conventional balanced amplifier with 900 Branch 
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Line Hybrid Coupler (BLHC) was used to achieve power matching rather than 

maximum high gain. The impedance matching is not excellent and there is an 

inherent out-of-phase characteristic cause from the properties of 900 BLHC. To 

improve the performance and correct the high signal reflection, an auxiliary 

amplifier was added to the conventional balanced amplifier design, only to 

increase the PAE to 33.4%. The design for [208, 215] uses up to 250 W output 

power at saturation to achieve drain efficiency of 60%. The final 40 W GaN-HEMT 

Doherty power amplifier design used a digital predistorter to investigate the 

linearity as a result experienced a reduction in PAE to 48%. Finally, in [208, 209, 

216] a 10 W, Si-LDMOS transistor power amplifier was presented with 50% PAE, 

14.5 dB gain achieved at 41.8 dBm saturation within 1.8 to 2.0 GHz operating 

frequency. The drawback of [216] is that heat sink is used due to excessive 

heating produced by the amplifier, which extensively affects the general 

performance of the system. 

 

However, this work presents a simplified balanced amplifier using Si-LDMOS 

transistor while achieving up to 53% PAE, 41 dBm output power with 14.6 dB 

gain at 1 dB compression point for the simulation. For the measurement, the 

amplifier PAE and gain improve to 83% at 40 dBm and 20 dB respectively. The 

operating frequency used for this design is between 2.62-2.69 GHz. This design 

is matched perfectly due to the internal input and output matching network in the 

transistor device. No evidence of leakage or signal reflection from the first stage 

of the design to the design of a balanced amplifier. Another advantage of this 

design is for its simplicity, requires no auxiliary amplifier or additional cascade 

Doherty device to improve the efficiency. Additional circuit accounts for extra 
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power consumption and resulting in a negligible impact on the overall efficiency 

of the amplifier. 

Table 5.1:  Performance comparison with similar various power amplifiers. 

Device fc [MHz] PAE [%] Pout [dBm] Gain [dB] Reference 

LDMOS 2655 53 41 14.6 Balanced 

LDMOS 2655 29 39 15 Class AB 

LDMOS 2140 54 48.77 30 [212] 

GaN-HEMT 2655 37.14 41.18 12.78 [213] 

GaN-HEMT 2125 33.4 34.9 7.7 [214] 

GaN-HEMT 2500 48 46 13.4 [215] 

Si-LDMOS 1900 50 40 14.5 [216] 

 

 

5.4 Summarized Conclusion 

A balanced RF power amplifier was presented with a two class AB amplifier. The 

design used Freescale N-Channel Enhancement Mode Lateral MOSFET 

transistor. The linear and nonlinear simulation were achieved with ADS simulator 

and on the performance metric result is presented with considerable 

improvement. A comparison was made between the conventional design, which 

is a class AB amplifier and the double stage symmetric balanced RF power 

amplifier. The balanced amplifier exhibited an acceptable improvement in terms 

of power added efficiency by 22%, output power, 2 dBm, while the gain decreases 

by 1 dB. A relative comparison was made with power amplifiers of various types 

and the present work has proven a good choice of device for LTE, W-CDMA 

applications and beyond 4G systems. The final fabrication of a balanced power 

amplifier was also implemented using RF field-effect Si-LDMOS 15.5 W transistor 

at 2.620-2.690 GHz frequency band. Further, the prototype was completed, 
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measured and results were analyzed. In order to experimentally verify the 

performance of the proposed amplifier, single and multiple tone measurements 

will be conducted. The measured characteristics include the dependence of AM-

AM and AM-PM curves on the input signal’s frequency and power. Alternatively, 

variations of the RFPA gain and phase versus input signal’s frequency and power 

was measured [8].  
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CHAPTER 6  

Class F RF Power Amplifier Design by Load-Pull Approach 

6.1 Introduction 

In all the diverse classes of RF power amplifiers, the class F power amplifier is 

recognized as the most efficient. It achieves 100% efficiency by harmonic 

resonators in the output network to shape the drain/collector waveforms such that 

the load appears to be short at even harmonics and an open at odd harmonics. 

The drain/collector voltage waveform includes one or more odd harmonics to 

approximate a square wave, whereas the drain/collector current waveform 

includes one or more even harmonics to approximate a half a sine wave [217, 

218]. 

 

 

Figure 6.1: Generic nonlinear RF Power amplifier circuit. 

 

This chapter presents a design of class F RFPA using load-pull approach to 

achieve high efficiency. Input matching circuits are designed with an active 

integrated antenna to obtain optimal fundamental load impedance. The 2.620 
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GHz frequency is used in this study to confirm the design principle and to achieve 

class F operation with an alternative type of power transistor. 

 

The class F operation is a well-known technique for improving power added 

efficiency and the drain efficiency of RF power amplifiers [218]. It uses a multi-

resonator to control harmonic waveforms so that the drain voltage waveform 

(ideally) becomes rectangular and the drain current waveform becomes half 

sinusoidal, thereby reducing DC power dissipation and increasing efficiency. This 

requires optimised impedance at the fundamental, low impedance at even 

harmonics and very high impedance at odd harmonics. A simple method is to 

interpose a quarter-wave line between the drain and the final load and to design 

the latter to have the lowest possible impedance at all harmonics above the 

fundamental [219]. 

 

It is suitable to use an active integrated antenna approach in the lumped element 

class F RF power amplifier operational device, where the second and third 

harmonics are shaped through the input resistance of the antenna. This, in turn, 

can allow the harmonic resistances to be almost zero at twice and three times the 

designed frequency, so that harmonic power is efficiently suppressed from 

radiation by the antenna. The input impedance of the antenna at the fundamental 

frequency should be equivalent to the optimum load impedance at the 

fundamental frequency of the amplifier for high efficiency and output power. In 

this design approach, an output matching circuit is eliminated because the 

antenna impedance is directly transformed to the optZ  for maximum efficiency, 

thus decreasing the circuit complexity and power losses [220].   
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6.2  Proposed Class F RF Power Amplifier Design 

The class F power amplifier was designed and optimised at 2.620 GHz using 

Agilent Technologies’ Advanced Design System (ADS). Following the selection 

of suitable output power and operating frequency range, the active device 

selected was the Cree 10 W, RF Power GaN-HEMT large-signal transistor model. 

For a simple design, it is desirable to use a device like this which does not include 

built-in matching circuits, other than unavoidable parasitic within the package. 

Even with CAD tools, it is a very difficult problem to optimise all aspects of the 

design in one pass. No exact synthesis approach is known for shaping a patch 

antenna to achieve prescribed impedances at a set of harmonically related 

frequencies. However it is feasible to use the method of [221, 222], where the 

fundamental impedance can be kept reasonably close to optimum, higher 

resonances of the antenna can be separated as much as possible from 

harmonics of the operating frequency, so that the input resistance of the patch 

remains low at the harmonics. This may be a realistic target only for the first few 

harmonics, which auspiciously dominate the efficiency optimisation. Feedback 

effects on input impedance at harmonic frequencies will be a complex issue. 

However, in this study, the fundamental load impedance was initially optimised, 

so that the value is used in optimising the input match again while avoiding 

harmonic frequency feedback [222]. 

 

6.2.1 Circuit Design Theory 

The schematic diagram of a generic amplifier shown in Figure 6.1 is a typical 

example of a class F RF power amplifier circuit architecture. The system uses an 

active GaN-HEMT transistor device which is controlled by its input source (Vin) 

and the bias network as the dc current source. The dc voltage source from the 
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drain (+VDD) supplied the dc drain current (Idc). The output system which 

represents the load impedance network provides the even harmonic frequencies 

shorted to zero, odd harmonic frequencies open to infinity and fundamental 

frequency delivered to the load (RL) [223].   

 

Figure 6.2 demonstrates the ideal time-domain voltage and current waveforms of 

a class F RF power amplifier. The amplifier achieves high efficiency with the 

adoption of proper harmonic frequency terminations at the output.  

 

 

Figure 6.2: Class F PA ideal time-domain drain voltage and current waveforms. 

 

The odd harmonics are open to producing square wave and even harmonics 

remain shorted to produce current wave respectively. The drain current and 

voltage ideal waveforms of the class F RF power amplifier are analytically 

discussed and expressed by the form: 

.........sincos)( 11   DVCVVV dd  (6.1) 

and 

.........sincos)( 11   DICIII dc  (6.2) 
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Where β equals to the first harmonic frequency (ω) of the waveform at a period 

of time (t). The first harmonic frequency remains as sin(β) when CV1 = 0  and 

DV1= 1. The amplifier output current (Io) is the half-sine wave with maximum 

amplitude expressed as: 

pko II


1
  (6.3) 

Where Ipk is the peak current. Thus, the dc power supply from the drain is 

presented as:  



pkdd

dcdddc

IV
IVP   (6.4) 

Where Vdd and Idc are the magnitudes of the dc voltage and current. The RF output 

power at the first harmonic frequency is expressed as: 



dcddpkdd

dcddout

IVIV
IVP 




222

4
 

(6.5) 

Thus, the maximum efficiency is achieved using (6.4) and (6.5) as expressed in 

(6.6): 




pkdd

dcdd

dc

out

IV

IV

P

P
    (6.6) 

And then, the power added efficiency can be written as: 

dc

inout

P

PP
PAE


    (6.7) 

 

If power added efficiency increases, power dissipation and harmonic power will 

be drastically reduced. Hence, the cause of power dissipation and harmonic 
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power is due to heat from the transistor device. The transistor makes the 

harmonic power larger than zero when the intersection between the drain voltage 

and current occur. This action reduces the class F amplifier power added 

efficiency from 100% to less than 90%. Furthermore, the efficiency of this grade 

can only be achieved based on the number of harmonics controlled in the network 

[224]. 

 

6.2.2 Bias Point Selection and S-parameter 

The nonlinear model of this device (which was provided by the device 

manufacturer), and harmonic balance simulation including the first five harmonics 

were used in the simulation. The drain bias voltage (Vds) was 28 V, while the gate 

bias voltage (Vgs) was set to be –3.0 V so that DC drain current is 68 mA [225]. 

Figure 6.3 shows the DC characteristics of the device and the selected quiescent 

bias point [225]. 

 

 

Figure 6.3:  DC characteristics of the device and the selected quiescent bias 
point. 
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6.2.3 Load-pull and Harmonic Loading Consideration 

Load-pull simulations can be done in ADS using HB1Tone load-pull design guide 

with a nonlinear model of transistor. In this work, a large signal model 

CGH40010F from Cree is used. Figure 6.4 shows the simulation setup from the 

design guide. The design shows load-pull contours for output power and PAE as 

a function of load impedance. The load-pull circuit in Figure 6.4 uses harmonic 

balance simulation in ADS. This iterative simulation calculates the response of 

large-signal circuits driven by either single or multiple sources and tries to find a 

stationary solution for the nonlinear system in the frequency domain.  

 

 

Figure 6.4: Circuit of design guide HB1Tone load-pull for 1-tone analysis. 

 

In Figure 6.5, each contour indicates the set of impedances corresponding to 

constant output power and PAE [225]. The Figure 6.5 has also shown the result 

achieved from the HB1Tone load-pull for 1-tone analysis, a source and load 

reflection coefficients without matching has shown 70.88% maximum PAE of at 

41.31 dBm delivered power. This can be a PAE starting point for the final design. 

However, this performance can be improved by replacement with the active 
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antenna, which is expected to generate accurate impedances for the load 

harmonic components. The figure has also shown the input reflection coefficient, 

input and output impedances of the amplifier load-pull simulation. The input 

reflection coefficient was generated as a function of the output impedance to 

maximize the efficiency at a given power [225]. 

 

 

Figure 6.5: Source and load reflection coefficients without matching. 

 

In the case of matching circuit design in power amplifiers, a large signal S-

parameters is generally desirable as one of the system most important 

performance indicators. However, S-parameters measurement is not well 

explained as expected. Instead, a substitute technique is suggested to derive 

reflection coefficients of the antenna from measurements of the voltage of the 

incident wave and reflected wave [226, 227]. In the absence of an output 

matching circuit, due to the active antenna, only the input reflection coefficient is 

expected to be taken into account. Input reflection coefficient can be achieved in 

many number of ways, which one of these ways can be the application of a 2 x 2 

simple coupler at the input phase of a class F power amplifier harmonic load-pull 

[228] design circuit. This circuit was selected from ADS amplifier design guide to 
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determine the reflection coefficient
 
of large-signal S-parameters of the nonlinear 

model. Figure 6.6 has depicted a load-pull simulation circuit with a simple coupler 

for the input matching design. In this circuit, the coupler is connected between a 

signal generator and the transistor in order to measure the incident voltage at the 

source and reflected voltage reflected from the transistor. It should be noted that 

the coupler is not proposed to be a practicable hardware component, but is 

defined in software as the operation of converting actual current and voltage into 

equivalent forward and reverse wave components [222, 229]. Then the reflection 

coefficient of the transistor is derived based on equation (6.8) as:       

 

inref VV /  (6.8) 

The theory of load-pull simulation circuit design is to acquire the optimum load 

impedance
 
at the fundamental frequency of the amplifier. The class F power 

amplifier used in the load-pull as a case study with an algorithm to vary the 

fundamental load impedances are contained in a one-port device as S-parameter
 

data. These are used in the class F power amplifier biasing operation at 

fundamental frequency to achieve maximum efficiency and output power. These 

features used in the load-pull are basically part of the ADS software package. 

Part of the simulation protocol is to: 

- Randomly, set a centre point and radius for a circle on Smith chart.  

- Set the number of points on the circle (ensuring the circle is completely 

inside the Smith chart). Each point of the circle provides a specific value 

of the load impedance.  

- Adjust the position of the circle on the Smith chart to generate the optimum 

load impedance. Furthermore, the source and load impedances at 
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different harmonic components were assumed to be 50 Ω. These given 

values are somehow substituted optimum.  

 

Thus, the obtained PAE and Pout from this simulation design are not finalised and 

the design can be used as a starting point when the one-port block is replaced 

by the antenna which is expected to provide the correct harmonics load 

impedances. The input reflection coefficients were also simulated as a function 

of the output load impedances for the maximum power and efficiency. Due to 

dependence between input reflection coefficient (Γin) and load reflection 

coefficient (Γload) of the two-port device, the advantage of this proposed design 

approach is that it simplifies the considerations of designing the output matching 

circuit and the simulation which only aims to obtain the coefficient (Γopt).  

 

Once the impedance (Zopt) with the satisfying output power and efficiency are 

obtained, the corresponding Γin with Zopt values will be calculated so that the input 

matching circuit is designed accordingly with the aid of the Smith chart. Under the 

biasing condition mentioned above, the Γin value was found in the form of 

magnitude and angle when Zopt was optimised to be (11.056+j*10.323) Ω. With 

the help of the Smith chart tool, an input matching circuit with two lumped 

elements was plotted and the coupler at the input stage was replaced with the 

matching circuit. Discrete components could be used for the matching network 

because the components have been well enough characterised at the lower 

microwave communication frequencies.  
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Figure 6.6:  Harmonic load-pull simulation circuit with a coupler. 

 
 

After the introduction of the input matching, the linear gain and return loss
 
of the 

RFPA were dramatically improved. While, the optimum coefficient (Zopt) was still 

(11.056+j*10.323) Ω with the same input power level as previously shown in 

figure 6.5. This process is also expected to improve the power added efficiency 

as well as the output power of the final design of the power amplifier.  

 

 

Figure 6.7: Harmonic load-pull simulation circuit with input matching. 
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Once the Zopt value was set, the micro strip lines were expected to connect the 

components together.  

 

6.2.4 Wave Shape Circuit and Matching Networks 

In this proposed class F design, a multiple-resonant structure [230] in a lumped-

element network is adopted. The input network is a low pass structure, while the 

output is a 5th order low pass L-C structure. However, the low pass network was 

adopted in this work to provide optimal harmonic terminations for nth harmonic 

components. The class F structure was also transformed with the use of 

transmission line depicted in Figure 6.8. The figure is used in describing the 

design procedure in this technique, how nth harmonics are controlled for proper 

drain voltage impedance.  

 

Figure 6.8: Wave shape circuit using a matching method. 

 

To achieve class F operation, the transistor device has to be actively loaded from 

the input (Zin). While, setting the device to active mode, the device peak voltage 

and current need to be taken into consideration on delivered power, resistance, 

supply voltage, when the system is linear, nonlinear, etc. These parameters 
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determine the required drain load impedance (ZDL) at the fundamental frequency 

and reactance are at the nth harmonic components [231].  

 

In [220], to determine the drain load impedance (ZDL), transistor drain to source 

capacitance (CDS) and lead inductance (LDS) were added for proper impedance 

transformation from device drain impedance (ZD) to the drain load impedance 

(ZDL). However, at certain range of frequencies, these elements could add up to 

the complexity of the circuit. Particularly, with the increasing number of harmonic 

components, they behave as parasitic elements [231]. 

 

A proper output lumped element structure at the output provides the required 

drain load impedance. The circuit is a 5th order low-pass L-C ladder structure.  

The circuit behaves as a load-impedance inverter at the fundamental region and 

provides a scale with the optimal load-impedance value. The low-pass structure 

is also provided with multi-resonators for proper higher harmonic components 

termination [230, 231].  

 

In the nth order structure, 3rd and 5th harmonic components are odd in nature and 

are open-circuited, while 2nd and 4th behave as even harmonic components are 

short-circuited at the drain terminal of the transistor. This procedure is referred to 

as the wave forming a circuit. It is a circuit by which the frequency and amplitude 

of the harmonics contribute to the shaping of the voltage and current waveforms 

[231].  

 

There are various types of these circuits with difference in complexity and level 

of performance in the shaping of the voltage and current waveforms, which also 

has a great impact on the performance of the power amplifier. Input and output 
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matching have also been calculated with the use of firefly method. At the output 

stage, however, the matching has been designed for 3rd and 5th as odd harmonic 

components and the 2nd and 4th as even harmonics components respectively. 

Furthermore, the matching is based on the position of 2nd and 4th (TL4, and TL6) 

as short circuits, on the way of the 3rd and 5th harmonic components. The 

transmission line TL3, TL5 and TL7 transform the harmonic frequency matching 

network to open circuit [231].  

 

On the other hand, all the transmission lines in the harmonic frequency matching 

network stage are added to the formation of a short circuit, on the way of the even 

harmonic components, towards TL9. TL8 acts as a quarter-wave (π/2) to block the 

RF signal moving back to the source, transforming the impedance to 50 Ω load, 

ensuring that even harmonic components are shorted and behave as an open 

circuit to allow the odd harmonic components to infinity [231]. Finally, TL9 and 

TL10 are designed as the fundamental frequency matching for the optimum load. 

However, in the end, we need to take into account the matching circuit at high 

frequencies could lead to circuit complexity [229, 231]. 

 

The design of a class F power amplifier is based on the calculated waveform 

coefficients tabulated in table 1. The circuit was designed and simulated with the 

use of the Agilent ADS. The transistor model generic GaN-FET has been chosen 

as a model of nonlinear power transistor suitable use for such power amplifier. 

The following parameters were used as follows: operating frequency of 2.62 GHz, 

drain voltage 28 V (dc) and gate voltage -3.0 V (dc). RF4 substrate with the 

following specifications: substrate thickness (H) 1.6 mm, Permittivity (𝜀r) 4.3, 

conductivity 4.1×107 S/m and conductor thickness (T) 0.035 mm. The circuit has 
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been optimized and the goals have been achieved using the firefly algorithm. 

Figure 6.8 shows the design circuit connected using a micro strip line with optimal 

lengths and widths. One-tune swept harmonic balance analysis, with load 

impedances at harmonic frequencies set at 50 Ω and the optimum load 

impedance at the fundamental frequency set as 11.056+j10.323 were employed. 

The output power Pout and the power added efficiency characteristics from the 

active device versus input driving power at 2.655 GHz were presented [225, 231].  

 

Table 6.1: The dimensional values for lumped-element and TLs for the class F 
RFPA design. 

Stage Symbol Element 
Value 

Distance Width 
(mm) 

Length 
(mm) 

Transmission 
Line 

Input C1 5.61pF 77.80 3.08 2.16 TL1 

matching L1 0.49nH 9.20 - 13.3 TL2 

 C1 2.68pF 65.60 - 4.34 TL3 

Wave L2 3.43nH 48.50 - 7.40 TL4 

Shaping C3 3.77pF 72.10 - 3.14 TL5 

 L4 3.43nH 48.50 - 7.40 TL6 

 C5 2.68pF 65.60 - 4.34 TL7 

Output L1 1.41nH 49.30 - 8.64 TL9 

matching C1 2.30pF 37.10 - 6.50 TL10 

Q-wave ƛ/2 π/2 90.00 - 15.8 TL8 

 

6.3 Simulation Results and Discussion 

At this level of design, linear and nonlinear simulation have been performed using 

Agilent Technology ADS. The results in Figure 6.9 showing linear simulated 

results of S-parameter of the amplifier where the flat gain S(2,1) keeps reducing 

as the frequency increases. The other set of parameters such as return loss S(1,1 

and 2,2), leakage or isolation S(1,2)  and the gain can be seen in the Figures 

below.  
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(a) 

 

(b) 

 

(c) 
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(d) 

 

(e) 

Figure 6.9: Linear simulation of the class F RFPA. (a) Input return loss: (b) 
Isolation: (c) Linear power gain: (d) Output return loss: (e) Arrangement of S-

parameters using wide range of frequencies to check performance. 

 

As shown, the S-parameters were simulated separately to clearly see the results 

within the operating frequency which is the region of interest. The S-parameter 

were employed in order to attain maximum power transfer. The linear simulation 

results from Figure 6.9 (a) to (d) have demonstrated a good performance in 

ensuring maximum power is transferred from the input of the RF power amplifier 

to the output while maintaining the frequency range of 2.62 - 2.69 GHz.  Figure 
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6.9 (c) has also shown the scattering parameters in one figure using wide range 

of frequency from 0.5 to 10 GHz. This is just to ascertain the performance of the 

parameters in different frequency region. The performance result of the S-

parameters also depend on the application and design parameters. It can be seen 

that maximum power is transferred in 1 to 3 GHz frequency region. 

 

In the nonlinear characterization of the class F RF power amplifier, Output power 

and efficiency tests are the most significant performance indicators for the 

amplifier. Figure 6.10 has shown simulated efficiency versus output power. The 

class F power amplifier has high efficiency over the range of 79% with the output 

level of 29 dBm at 1 dB compression point, compare to what was obtained by 

[217, 220]. The efficiency is also 10.5% higher than what was predicted in the 

load-pull simulation theory. The cause for the increase in efficiency is due to the 

transistor device transient response and termination of up to 5th harmonic 

components.  

 

Figure 6.10: Class F RF power amplifier PAE and Pout. 
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Moreover, the class F RF power amplifier simulated output voltage and current 

results, shown in Figure 6.11 were generated from the drain-source of the device. 

The fundamental frequency and up to 5th harmonic components were simulated 

as shown in the Figure above. The nonlinear characteristic of the transistor and 

nonlinear distortion in the sinusoidal waveform were discovered. However, the 

distortion is not severe to affect the output signal. 

 

 

Figure 6.11: Out spectrum, simulated voltage and current waveforms. 

 

6.4 Summarized Conclusion  

A simple CAD-oriented approach using a class F power amplifier design to 

optimise load impedance at the fundamental frequency for the application of the 

active antenna concept was presented. The design method and procedure were 

described. Furthermore, one design example at an operating frequency of 2.655 

GHz was demonstrated to verify the design principle. It was confirmed that 

performance could be substantially enhanced in an active integrated antenna by 

completing the final design of the amplifier using wave shaping to control the 

harmonic load impedances. 
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CHAPTER 7 

Linearization Techniques and Predistortion Systems with 5G 

Modulation 

7.1  Introduction 

A nonlinear RF Power amplifier is faced with difficulties, particularly during 

amplification to achieving high efficiency and maintain linearity at the same time. 

There is efficiency improvement when RF power amplifier operates with a small 

back-off which means reaching the saturation region. However, there are 

nonlinear distortions at this point of operation which leads to system performance 

degradation. This implies that efficiency and linearity are essential requirements 

for system excellent performance. The trade-off between efficiency and linearity 

usually depends on the particular application. Efficiency has become an 

important parameter when it comes to handset applications. The battery life span 

is upgraded to increase the talk-time. In the case of base stations, the most 

important parameter is linearity. To achieve excellent reception with less error 

rate in mobile terminals, the downlink signal needs to be extremely linear. Subject 

to much current research works on efficiency and linearity, solutions are 

discovered for such constraints. For efficiency problem, efficiency enhancement 

techniques have successfully been developed, while linearity improvement 

techniques have been investigated and implemented to add to the body of 

knowledge [211, 232-234]. 

 

To accomplish a highly efficient and linear system in a practical approach, firstly, 

efficiency must be increased at the expense of linearity. Then afterwards, provide 

external linearization in order to achieve the linearity requirements. 

Subsequently, RF power amplifiers linearization is an important task on modern 
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wireless systems with the aim to satisfy the challenging demands. Several 

effective linearization techniques have been developed recently and these are 

classified into three major categories follows [235]: 

- Feedback methods. 

- Feedforward linearization. 

- Predistortion techniques. 

 

However, the linearization techniques classification has been discussed and is 

debatable in many research works. Several authors’ distinct techniques based on 

the installation of second-order products into a separate set while others retain 

them within the mentioned techniques. Other methods such as Envelope 

Elimination and Restoration (EER) and Linear Amplification using Nonlinear 

Components (LINC) are traditional sets that relate with the efficiency 

enhancement techniques with characteristics of improving linearity [236]. 

 

This chapter presents an overview of the main techniques used in improving the 

linearity such as the feedback and predistortion methods. The feedback method 

consists of passive and active RF feedback. The predistortion methods are 

classified into analogue and digital. The work will also present the concepts of 

the techniques and highlighting their advantages and drawbacks. 

 

7.2 Feedback Linearization 

Feedback is basically one of the simplest and direct forms of feedback system 

which is based on the idea of comparing the linear input signal with the offset 

output signal obtained through the feedback chain and correcting the input signal 
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for linear output signal [237]. A typical instance of the feedback method is given 

in Figure 7.1.  

 

Figure 7.1: General feedback linearization system. 

 

Where vi(t), vr(t), ve(t), vo(t), are the input signal, reference signal, error signal and 

the output signal. The feedback system comprises of an amplifier with the 

instantaneous gain (G), a feedback chain and a comparator. The output signal is 

fed back with the gain (α) to achieve the reference signal. Input and reference 

signals are fed into the comparator to produce an error signal which is fed to the 

amplifier for the overall linear output signal. The overall output signal can be 

expressed as: 

)()( tGvtv eo   (7.1) 

The output signal is fed to the feedback system to produce attenuated distortion 

signal vr(t). 
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Then, the error signal ve(t) is expressed as: 
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)()()( tvtvtv rie   (7.3) 

The relationship between the linear input and the linear output signal can be 

realized through composing the (7.1), (7.2) and (7.3). 
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Applying the gain of the feedback rather than the attenuation ratio, GFB = 1/K and 

can be written as: 
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The connection has proved that using a feedback method to reduce the 

composite gain produces a more stable amplified output signal. In (7.1), the noise 

and distortion of the device under test have been included, while combining the 

first three equations by introducing a new summand d(t)  which is expressed as: 

)()()( tdtGvtv eo   (7.6) 

Also, composing (7.1), (7.2), and (7.3) results to: 
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Assuming KG , then GKG  and (7.7) can be reduced to: 
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(7.8) 

The feedback chain reduces effectively the effect of distortion of the device under 

test by the factor of K/G, but at the expense of reducing the overall gain. Apart 
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from being a straightforward method, the feedback technique has the advantage 

of setting additional feedback in the system, while the sensitivity of the closed-

loop gain is negligible to the gain variation. However, in return, the delay appears 

between the input and feedback signal which reduces the gain and bandwidth 

which also affects the stability of the system. In this type of compensator, extra 

caution needs to be taken while designing a linear feedback path, so that it cannot 

be corrected afterwards [238]. 

 

There are many various types of feedback method and they are classified based 

on active and passive, direct and indirect methods. These methods are RF 

feedback, envelope or modulation feedback, polar and Cartesian loop feedback 

[238, 239]. 

 

7.2.1 RF Feedback 

The RF feedback method is both active and passive components feedback 

system in which the output signal can be subtracted from the input at the RF 

frequency level without demodulation of any form. The issue of stability in 

feedback loops is a bigger concern which limits the system in compensating the 

individual amplification per phase, rather than the entire transmitter.  

 

In this technique, the active feedback component system includes an auxiliary 

amplifier in the feedback path for power dissipation reduction in the feedback 

modules [240].  
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Figure 7.2: Active feedback linearization system. 

 

Figure 7.2 has shown an active feedback linearizer where the auxiliary amplifier 

operates in a nonlinear manner to improve the intermodulation level by 12 dB and 

compensate for the nonlinearities of the main amplifier at the expense of the 

overall gain [240]. In the case of passive feedback component system, a voltage 

divider is used at the feedback path. This arrangement preserves system stability 

while compromising the overall gain. The active and passive feedback techniques 

are primarily meant to improve the broadband performance of the device under 

test by gain levelling rather than the device harmonic distortion or inter-

modulation. However, due to the limitation of the conventional RF feedback 

methods, many RF feedback techniques have been proposed in the literature to 

mitigate the existing drawbacks [240, 241].  

 

Distortion feedback is among other techniques aimed at improving the overall 

gain and overcoming the intermodulation effects that the conventional RF 

feedback is unable to overcome. Distortion RF feedback is the combination of 

both RF feedback and feed forward methods. The first section of the distorted 

output is captured and subtracted from the delayed version of the input RF signal. 

The resulted error signal is added to the input signal and sent to the power 
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amplifier. This method is similar to the predistortion method but uses a real-time 

feedback approach [242, 243]. 

 

 

Figure 7.3: Distortion feedback linearization system. 

 

In general terms, the RF feedback technique is more flexible than other 

techniques. In addition, the RF signal is compared at the input and output of the 

nonlinear device. Moreover, a feedback linearizer can be implemented in RF, 

intermediate frequency (IF) or baseband frequency. Consequently, feedback 

systems at the RF frequencies suffer time delay between the appearance of the 

power amplifier output signal and the subtraction of the input and reference 

signals. High delay in feedback system reduces the signal bandwidth and 

reduces operation stability. Furthermore, stability is difficult to achieve when the 

signal bandwidth of RF frequency rises to a high level. RF feedbacks can be used 

in the narrow band than the wideband applications [243].  

 

7.2.2 Envelope Feedback  

Envelope feedback known as modulation feedback is an indirect feedback 

technique used in reducing stability difficulties, inherited from RF feedback 
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system while using modulation frequencies. A general envelope feedback system 

is shown in Figure 7.4 below. 

 

Figure 7.4: General layout of an envelope feedback system. 

 

The feedback system shown in Figure 7.4 uses two similar envelope detectors 

attached to the input of the differential amplifier and the output of the main 

amplifier which produces an amplitude error correction signal from the envelopes. 

When the gain of the main amplifier is controlled by the error signal, the output 

envelope is forced to reproduce the input envelope to reduce distortion effects. 

However, this system can only at power saturation level degrade the system 

performance. Moreover, the phase distortion has been compensated by the non-

coherent envelope detection. Hence, the gain of the differential amplifier needs 

to be set higher to obtain a lower power level and avoid unstable system. In this 

technique, the differential amplifier has limited the performance of the system due 

to slow signal processing of the data in high bit rates of megahertz which is not 

suitable for wideband applications [244]. 
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7.2.3 Polar Loop Feedback 

The polar loop feedback is another modulation feedback technique which can 

perform both amplitude and phase corrections. The amplifier characteristics are 

corrected in different loops. The polar as shown in Figure 7.5 is not a linearizer, 

but part of linearization is included in the modulation process. The entirely 

modulated input signal is set at the IF, the amplifier was used in ER formation to 

produce the AM transfer response, while on the RF carrier voltage controlled 

oscillator (VCO) source is locked to the IF signal to produce the PM response. 

Phase IF modulated and envelope signal are separated. The modulated IF signal 

is used to achieve phase-modulated carrier by the use of a limiter, while the 

envelope signal achieves the amplitude modulated carrier.  

 

Figure 7.5: Polar-loop feedback system. 

 

The signal is down-converted at the amplifier output, while a control loop 

produces an error signal to feed the ER envelope modulator through the 

baseband. The amplitude and phase transfer functions of the nonlinear amplifier 

are guided to the frequency divider and a phase-locked loop for cancellation. The 

envelope signal from the feedback loop, on the other hand, is directed to a 
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differential amplifier for cancellation. The resulting amplitude and phase signals 

were passed to the input of the power amplifier through the mixer [245]. The polar 

loop system can be implemented in the RF level. However, the main challenge is 

the bandwidth requirement for the amplitude and the phase error amplifiers. The 

modulated signal is split into envelope amplitude and phase components, 

resulting in a wider bandwidth for the channels, which causes stability limitations. 

Another disadvantage of the polar loop feedback is the PLL errors are locked due 

to sharp phase jump and instantaneous power [245]. 

 

7.2.4 Cartesian Loop Feedback 

Cartesian loop feedback is a widely used correction system in the design of solid-

state radio transmitters. It is capable of 30 dB reduction of intermodulation for 

signal modulation bandwidths lower than 0.1 MHz. Cartesian correction loop is 

not considered as power amplifier technique, but a transmitter that requires the 

modulating signal in the baseband as the original source. The recent digital 

systems have the advantage of having a baseband signal already available in an 

In-phase and Quadrature (I-Q) format. The resulting I-Q channels can be set to 

fit the path with bandwidth comparable to the original signal bandwidth [246]. The 

remaining I and Q signals passed through differential amplifiers and to the vector 

modulators for the actual RF signal (S(t)), where: 

 
   ttQttItS cc  sin)(cos)()(   (7.9) 

 
Where ωc represents the RF carrier frequency, S(t) is the output signal fed into 

RF power amplifier exhibiting some distortion. Some part of the output signal is 

down-converted to restore the distorted I and Q signals which are then compared 

with the baseband signal. The input differential amplifier gain will guide the loop 
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into making an output signal looking similar to the original I and Q signals. 

However, the accuracy of the signal depends on the gain, bandwidth and linearity 

of the down converter of the demodulators [246]. 

 

Figure 7.6: Cartesian-loop feedback system. 

 

The Cartesian loop system operation is almost parallel to polar loop operation 

where the input and output signals are divided into I and Q signals using a 

broadband phase shifter and a differential amplifier. The phase shifter ensures 

the relationship between the input and feedback signals to remain constant. 

However, the temperature and power level change based on the phase shift of 

the local oscillator and this ultimately affect the stability of the system. In the case 

of the Cartesian loop in the wideband application, the system will not suffer 

stability as the overall performance is better than the polar loop system. However, 

there will be delays in the feedback chain. In addition to that, the Cartesian loop 

is also easier to implement than the polar loop, based on the availability of I and 

Q signals from the digital circuit. Another advantage Cartesian loop enjoys other 

than the polar loop is the regularity of bandwidth and gain in the Q signals 
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processing paths. This will mitigate the phase shift between the amplifier transfer 

functions processes [246, 247].  

 

7.3 Feedforward Linearization 

Feedforward is a well know RF technique used in the linearization of power 

amplifiers nonlinearities. The feedforward is centred on compensating a power 

amplifier nonlinear distortion at the output level, where the distortion components 

are subtracted from the overall output signal. Hence, through the feedforward 

chain, the distorted signals are achieved and forward to the output. Figure 7.7 

presents a general layout of the feedforward system. The layout is composed of 

signal cancellation and error cancellation loops. In the signal cancellation loop, 

the fundamental signal is achieved by removing the intermodulation products. In 

the error cancellation loop, the linear amplified signal is achieved by deducting 

the adjacent distortion products from the overall output [248].  

 

Figure 7.7: General layout of a feedforward system. 
 

 

The layout also illustrates the input signal is split into the main part and error part. 

The nonlinear power amplifier amplified the signal at the main part, and the delay 
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of the amplifier is compensated by a delay line in the error part. In the main part, 

the distorted signal from a copy version of the original signal of the power 

amplifier forms an error signal. While the error amplifier amplified the error signal 

which was deducted from the main amplifier output signal. The deducted signal 

is referred to as a reference signal and the resulting distortion signal is achieved. 

The error signal from the error amplifier is used to obtain a suitable level and 

using the output coupler and phase shifter to add in anti-phase to the main output 

signal [248]. 

 

In general, the feedforward linearization technique provides excellent linearizing 

performance with unconditional stability and wideband signal capability. The 

linearization of this technique does not affect the gain of the power amplifier while 

maintaining phase tracking. However, this technique has some drawbacks such 

as low efficiency, modifying components characteristics due to heat and ageing, 

sensitive to circuit elements matching, and the use of a large number of 

components makes it complex, occupy more size, attract high cost and unsuitable 

for many applications [248, 249].   

 

7.4 Envelope Elimination and Restoration (EER) 

The Envelope Elimination and Restoration (EER) is a linearity and efficiency 

enhancement method which was proposed by Kahn in [24]. The aim is to split the 

input signal into two portions, which one potion is composed of amplitude 

modulation (AM) and the other potion is composed of phase modulation (PM) 

data. A diagram of EER has shown the separation of AM and PM modulated 

signals, the formation of envelope information before baseband amplification and 

formation of limiter before RF amplification [24, 250].  
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Figure 7.8:  Envelope elimination and restoration system. 

 
 

The general band pass signal is written as follows: 
 
 

))(cos()()( tttrtv ci    (7.10) 

 

Where r(t) and )(t  φ(t) are the amplitude and phase modulation of the input 

modulated signal, ωc represents the carrier frequency which is dispersed from 

amplitude modulation use by an envelope detector. While the limiter formulated 

a phase modulation with the constant envelope as shown in the two equations 

(7.11) and (7.12): 

)()( trtr AM  (7.11) 

 
 

)())(cos( trtt PMc   (7.12) 

 
The limiter detects and removes the phase modulation (PM) distortions and the 

achieved PM signal is amplified by a switch-mode amplifier in order to preserve 

the information with high efficiency. The amplitude modulation (AM) signal is 

amplified by the baseband amplifier and modulated by the overall RF amplifier 
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[251]. In addition, at the overall RF amplification stage, the modulated overall RF 

signal and restoration of the constant envelope are however obtained by 

modulating the DC supply of the overall amplifier as illustrated in (7.13).  

 

))(()()( trGtrtv PMAMo   (7.13) 

 

Where G has added the gain of the overall RF amplifier. 

 

The advantage of using EER approach is that high efficiency is achieved by using 

a switching amplifier at the overall RF amplifier stage, reduction of amplitude and 

phase modulation distortions and improving the linearity of the system [251]. The 

EER technique has also many drawbacks in practical implementation. The 

baseband amplifier consumes a considerable amount of power during 

amplification of AM modulated signal and hence, affects the overall efficiency of 

the system. The EER system suffers from intermodulation products due to a large 

number of nonlinear components such as nonlinear behaviour of envelope 

modulator. It is sensitive to delay, particularly between the separation of AM and 

PM paths, amplification of high level AM modulated signal by the overall RF 

amplifier and limiter adaptation of AM-PM signal [251, 252]. 

 

7.5  Linear Amplifier using Nonlinear Component (LINC) 

The linear amplifier using a nonlinear component (LINC) is a linear amplification-

based technique aimed at achieving compensation at microwave frequencies 

[253]. In this technique, high efficiency is maintained using switching power 

amplifiers. The LINC means two separate amplifiers are fed with constant 

envelope signals to produce a band pass signal. It is a linear input-output relation 
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where a circuit is composed of nonlinear components [253, 254]. Figure 7.9 

illustrates the LINC concept with two high efficient nonlinear amplifiers.  

 

Figure 7.9: Linear amplification using nonlinear components system. 

 

The signal coming from the source is given as: 

))(cos()()( tttrtv ci    (7.14) 

Where r(t) and φ(t) are the amplitude and phase modulation of the input 

modulated signal, ωc represents the carrier frequency. The signal is split into 

amplitude and phase-modulated signals with constant envelopes. These signals 

are separated by the signal separation device, an AM-PM modulator [253]. A 

trigonometric transformation is used to derive the input signal in (7.14) which can 

be rewritten as: 

 

))]()(cos())()([cos(
2

)( max tttttt
r

tv cci    (7.15) 

 

Where rmax is the amplitude modulation signal and φ(t) is expressed as: 
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The achieved equal constant-envelope phase-modulated signals are written as: 

 

))()(cos()( max1 tttrtr c    (7.17) 

 

))()(cos()( max2 tttrtr c    (7.18) 

 
The constant-envelope phase modulated signals are amplified by two identical 

power amplifiers. The signals are combined at the output resulting from the (7.19) 

written as: 

 
))(cos()(2)( ttGtrtv co    (7.19) 

 
 
The output signal illustrated in (7.19) is an indication of linear signals amplified 

by two similar and highly efficient RF amplifiers. At the output of the amplifiers, 

the signals contain both AM and PM modulations, which are expected to retain 

only the phase data of the signal [253].  

 

According to the theory of literature, Linear Amplification using Nonlinear 

Component is a simple and flexible technique for high efficiency and linearity 

[253]. Consequently, this technique has practical limitations such as: 

 Very sensitive to gain and phase disparity between the two paths.  

 The amplifiers must be the same to avoid distortion at the output. 

 Signal separation and phase modulation inaccuracy due to uncertainty in 

providing an exact AM-PM modulator. 
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 Additional overall system complexity due to the circuit complexity of the 

modulator. 

 Limitations in the overall system bandwidth for the effect of the gain and 

phase disparity of the two paths. Furthermore, the bandwidth of the 

generated modulation signals overwhelms ten times the original 

bandwidth. 

 

7.6 Predistortion Systems  

Predistortion is one of the most common and effective linearization methods that 

are based on adding a nonlinear circuit that exhibits inverse characteristics of the 

nonlinear device before the nonlinear device so that the combined output is linear. 

The inverse characteristics are obtained by the inversion of the nonlinear model 

that can be developed from input-output measurements. In another word, 

predistortion is based on expanding the input signal to compensate for the 

nonlinear distortion caused by the amplifier.  

 

Figure 7.10: Fundamental of predistortion topology. 

 

A predistorter can be built by introducing in the system a nonlinear block earlier 

to the device. The inverse of the amplifier function is represented by the transfer 
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function of the nonlinear block. Figure 7.10 has shown a predistorter which 

producing a linear response due to a cascade of nonlinear blocks in the system 

[255]. 

 

Figure 7.10 has shown a classic predistortion system topology where the AM-AM 

response of the RF power amplifier is predistorted. On the other hand, the AM-

PM response can be corrected by means of introducing for the amplifier a phase 

to the input signal in the phase shift. Several techniques have been produced for 

the predistortion algorithms such as RF signal processing, digital processing and 

baseband frequency. These techniques can, however, be implemented based on 

the position of the predistortion in the system. It can be processed either in the 

RF, IF or baseband. Figure 7.11 has shown the three possible ways of 

implementing predistortion in the transmitter [255].  

 

Figure 7.11:  RF, IF and BB predistorter positions in RF transmitters. 

 

The RF predistortion technique operates right on the input signal of the RF power 

amplifier. It is simple to implement on high frequencies but suffers challenges of 

constraining adaptability and poor performance. It is more active in correcting the 
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odd-order distortion components [256]. The IF predistortion is simple and more 

adaptable than the RF predistortion. It operates on the intermediate frequency 

and different RF frequencies. However, it has its limitation such as operating on 

narrow bandwidth than RF predistortion and limitation over digital signal 

processing techniques. Since, IF predistortion lacks high digital sampling 

frequency capability, it cannot be used efficiently. In the case of baseband 

predistortion, it is simpler with high adaptability technique than IF and RF 

predistortion. It operates at the RF to baseband after the signal is down-

converted. The predistorted signal will now be passed to the RF power amplifier 

after it is up-converted to the carrier frequency signal. These classes of 

predistortion are characterize based on adaptableness towards power amplifier 

[256].  

 

A good design of digital predistorter depends on a fixed power amplifier 

behavioural model which can help discover the inverse function of the 

nonlinearity. The amplitude and phase modulation responses are the nonlinear 

static function of the power amplifier. In some cases, the AM-AM and AM-PM 

responses frequency bandwidth independent. But, according to the research 

facts, the output signal is determined by the previous and current input signal 

values. Similarly, the preceding values of the input signal diverge on the 

frequency bandwidth. The digital predistortion can be used for several 

applications such as the narrowband, wideband and broadband application. For 

a narrowband system, the key to predistortion solution is to develop a nonlinear 

system to ensure a fixed transfer function. Whereas, in the broadband systems, 

the transfer function diverge due to memory effects of the power amplifier. 

However, way out is to use an adaptive solution for which a feedback device from 
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the output signal can be used to improve the adaptive predistortion process with 

the extra robust performance [177].  

 

The digital predistortion system is divided into memory and memoryless. The 

memory predistorters are implemented by digital solution, while memoryless 

predistortion can be implemented by digital or analogue solutions. The 

predistortion methods are divided into analogue and digital predistortion (DPD). 

Some of these systems are discussed in this section:  

 

7.6.1 Analogue (RF) Predistorter 

The different ways the analogue predistortion can be implemented is by the 

design of multipliers to achieve polynomial nonlinearity or by basic diodes and 

transistors circuit. The analogue predistorter can be fixed or adaptive which 

however depends on the system requirement. One of the system requirements 

is high linearity. It is highly challenging to implement an analogue predistorter with 

high linearity which can meet all these conditions. To achieve these conditions, a 

dependable system must be employed to correct the predistorter based on the 

potential changes in the system. The operation bandwidth suffers from gain and 

phase flatness of the predistorter and the RF power amplifier in the system. In 

addition, memory effects also limit the performance of linearization [257]. Figure 

7.12 has shown a block diagram of an RF predistorter. 
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Figure 7.12:  Block diagram of an RF predistorter. 

 
 

From the possible implementation of the RF predistorter figure illustrated above, 

F1 and F2 are the polynomials that define the predistorter. The output signal 

information which is fed to the feedback system is used by the controller in 

updating the coefficients of polynomials. The coefficients of F1 and F2 are 

controlled by the squared magnitude of the input signal and power in the adjacent 

channel of the output spectrum. These polynomials are implemented using 

analogue circuits and the coefficients are adjusted according to the discharge of 

the adjacent channel. The polynomials (F1 and F2) will then increase the level of 

the input signal to the output of the system. The analogue RF predistorter has a 

simple circuitry, easy to use, cost very low and also consumes very low power. It 

is capable of managing signal in a broadband system. On the other part, it 

introduces insertion loss product in the system, its performance moderate in term 

of linearization and challenging to implement the adaptive version [257]. 

 

7.6.2 Digital (IF) Predistorter 

IF predistorter is a well-known high-speed digital system, it is flexible and easy to 

implement by the use of digital devices. It is more stable than the RF predistorter, 
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which makes it adapt in times of temperature and time oscillation. Subsequently, 

the predistorter is implemented digitally and friendlier than the analogue 

predistorter. Figure 7.16 illustrates the possible implementation of a mapping 

digital predistortion system with a mapping unit at the input. The input I and Q 

signals are mapped to produce I’ and Q’ modulated signals. The transfer function 

of the mapping unit is defined by the in-phase, quadrature and the gain of the 

predistorter [258]. The outputs at the mapping system are expressed as follows: 

),(' QIGI I  (7.20) 

 
 

),(' 2 IQGQ   (7.21) 

 
Where G stands for gain and represents two-dimensional function (G1 and G2). 

The predistorter consists of a look-up table kept in the system memory. The 

disadvantage of IF predistorter is that it requires a large amount of memory. It 

slows down the system due to the size of the memory. 

 

 

Figure 7.13: Mapping digital predistorter. 

 
 

Another type of IF digital predistorter is a gain-based system. It is developed to 

reduce the memory size of the predistorter by interpolation. In this case, the 
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interpolation unit research for the transitional values that are omitted in the look 

up table. To organize the values of the look up table, the complex input signal is 

increased into two by the magnitude of the predistorter [258] as shown in Figure 

7.14. 

 

 

Figure 7.14: Gain-based digital predistorter topology. 

 

This predistorter is again based system where complex mathematical processing 

in the digital domain is implemented. This means that the samples of the data are 

constantly changing and hence, introduce limitation on the operating bandwidth. 

Increase in data sample increases the sampling frequency resulting in more 

mathematical process and increases power consumption. However, the power 

consumption can be reduced by the use of power consumption reduction 

techniques [258]. 

 

7.6.3 Baseband Predistorter  

Baseband predistortion system is a memoryless type of predistorter that is 

classified into data and signal predistortion. Data and signal predistorters have 

been effectively working since discovery over the years. The data predistorters 



202 

input signal constellation points are altered before directed to the transmit unit. 

Consequently, after the pre-distorter, the corrected signal constellation appeared 

at the output of the power amplifier. This type of predistorter can be implemented 

based on the position of the shaping filter which are in two types. The first type of 

shaping filter is an RF band pass filter, positioned subsequent to the RF power 

amplifier. It is sufficient to compensate for the nonlinearity of a memoryless RF 

power amplifier. While the second type is more of baseband filter positioned 

directly subsequent to the predistorter [259]. Figure 7.15 has shown the 

schematic diagram of the two data pre-distorters.  The RF band pass filters with 

sharp cut-off frequency are hard to achieve. Due to high losses, the structure has 

become unattractive. The predistortion process is not accurate using the second 

type of data predistorter, as the correction is useful to only signals that the level 

of power is shown in the signal constellation [259]. 

 

Figure 7.15: Memoryless data predistorters. 

 
 

Due to the limitation of the data predistorters system, the symbol rate results in 

correcting only the channel bandwidth data. Whereas the transmitted digital 

symbols are directly affected by the nonlinearity of the amplitude-modulated 



203 

signals. Hence, the use of this system is sufficient to overcome the nonlinearity 

of the power amplifier. The data predistorters are commonly used in linear 

modulation such as pulse amplitude modulation (PAM). However, nonlinear 

modulation applications such as OFDM are not suitable for data predistorter 

[260].  

 

In the case of memoryless digital signal predistorter, the multicarrier application 

is used at the baseband of a transmitter for arbitrary input waveforms processing. 

This system shows a better performance than the data predistorter. Generally, 

signal predistorter can be used for both linear modulation and nonlinear 

modulation applications. The memoryless data predistorter and memoryless 

signal predistorter systems have some common characteristics. But, in the case 

of the type of signal usage depends on predistorter suitability. For example, a 

linear modulation such as pulse amplitude modulation system can be corrected 

using a signal or data predistorter. Whereas, a nonlinear modulation such as 

orthogonal frequency division multiplexing or a phase modulated signal can be 

corrected using a memoryless signal predistorter [261]. 

 

 

Figure 7.16: A memoryless signal predistorter. 

 

Figure 7.16 is a block diagram of a memoryless digital signal predistortion model. 

It was extended in 1991 by Sari and Karan after the first signal predistorter was 
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developed based on look up table for linear modulation application by Saleh. In 

general, the digital signal predistorters are classified into two methods. The 

mapping technique, in the form of look-up-tables and polynomial functions which 

is by means of either polar (magnitude and phase) or Cartesian (in-phase and 

quadrature). Some of the examples of digital predistorter models are look-up-

table, nested look-up-table, Volterra, memory polynomial, envelope memory 

polynomial, Wiener, Hammerstein, augmented Hammerstein, augmented Wiener 

and twin-nonlinear-two-box. Several other models have subsequently been 

investigated and developed for different applications [261, 262]. 

 

7.7 Comparison of Different Linearization Techniques 

Several linearization techniques have been discussed in this section. It is 

important to compare from the simplest technique to the most complex pre-

distorter technique. Since predistorters are implemented in real systems, linearity 

and complexity of the technique can be the parameters for comparison. The 

simplest linearization technique such as power back-off [263] losses efficiency 

for linearity. Such techniques are not used regularly due to the inefficiency of the 

device. The RF feedback method [240, 243] perform better with low power 

applications, but not suitable for high-frequency systems due to the high cost of 

implementation. Another drawback is the feedback correction algorithm has low 

correction capability and poor digital implementation. The polar loop feedback 

[245] and envelope elimination and restoration methods [250] are narrowband 

applications, simple to implement and have moderate complexity. However, 

limited by linearization process and stability. Furthermore, the wide bandwidth of 

the phase detector at the output of the system produces bandwidth noise and 

unwanted signal. The Cartesian loop [264, 265] method uses the real and 
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imaginary parts of the baseband data but is not suitable for multicarrier systems. 

The feedforward is a wideband system with amplitude and phase imbalance of 

loop circuit elements in which reduces the linearization performance due to 

mismatched. But, the adaptive feedforward method [248] can be used to correct 

the mismatch. The disadvantage of adaptive feedforward has high complexity 

and complex to implement. Since, digital predistortion technique [266] is not an 

accurate method of compensation, adaptive baseband predistorter [267] is 

developed to linearize simple and highly complex systems. Similarly, comparing 

the performance between look up table and polynomial predistortion [268] based 

models, where the former is known to be the excellent model for linearization 

using any kind of power amplifier. The disadvantage of this model is due to its 

large size which causes low convergence speed. Therefore, the polynomial 

predistortion based model can be used as an optional method considering 

linearization and complexity of a system. It is suitable for orthogonal frequency 

division multiplexing application and other multicarrier applications. After the 

performance comparison of several type of predistortion models discussed in 

previous section, a Hammerstein predistortion model and the contribution will be 

discussed in following section. Its performance will be shown in comparison to 

other models in terms of the size, complexity, reliability, flexibility, stability and 

adaptability towards other applications. 

 

7.8 Adaptive Hammerstein-Wiener Predistortion Design Approach 

The Hammerstein model is an inverse structure of the Wiener system. A 

predistorter is constructed using a memoryless nonlinear subsystem cascaded 

with a linear time-invariant filter. Many research works have been developed on 

Hammerstein predistorter system. However, this research proposes a new 
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approach using Hammerstein-Wiener system to compensate the memoryless 

and memory effects of the RFPA. 

 

Figure 7.17: A Hammerstein predistortion and power amplifier equivalent model 
of Wiener system. 

 

Figure 7.17 has shown a block diagram of a Hammerstein predistorter and a 

Wiener model. Some of the common ways Hammerstein predistorter parameters 

can be estimated are briefly introduced in this work. Hammerstein predistortion 

can be approximated by structuring the Wiener system to be an inverse of the 

Hammerstein. The power amplifier parameters represented by the Wiener model 

which consist of FIR filter and a nonlinear block are determined using the 

preferred methods available. The inverse of each block is replaced in the 

Hammerstein predistortion system. The second way is that the nonlinear block of 

a power amplifier which contains AM-AM and AM-PM responses is considered to 

be an inverse of the nonlinear block of the predistorter. The linear and nonlinear 

blocks of both predistorter and power amplifier can be modelled using adaptive 

filters. The normalized least means square method can be used in approximating 

both the linear blocks of predistorter and the power amplifier. In the third case, 

the predistortion system, as well as the linear block of the power amplifier are 

approximated. The nonlinear block of the power amplifier is constructed with 

transfer function and characteristics are obtained from a single tone test. These 

are the very many ways in which the Hammerstein predistorter can create a 
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behavioural model of power amplifier such that it can behave like a linear system 

[269].  

 

Figure 7.18: Enhanced adaptive Hammerstein-Wiener predistorter approach. 

 

Several predistortion functions have been introduced to obtain the inverse of the 

power amplifier behavioural model. In this case, the Wiener model has been 

proposed as the function to provide the behavioural model for adaptive 

Hammerstein predistorter system with Volterra series as the linear filter. This 

work design and simulate an adaptive Hammerstein predistortion method using 

a normalized least mean square error based on indirect learning approach to 

correct the nonlinearities of the power amplifier. The model applies an indirect 

learning approach to obtain the predistorter coefficients. The indirect learning 

method updates the coefficients of the Hammerstein predistorter based on the 

linearization errors between the input signal of the Hammerstein predistorter and 

the output signal of the RF power amplifier. This method is used due to its 

adaptability and structure of the predistorter [269]. 
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Figure 7.18 has shown an enhanced adaptive Hammerstein-Wiener predistorter 

with the indirect learning-based structure used for identification. The aim of this 

structure is to achieve a linear power amplifier output (vo(n)) with respect to the 

predistorter input (vi(n)). Hammerstein predistortion model is designed with a 

truncated Volterra filter to compensate for the power amplifier nonlinear 

memoryless and memory effects. The performance of the predistorter improves 

when harmonic components, intermodulation terms and cross-terms are 

incorporated in the model. It makes the Hammerstein predistorter correct 

effectively, the nonlinear distortion effects of the power amplifier. The input signal 

to the predistorter training system (vi(n)) represents the output signal of the 

Hammerstein predistorter system (v1(n)), while the output signal of the power 

amplifier is normalized by the linear gain (G-1). However, the input signal of the 

power amplifier is the output of the predistorter including the signal from the pre-

distorter training sequence. The signals received from the predistorter system are 

used in extracting the static nonlinearity where  nz

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β2t-1 are the coefficients of a polynomial describing the static nonlinearity of the 

nonlinear block. In discrete-time, the second-order Volterra series with finite 

memory systems is expressed as: 
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Where M1 and M2 represent the memory durations of the first and second-order 

terms. h1(t) and h1(t, r)  are the complex Volterra kernels of nonlinear order 1 and 

2. The Volterra filter is used for mild nonlinearity. The cross-terms and the 

second-order of nonlinearity are chosen to reduce the complexity of the algorithm. 

The series is expressed in vector form as: 
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By applying the normalized least mean square method, the filter coefficients can 

be developed by: 
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Where e(n) is given by: 
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 (7.28) 

 
 

e(n) is the error terms which is equivalent to zero which means that vo = Gvi(n), 

while, the power amplifier nonlinearity is invertible. The error energy ||e(n)||2 is 

reduced to converge the algorithm. The aim is to find the parameters of the 
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predistorter. Once the parameter is found and the characteristics of the power 

amplifier are not fluctuating, the predistorter training block will be switched off 

until the predistorter parameter require an update due to shift in power amplifier 

characteristics.  

 

7.8.1 Verification with OFDM Application 

In this section, the proposed digital predistortion technique is verified by 

simulation. The equivalent model of the Wiener system is used as the amplifier 

model. The transfer functions are extracted from the proposed balanced amplifier 

as previously discussed. Estimations algorithms are used to validate the matrix 

for the coefficients of the amplifier polynomials. Indirect learning architecture is 

used in order to find the inverse model as explained in the previous section. The 

Hammerstein model is used as the predistorter model in the IEEE-OFDM 

transceiver system to verify the amplifier nonlinear behaviour and the 

performance of the transceiver. The performance of the predistortion is 

investigated using different modulations in the OFDM system [8]. Performance 

results of the OFDM transceiver system is illustrated in linearization results, 

transmitted and received constellation, OFDM complex signal on-time scope 

frame and the transceiver BER results. 

Figure 7.19 shows the IEEE-OFDM transceiver system which was used in the 

simulation. In the simulation, the amplifier was linearized using the AM-AM and 

AM-PM transfer functions to generate polynomials in the MATLAB. The extracted 

AM-AM and AM-PM data are measured in the context of the normalized input 

voltage as a function of the output voltage. The MATLAB curve fitting generated 

AM-AM polynomials is expressed as: a6 = 33.066, a5 = -85.52, a4 = 82.06, a3 = -
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34.052, a2 = 2.85, a1 = 3.21 and a0 = -0.01. The AM-AM distortion was cancelled 

as the device reaching a saturation point. 

 

Figure 7.19: Simulated IEEE OFDM transceiver system. 

 

The normalized input voltage as a function of output phase of the amplifier is also 

considered with the following AM-PM MATLAB fitted coefficients to generate 

polynomials expressed as: b6 = 3.5485, b5 = -5.7836, b4 = 3.0384, b3 = -0.8434, 

b2 = 0.1826, b1 = -0.0225 and b0 = 0.1001. The AM-PM distortion was removed 

as the device reaching a saturation point. This data will be embedded in the 

device under test (DUT) of a Simulink transceiver system based on IEEE 802.11a 

OFDM HiperLAN/2 standard [8]. The variations of AM-AM and AM-PM can be 

presented in (7.29) and (7.30), expressed by:  
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where y(t) and z(t) are the AM-AM and AM-PM responses of the balanced RF 

power amplifier [270].  

 

Simple linear formulas are presented for the functions involved in the amplitude 

and phase nonlinear models of the balanced amplifier as shown in the above 

equations and fit measured data very well. This model is exported to the 

memoryless baseband digital predistorter to linearize the DUT at the front-end of 

the OFDM transceiver system. The multiple-input-single-output (MISO) 

transceiver system is set to run on a simple linear model with baseband digital 

predistortion to compensate for the nonlinearity of a balanced power amplifier. In 

the transmitter, the signal was coded before OFDM. The modulation was 

normalised as a frame where 16-QAM was chosen for the OFDM system. The 

signal handed over to OFDM was cyclic prefixed [8].  

 

The OFDM is a complex signal which can be seen in the frequency domain. The 

OFDM transmitter passed the complex signal to the power amplifier in the form 

of real and imaginary. The signal from the power amplifier is fitted in order to 

achieve signal variation. The amplitude of the input voltage of the power amplifier 

is 3 V. After the amplifier, the signal was handed over to the channel. The noise 

added to the channel is the AWGN. A magnitude in +ve and -ve polarities are 

used to re-organise the signal which remains exactly the same. Results have 

been produced to show the validity of the predistortion algorithms used in the 

process of transmitting OFDM signal through the proposed balanced RF power 

amplifier which the measured data was extracted for linearization [271]. 

 



213 

The amplifier has been implemented on the OFDM transceiver system. Most 

figures of merits demonstrated the existence of amplifier distortion in the signal 

without linearization and several results showing the removal of distortion with 

the use of linearization technique. The transceiver has undergone several stages 

of simulation such as transmission without an amplifier, adding RF amplifier to 

demonstrate the existence of distortion and introduction of linearization technique 

to remove the amplifier distortion. 

 

Figure 7.20: AM-AM distortion of the amplifier in the OFDM transceiver system. 

 

In the first stage, the OFDM signal was transmitted to the channel without an 

amplifier. The signal is expected to be linear with no nonlinear distortion of all 

kinds. No amount of distortion demonstrated in all the results simulated, unlike 

when adding the power amplifier in the RF chain. In the case where balanced RF 

power amplifier is added to the RF front-end of the transmitter, performance 
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results have shown different ways in which the distortion was described such as 

display of AM-AM, AM-PM, 16-QAM constellation, bandwidth spectrum signal 

and OFDM signal in time scope frame.  

 

First of all, Figure 7.20 and 7.21 depict results of AM-AM and AM-PM signal 

distortions of the amplifier. The responses of the amplifier have shown clearly 

that the device under taste is without linearizer. The AM-AM characteristics are 

displayed with thousands of bits which introduced errors because of the 

magnitude. Errors occurred due to variation of the magnitude. This also depends 

on the signal-to-noise-ratio (SNR). Hence, the errors can be reduced by 

increasing the level of SNR and controlling the magnitude.  

 

Figure 7.21: AM-PM distortion of the amplifier in the OFDM transceiver system. 
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Figure 7.22 shows the transmitted signal before the OFDM transmitter and 

received signal after the AWGN channel. The signal constellations represent the 

coded 0-15, 16-QAM modulation which at the transmit shows clean bits of a 

signal without adding noise. The received signal is the signal after demodulation 

of the OFDM signal which can be seen as similar constellation to the transmitted 

signal constellation except for the high distortion power amplifier which scattered 

the signal, at the same time affecting the magnitude and phase of the signal. 

 

Figure 7.22: OFDM transmitted and received signal constellations without 
linearization. 

 

Figure 7.23 shows the spectrum analyser figure of merit describing the OFDM 

frequency domain signal before and after the channel. The bandwidth and 

sampling frequency used in the OFDM signal are shown. It also shows the 

bandwidth that was utilised during the transmission.   
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Figure 7.23: Spectrum signal illustrating the bandwidth. 

 

Figure 7.24 shows the time scope figure of merit demonstrating the OFDM 

complex signal in two forms which are before the power amplifier and after the 

AWGN channel. Each signal has been displayed with a real and imaginary portion 

as shown below. 

 

Figure 7.24: OFDM complex signal on-time scope frame before linearization. 

 

In the previous stage, the OFDM signal was transmitted to the channel with the 

proposed amplifier where results were presented with distortions causing signal 
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variation in the system. In the next stage, predistortion is introduced to linearize 

the nonlinearity of the RF power amplifier. In linearization, signal variation does 

not change the phase, but changing the magnitude and will stay where it is or on 

the same angle. This implies that the phase distortion is not existing in the signal. 

To analyse the predistortion, it is assumed that the predistorter is added before 

the power amplifier, which means adding the phase on the signal to remove the 

amplitude. The predistorter and the power amplifier can be expressed 

mathematically as: 

0  JJ AePe  (7.31) 

Where Pejφ is the linearizer and APejφ is the RFPA distortion. The expression can 

be rewritten as: 

0)( 
 AP JJ

ePA
  (7.32) 

Then 

0 AP   (7.33) 

To cancel the RFPA distortion, it can be defined as: 

AP      (7.34) 

 

The equations above were added to the angle of the input signal as a means of 

predistortion to compensate for the nonlinearity of the amplifier. However, 

performance results have shown different ways in which the distortion of the 

amplifier was compensated. 
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Figure 7.25: Normalized AM-AM amplifier predistorted signal in OFDM 
transceiver system. 

 

The first result of linearizing the power amplifier is shown in Figure 7.25. The 

figure shows the normalized AM-AM response of the amplifier signal linearized 

using the predistortion technique. The responses of the amplifier have shown 

clearly that the device under taste was responding to linearization. The AM-AM 

characteristics are displayed with thousands of bits which errors were introduced 

because of the magnitude. Errors occurred due to variation of the magnitude. 

However, adapting predistorter reduced the thousands of spikes and linearized 

the signal. 
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Figure 7.26: Normalized AM-PM amplifier predistorted signal in OFDM 
transceiver system. 

 

Figure 7.26 shows the normalized AM-PM amplifier predistorted signal. Like 

mentioned in Figure 7.25 that spikes were generated on the amplitude signal 

affecting the performance of the predistorter is also experience in AM-PM signal 

as shown above. The predistortion cannot remove the distortion properly which 

has also shown no very effective impact on signal. The amplitude and phase of 

the amplifier were simulated by normalization. AM-AM and AM-PM signals were 

predistorted by normalizing the polynomials. The performance of the predistorter 

at the stage of normalizing the polynomials has improved the AM-AM signal of 

the amplifier.  
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Figure 7.27: OFDM transmitted and received signal constellations after 
linearization. 

 

Figure 7.27 shows the signal before the OFDM transmitter and received signal 

after the AWGN channel. The signal constellations represent the coded 0-15 16-

QAM modulation which at the transmit shows clean bits of a signal without adding 

noise. The received signal is the signal after demodulation of the OFDM signal 

which can be seen as similar constellation to the transmitted signal constellation 

which in this case predistortion has been used to cancel the high distortion of the 

power amplifier. Predistorter has made the received signal almost close to the 

transmit signal. 

 

Figure 7.28 shows the time scope figure of merit demonstrating the OFDM 

complex signal in two forms which are before the power amplifier and after the 

AWGN channel. Each signal has been displayed with a real and imaginary portion 

as shown above. The first signal was obtained before the RF power amplifier and 

the second was after the channel. The noise added to the signal that passed 

through the amplifier introduced disturbance. 
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Figure 7.28: OFDM complex signal on-time scope frame after linearization. 

 

Because of the distortion affecting the magnitude in the signal, the imaginary side 

of the signal after the channel might not follow the imaginary side of the signal 

before the channel. The predistorter has compensated the high distortion which 

the signals have demonstrated similarities both on real and imaginary  [8].  

 

7.8.2 Verification with 5G Modulation Application 

In this section, the f-OFDM 5G modulation transceiver is used in verifying the 

proposed predistortion in terms of performance in cancelling the distortion of the 

amplifier. The f-OFDM 5G modulation transceiver is used for the simulation to 

compare with the existing OFDM system. As it is a well-known fact, filtered-OFDM 

is one of the simplest techniques with flexible waveform configuration that can 

ensure better spectral efficiency than OFDM itself [272]. This technique can be 

used to filter OFDM signal as it can offer in the sub-band a flat passband over the 
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subcarriers, minimize guard bands with sharp transition band and have enough 

stopband attenuation [272].  It has very low out-of-band (OOB) emissions and 

can also apply filtering to the OFDM symbols in the time domain to control the 

complex orthogonality of the symbols [272-274]. It can be used in multiple-input-

multiple-output (MMO) applications as well as providing asynchronous multiple 

access [275].  
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Figure 7.29: Filtered-OFDM transceiver system with added predistortion. 

 

Figure 7.29 shows a block diagram of the proposed filtered-OFDM transceiver 

structure with power amplifier and predistortion system at the front end. The 

diagram describes the transmit/receive process with f-OFDM modulation using 

specific system parameters. The performance of the f-OFDM scheme is 

evaluated based on specifications. The specifications depend on the preferences 

which can, however, be adjusted to take an effect on the performance of the 

system. These parameters are 1024 as the number of FFT points, 50 as the 
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number of resource blocks, 12 as the number of subcarriers per resource block 

and 72 as the length of cyclic prefix in samples. The excess bandwidth in 

subcarriers is 2.5, the length of the filter is 513 in different modulation. On the 

transmit side, the baseband signals are generated at random in the frequency 

domain. In the modulation process, the signals are mapped by any of the 

mapping schemes.  

 

During each symbol period, the transmitter used inverse fast Fourier transform 

with the cyclic prefix to modulate the signals in the time domain. The OFDM signal 

then passes through a filter to generate an f-OFDM signal which can be described 

as the spectrum shaping filtered signal. The spectrum shaping filter is focused on 

the assigned subcarrier in the frequency domain. The bandwidth of the filter is 

similar to the entire frequency width of the assigned subcarriers and the length of 

time used by the filter as a portion of the length of time used by the OFDM symbol.  

 

Figure 7.30: Impulse response of the designed filter for f-OFDM with bandwidth 
equal to 3 RBs. 
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Figure 7.30 shows the baseband impulse response of the desired filter with the 

bandwidth equivalent to 3 RBs. It can be seen that the bandwidth of the filter 

cover certain space in the cyclic prefix (CP) and is proportional to the spectral 

efficiencies. Hence, the filter energy in the CP reduced the ISI. The ISI continues 

to reduce with an increase in filter bandwidth within the CP [274]. The assigned 

bandwidth is splits into several sub-band. However, in this research work, a 

conventional f-OFDM is adopted to illustrate the impact of predistortion on 5G 

modulation, where f-OFDM is the case study. Then, the proposed digital 

predistorter and the power amplifier are connected at the RF front end, 

respectively. In the end, the signal passes through the channel to the receiver. 

 

Figure 7.31: AM-AM distortion behaviour of the amplifier in the 5G f-OFDM 
transceiver system. 

 



225 

At the receiver, the signal from the channel is first passed through the filter which 

is matched with the transmitter filter. The signal then passed through the OFDM 

processes, i.e., after removal of cyclic prefix, the signal passed through FFT 

which demodulate and recover the OFDM transmitted signal. The cyclic prefix is 

used as a copy of the last portion of the OFDM symbol before the OFDM signal 

is estimated and equalize by the equalization block.  

 

 

Figure 7.32: AM-PM distortion behaviour of the amplifier in f-OFDM transceiver 
system. 

 

As a result of simulating the filtered-OFDM transceiver system using our 

proposed balanced RF power amplifier and the predistorter system, Figure 7.31 

and 7.32 demonstrate the results of AM-AM and AM-PM signal distortions of the 

amplifier with predistortion. The results have shown that the amplifier behaves 
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nonlinearly in the absence of linearizer. The AM-AM and AM-PM characteristics 

are displayed with thousands of bits with errors due to magnitude variation. The 

signal-to-noise-ratio (SNR) needs to be improved to control the magnitude and 

reduce the errors.  

 

The proposed power amplifier nonlinear behaviour changes at a different 

frequency and this need to be taken into consideration to ensure that during 

predistortion, the gain and phase transfer functions of the device are required to 

change over frequency as well as the input level to fit the changes. However, this 

amplifier operates on 2.620 to 2.690 GHz frequency in which the proposed 

predistorter is expected to operate over this bandwidth and above.   

 

Figure 7.33: AM-AM predistortion performance of the amplifier in f-OFDM 
transceiver system. 
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The first result of linearizing the power amplifier distortion in the 5G f-OFDM 

modulation system is shown in Figure 7.33. The figure shows the normalized AM-

AM response of the amplifier signal predistorted using the NLMSE algorithm in 

adaptive Hammerstein predistorter technique. It is shown clearly that the 

technique has a significant effect on the amplifier signal distortion. As shown 

above, the AM-AM characteristics are displayed linearly with thousands of bits as 

errors appeared due to the magnitude variation in the signal. However, adapting 

predistorter reduces the thousands of these spikes and linearized the signal. 

 

Figure 7.34: AM-PM predistortion performance of the amplifier in f-OFDM 
transceiver system. 

 

Figure 7.34 shows the normalized AM-PM amplifier predistorted signal. Like 

mentioned in Figure 7.33 that spikes were generated on the amplitude signal 

affecting the performance of the predistorter is a moderately different experience 

in AM-PM signal as shown above. The predistortion cannot remove all the spikes 
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around the signal in the case of AM-AM which has not also shown a very effective 

impact on the errors. The amplitude and phase of the amplifier signals are pre-

distorted by normalizing the polynomials. The performance of the predistorter has 

effectively linearized the signals and remove the nonlinearity of the amplifier. This 

has been proven in the signal SER performance result shown in Figure 7.35. The 

SER result illustrates the performance of the f-OFDM transceiver system in 

different modulations with clear proof of the authentic existence of improvement 

in the signal.  

 

Figure 7.35: SER performance of f-OFDM in AWGN channel for different 
modulations. 

 

Figure 7.35 has presented simulation result showing the performance of f-OFDM 

system in terms of symbol error probability in the presence of our proposed 

balanced RFPA nonlinear distortion. The SER performance curve is shown of the 
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RFPA output signal in the presence of predistorter. The predistorter has 

illustrated a good sign of spectral efficiency in the f-OFDM signal. The 

performance of the signal is received when predistorter is used in the system. 

The signal presented bits during the transmission which escalated the adjacent 

channel leakage of the RFPA. The number of errors occurred due to the RF 

power amplifier nonlinearities which are suppressed by the predistortion model. 

The simulation is repeated for QPSK, 4-QAM, 16-QAM and 128-QAM. The result 

presented variation based on modulation. To the best author’s knowledge, this 

work has potentially good spectral efficiency and predistortion performance from 

adaptive predistorter used in the f-OFDM transceiver system to cancel the 

distortion and linearize the amplifier signal distortion.  

 

7.8.3 Verification by Experimental Test-bed 

The next step is to evaluate the models using measured data from the designed 

balanced RF power amplifier. The test-bed environment is processed with vector 

signal generator (RS SMBV100A), a signal analyzer (RS FSG13L), a computer 

for offline data training (ADS, WinIQsim and IQWizard) and the RFPA prototype. 

The MATLAB codes for signal processing was used and modelling algorithms 

(genetic algorithm) was also used in the case of off-line training. 

 

An Agilent ADS2018a was used for the simulation test-bed to authenticate the 

performance of the predistorter through numerical simulations. The test-bed was 

simulated in the Agilent advanced design system Ptolemy environment (software 

platform). The analogue circuits were integrated with the digital circuits, while the 

power amplifier was simulated using the MRN28394056837 LDMOS Free-scale 

transistor and the micro strip circuits. The proposed power amplifier is a 15.5 W 
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MOSFET transistor from Free-scale. The RFPA was initiated by the linear 

wideband mini circuit pre-amplifier and finally connecting to the vector signal 

analyzer.   
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Figure 7.37: Diagram of the ADS simulation test-bed. 

 

Figure 7.37 shows the basic block diagram of the test-bed settings which are 

listed previously. The importance of using the test-bed settings is to verify the 

amplitude and phase distortion signal of the power amplifier through 

measurement such that the RS SMBV100A and RS FSG13L are capable of 

transmitting and receiving an actual set of data which the data link controls the 

software routines where the measurement tools are connect to each other. To 

authenticate the proficiency of the proposed predistorter in the multicarrier 

systems, the OFDM signal is generated in AWGN channel with 16-QAM 

modulation scheme at 10MHz bandwidth, covering the data length of 8000 data 

samples for 4 sampling factor. 
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The power amplifier is using received 1024-point FFT/IFFT and is driven by an 

LTE-Advanced signal to feed to the power amplifier. The input signal is 

generated, while BPSK modulation is used in coding the pilot signal which is 

transmitted for long and short detection. The test signal is loaded in the simulation 

software, R&S WinIQsim2. Subsequently, the signal is fed to the transmitter after 

using the MATLAB compensator to predistort the test signal. The test signal fed 

into the transmitter and out are processed in MATLAB to ensure corresponding 

predistorter parameters are updated.  

 

Figure 7.38: AM-AM distortion behaviour of the amplifier in the OFDM 
transceiver system test-bed. 
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This data is uploaded to the computer and simulated with ADS to process the 

response of the signal through BER, constellation and PSD. The performance of 

the proposed predistorter is evaluated by considering the output signal of the 

transmitter with and without the predistorter. The transfer function of the RFPA 

and response of the proposed predistorter are shown in Figure 7.38, 7.39, 7.40 

and 7.41.  

 

Figure 7.39: AM-PM distortion behaviour of the amplifier in the OFDM 
transceiver system test-bed. 

 

Figure 7.38 and 7.39 show the AM-AM and AM-PM transfer functions of the 

proposed balanced RF power amplifier. The response of the amplifier has clearly 

shown that the distortion from the signal is before linearization. The signal 

produced thousands of bits which errors were due to the magnitude. The signal-
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to-noise-ratio (SNR) plays a major role in this circumstance. Hence, by increasing 

the level of SNR and controlling the magnitude, the bits can be reduced. In this 

case, the predistorter cannot compensate for the effect. 

 

 

Figure 7.40: Normalized AM-AM amplifier predistorted signal. 

 

Figure 7.40 and 7.41 the result of the proposed predistorter using Wiener-

Hammerstein approach to suppress the distortion effect of the amplifier. Figure 

7.42 shows the normalized AM-AM predistorted signal which has presented 

robustness of the algorithm used in cancelling the distortion effects. The signal 

has shown an effective linearization despite thousands of bits introduced by the 

signal.  
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Figure 7.41: Normalized AM-PM amplifier predistorted signal. 

 

Figure 7.41 also shows the normalized AM-PM predistorted signal which has 

presented robustness of the algorithm used in cancelling the distortion effects. 

The signal has shown an effective linearization despite thousands of bits 

introduced by the signal. It can be seen that due to the effect of the predistorter 

employed, the influence of amplifier distortion has partially reduced for both 

amplitude and phase signal.  
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Figure 7.42: Different level constellation. (a) Input signal; (b) RFPA distorted 
signal; (c) Non-normalized NLMSE compensate signal; (d) Normalized NLMSE 

compensation signal. 

 

Figure 7.42 shows the constellations of different signals in the OFDM transmitter, 

where Figure 7.42 (a) is the input signal, (b) is the received signal without 

predistortion, while (c) and (d) are received signals are the received signals with 

predistortion effect. The signal constellations represent the coded 0-15, 16-QAM 

modulation which at the transmit shows clean bits of a signal without adding 

noise. Figure 7.42 (b) is the amplifier signal received after the channel with 

distortion. It can be seen that the signal is received without linearization. Figure 

7.42 (c) and (d) have shown the predistorted signals using the NLMSE method 

to achieve a different level of linearization. Figure 7.42 (c) is the signal after 

demodulation of the OFDM signal which can be seen as linearized, however, not 

having similar constellation to the transmitted signal. Hence, Figure 7.42 (d) has 

illustrated a constellation signal which in this case NMSE method has been 



236 

normalized, improving the predistortion to cancel the high distortion of the power 

amplifier. This method has almost made the received signal closely similar to the 

transmit signal.  

 

 

Figure 7.43: PSD comparison in low input saturation level. 

 

Figure 7.43, 7.44, 7.45 and 7.46 also illustrate the performances of predistortion 

in power spectral density (PSD) and bit error rate (BER) form. In the two figures 

showing power spectrum densities, the actual transmit signal and the NMSE 

model is discussed. Figure 7.43 shows an algorithm which has been used in 

modelling the nonlinearity of the amplifier using the non-normalized and 

normalized approach at low saturation level. Using the low saturation level at the 

input limits the model from removing the whole nonlinearities of the amplifier. This 

implies that nonlinearities still exist in the signal after the AWGN channel. 
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Figure 7.44: Power spectrum density comparison in high input saturation level. 

 

For this reason, the NLMSE approach has been proposed using high input 

saturation level to accurately model the nonlinearity of the power amplifier.  It can 

be seen in Figure 7.44 that the power amplifier distortion in the signal is quite 

obvious which is separated from the compensated signal. However, the linearity 

of the PSD result improves by up to 7 dB while the distortion of the power amplifier 

remains high before compensation. 

 

Figure 7.45 is the BER result that illustrate performances of the NLMSE approach 

in the transceiver system using two different types of RFPAs. Different 

modulations have been used in order to ascertain the level of distortion that can 

be reduced in the signal. The NLMSE model was set to low input saturation level. 

IT can be seen the BER level reduction is minimal according to the figure. Hence, 

the modulations include 4-QAM as the lowest, 16-QAM, 64-QAM and 128-QAM 
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respectively. Each modulation was demonstrated in the condition, such that first 

test was simulated with the original signal (without the use of RFPA). The second 

test was done with the proposed balanced RFPA. While the third test used the 

class F RFPA to check the signal in the absence of compensation. The non-

presence of compensation technique results to high saturation effect which 

means there is no much improvement in term of BER. 

 

Figure 7.45: BER performance using different modulations without 
compensation. 

 

In addition, this result illustrated the performance of system without applying the 

compensation technique to remove the signal distortion of the RFPAs. Since the 

approach cannot completely remove the BER in this level, the NLMSE is set in 

high input level saturation level as shown below where the compensation 

technique is used in order to reduce the saturation level in the higher modulation.  
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Figure 7.46: BER performance using compensation technique in different 
modulations. 

 

As shown in Figure 7.46, the BER performance using compensation technique in 

different modulations of OFDM flat fading channel.  The NLMSE approach has 

been used to reduce the BER. As seen in the figure above, at zero normalised 

signal-to-noise-ratio, the signals of different modulations are achieved at 0.2 to 

0.4 of the bit-error-rate level. This is to say that none of the signal has reach near 

to the 100 level. Consequently, the BER performance has improved significantly. 

Each modulation has illustrated the results generated in 3-different ways. The 

modulation was set from 4-QAM to 128-QAM, showing the original signal, 

compensation with balanced and class F RFPA signals. The result has shown 

variation in modulation level where the RFPAs distortion effects were 

compensated accurately similar to the original signal. This implies that the 

approach has completely reduced the BER to the minimal level based on the 



240 

effectiveness of the approach in the system. The results presented in this work, 

to the best of author’s knowledge are a potentially good model and predistortion 

performance has been effective in high distortion reduction of the amplifier. 

 

7.9 Summarized Conclusion 

In this section, the adaptive digital predistortion structure for RF power amplifier 

linearization has been presented. The normalized least mean square method has 

been proposed to extract the coefficients for the predistorter. The method 

optimizes the coefficients using indirect learning architecture. It was assumed 

that the static nonlinearity is identified where the parameters of the linear dynamic 

block and the nonlinear system are approximated. The proposed balanced RF 

power amplifier and the predistorter were verified in MATLAB Simulink OFDM 

application, 5G modulation application and experimental test-bed. The test of the 

simulation and the test-bed demonstrate the new algorithm can overcome the 

nonlinearity and distortion effect of the power amplifier effectively. The absence 

of a predistorter allows the spectral regrowth to manifest when a non-constant 

envelope 16-QAM signal was applied to the RFPA. The proposed linearization 

technique has demonstrated a good performance in a significant reduction of 

distortion, the bit errors and the memory effects. 
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CHAPTER 8  

Summarized Conclusions and Recommendations for Future Work 

8.1 Summary of the Thesis 

In wireless communication systems, the design of linear and efficient transmitters 

for base stations and terminals is a major task. As one of the most important parts 

of a transmitter, more attention is given to RF power amplifier in search of avenue 

to improve performance. A common approach for achieving both the high linearity 

and efficiency is to design a RFPA operating in a nonlinear efficient mode and to 

provide linearization. Therefore, linearization of power amplifier has become one 

of the most important subject in wireless communication systems. 

 

In this thesis, research work on the topic of linearization of power amplifier for 

wireless communication systems has been presented. An advanced adjustable 

linearisation technique incorporating the digital predistortion method for 

memoryless nonlinearity compensation and the baseband cancellation method 

for minimising memory effects was discussed in this research work. The 

theoretical concept, designs, simulations, practical measurements and 

performance results were presented. 

 

The research work included the following areas. Firstly, RFPA parameters, 

classes of amplification, the trade-off between efficiency and linearity, nonlinear 

analysis and characteristics used to quantify RFPA performances were 

explained. A study of the origins, types and consequences of memory effect, as 

well as an overview of the methods used to quantify model and compensate for 

memory effects were presented. A comparative review of the existing 

linearization techniques was accomplished by highlighting the advantages and 
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shortcomings of each method. A digital predistortion is one of the most cost-

effective, easily integrated and flexible linearization methods. These were chosen 

as basis for the development of the proposed technique. As the baseband 

equalisation technique offers a minimisation of the memory effects in wideband 

communication systems by digitally processing the input signal without modifying 

the RF part of the transmitter, the method was implemented as the memory-

compensating part of the linearizer. Detailed conclusions to each of the areas of 

the current research work are presented below: 

 

In chapter 2, the general parameters of RF power amplifiers were introduced with 

the description of the amplification principle, class of amplification and nonlinear 

analysis. The main parameters, such as linearity, efficiency, power and gain were 

defined and the relations between them were discussed. The nonlinear analysis, 

characterization of power amplifier nonlinearities and phenomena related to 

nonlinear distortions were discussed. Different types of memory effects of power 

amplifier, quantifying memory effects and frequency-dependent transfer function 

were also described. 

 

Chapter 3 presented OFDM as a multicarrier system, its basic principles, 

advantages and disadvantages. Discussed the nonlinear effects of power 

amplifier over the OFDM modulated signal and how these nonlinear effects can 

be estimated. Proved how the nonlinear distortion affects the signal, a simple 

application over the nonlinear OFDM transmitter with and without saturator was 

studied and simulated using MATLAB. The OFDM was also compared with 5G 

modulations such as FQAM-OFDM, FBMC, UFMC and other OFDM families.    
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Chapter 4 reviewed the different types of methods for RFPA behavioural 

modelling. The memory effect models and memoryless modelling procedures 

were carefully studied. Moreover, the parameter estimation algorithms for Wiener 

and Hammerstein's systems used in RFPA modelling approaches were modified. 

Finally, the proposed behavioural models based on the Wiener and improved 

Wiener approaches with an optimal technique for system parameter estimation 

was presented. Both linear and nonlinear memory effects were considered in the 

proposed model. 

 

Chapter 5 presented one of the proposed base stations RF power amplifier using 

a balanced technique. A linear balanced RF power amplifier with high efficiency 

was designed and implemented.  The amplifier was first proposed to improve the 

power efficiency of LTE base station to work over a given dynamic range.  

 

Chapter 6 presented a class F approach to optimise load impedance at the 

fundamental frequency for the application of the active antenna concept. The 

design method and procedure are demonstrated through source/load-pull for high 

efficiency and optimal load impedance. This is investigating on modelling aspects 

of active antennas of the class F power amplifier. The work presented a general 

computer-aided design (CAD) approach to obtain the optimal fundamental load 

impedance and design the input matching circuits for an active integrated 

antenna of the transmitting type in order to achieve class F active amplifier 

antenna operation. The performance of this was considerably improved using an 

active integrated antenna while shaping a patch radiator to control the harmonic 

load impedances. The proposed CAD approach was also used as an efficient tool 

in optimizing the input impedance of the active antenna to achieving harmonic 
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suppression at the desired operating frequency and harmonics with any given 

type of transistor. 

 

Chapter 7, the most common methods of linearization used in RF transmitters 

were reviewed. These techniques were power back-off, feedback linearization, 

envelope elimination and restoration, linear amplification with nonlinear 

components, feed forward, and predistortion. In this chapter, look up tables and 

polynomial based PD were studied. Two different methods of parameter 

estimation to evaluate the Hammerstein blocks, as well as an enhanced adaptive 

Hammerstein algorithm were proposed. The proposed balanced RF power 

amplifier and the predistorter were verified in MATLAB Simulink OFDM 

application, 5G modulation application and experimental test-bed. The test of the 

simulation and the test-bed demonstrated that the new algorithm can overcome 

the nonlinearity and distortion effect of the power amplifier effectively. The 

absence of a predistorter allowed the spectral regrowth to manifest when a non-

constant envelope 16-QAM signal was applied to the RFPA. The proposed 

linearization technique demonstrated a good performance in a significant 

reduction of distortion where the BER performance illustrated a compensation 

effects. 

 

8.2 Conclusions 

The main subject of this work is to improve the performance of OFDM transmitter 

through investigation, design and measurement of a digital predistortion that is 

able to compensate the dynamic nonlinear distortion of a high power amplifier. 

To evaluate the compensation performance of the proposed models, a linear 15.5 

W balanced RFPA with a gain of 15 dB using an n-channel Si-LDMOS device 
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and a nonlinear 10 W class F RFPA with up to 18 dB gain with RF power GaN 

HEMT device were designed. A comprehensive comparative analysis between 

the linear and nonlinear was shown.  The extracted transfer function of the 

balanced RFPA was used in single tone and two-tone simulations. The 2.620 to 

2.690 GHz operating frequency band was used for both RFPAs in the design. 

The effectiveness of the proposed baseband predistorter on the performance of 

OFDM transmitter utilizing a nonlinear RFPA with memory effect was observed 

and discussed.  The normalized least mean square method was proposed to 

extract the coefficients for the predistorter. The method optimizes the coefficients 

of indirect learning architecture. It was assumed that the static nonlinearity is 

identified where the parameters of the linear dynamic block and the nonlinear 

system are approximated. The proposed balanced RF power amplifier and the 

predistorter were verified in MATLAB Simulink OFDM application, 5G modulation 

application and experimental test-bed. The test of the simulation and the test-bed 

demonstrate the new algorithm can overcome the nonlinearity and distortion 

effect of the power amplifier effectively. The absence of a predistorter allowed the 

spectral regrowth to manifest when a non-constant envelope 16-QAM signal was 

applied to the RFPA. The proposed linearization technique demonstrated a good 

performance in a significant reduction of distortion, the bit errors and the memory 

effects. The results of the new algorithms on accuracy and adaptation time were 

compared analytically with previously reported approaches. 

 

8.3 Recommendations for Future Work 

Possible directions for the future research work include: 

 An extensive study of the different algorithms is proposed to model the 

nonlinearity of RFPA. The accurate behavioural model based on the 
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Wiener system with an improved robust technique for parameter 

estimation has been recommended. The effects of RFPA nonlinear 

distortion on the OFDM signal is presently under research with the 

objective to provide new approaches that can accurately compensate for 

the distortion. 

 In chapter 5, we proposed the use of balanced RFPA system for efficiency 

enhancement and linearity compensation. We still believe that other 

effective techniques can be put into consideration for examination. Further 

research recommends using Doherty RFPA application into 3-stage 

dynamic load modulation system with 5G-LTE frequency for mobile and 

Satellite RF systems. The RFPA is known for spectral efficiency 

performance in terms of low leakage and energy consumptions.  

 An efficient adaptive predistortion technique based on the Hammerstein 

model is recommended to compensate for the distortion of the RFPA. 

Three optimal methods of parameter estimation are suggested with the 

aim of reducing the complexity of the required filtering. Furthermore, to 

include the nonlinear memory effects, an adaptive Wiener predistorter 

approach is proposed where the predistorter will work with 3-stage 

dynamic load modulation system in OFDM IEEE 802.11ax application. 

 The proposed 3-stage dynamic load modulation system and the proposed 

Wiener predistorter systems will be verified in 5G modulation applications 

and will also be evaluated with the use of real world signals. The aim is to 

demonstrate effectiveness in cancelling the nonlinearity and distortion 

effect of the amplifier.  
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