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CHAPTER 1: Introduction 

1.1 Research Background 

1.1.1 Climate Change 

Numerous observation data that are supported by climate and surface hydrology models, 

show that climate change over the northern high latitudes affects the extent, duration, distribution 

(Comiso et al., 2008; Liston & Hiemstra, 2011; Serreze et al., 2007), and mass of seasonal snow 

cover (Hansen et al., 2011), which generally leads to a reduction of snow cover on a global 

(Sessa & Dolman, 2008) and regional (Dietz et al., 2013) scale. However, very little is known 

about the associated hydrological impacts (Shi et al., 2015). Climate change is a direct result of 

the increases in concentrations of atmospheric greenhouse gases (IPCC, 2013), this has led to 

substantial changes to many Earth systems and processes (Debeer et al., 2015). One of the major 

impacts of climate change is the increasing surface temperatures (Assmann et al., 2019) that may 

shift precipitation from snowfall to rainfall (Nayak et al., 2010; Shook & Pomeroy, 2012), and 

changing snow conditions in the 20th century (Lemke et al., 2007). Other changes include 

shrinking of snow, sea ice, and permafrost, and increasing frequency of extreme events such as 

heat waves and heavy precipitation (Debeer et al., 2015). Bonsal & Kochtubajda's (2009) climate 

projections revealed a considerable change in the temperature distribution of less extreme cold 

months and more warm months. This significantly alters the physical and biological systems, 

particularly in the high latitudes. For this reason, high latitude regions are more susceptible to 

climate variations and are expected to experience the greatest impacts due to climate change 

(Bonsal & Kochtubajda, 2009; Sturm et al., 2005). 
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1.1.2 Arctic Warming 

The Earth surface temperature is a key indicator of climate warming (Debeer et al., 

2015; Serreze et al., 2000). The strongest Arctic warming occurred since early 1970s with 

warming at nearly double the global rate (Fouché et al., 2017; Hinzman et al., 2005; Overland et 

al., 2004; White et al., 2007), where recent warming appeared strongest in the winter and the 

spring (~+3 °C) (Bonsal & Kochtubajda, 2009; Shi et al., 2015). Warming above the freezing 

point melts snow and ice, which exposes surface that are more susceptible in absorbing solar 

radiation. This increases warming, which leads to the melting of snow and hence furthers 

warming. The first occurrence of above freezing air temperature and the date after which air 

temperature remains above 0 °C are important indicators from the winter to spring season. It 

signifies the end of the winter accumulation period and the beginning of the spring snowmelt 

period (Marsh et al., 2002). Average annual temperatures have increased approximately 2 °C 

since the 1930s over the northwestern parts of North America (Dettinger & Cayan, 1995; Karl et 

al., 1993; Lettenmaier et al.,1994). Serreze and Barry (2012) showed similar results using the 

Goddard Institute for Space Science temperature dataset over North America. And so, rapid 

warming in the Arctic has produced significant environmental changes (Hinzman et al., 2005; 

Krogh & Pomeroy, 2018; Wanishsakpong et al., 2016). Warmer temperatures are driving earlier 

melt, however, there are many other potential processes that are a consequence of earlier melt, 

which are poorly understood. For example, how snowmelt rates will respond to climate change 

(Musselman et al., 2017). 

Air temperature ultimately controls the precipitation phase, resulting in either rain or 

snow. The volume of local precipitation are generally affected by the interaction of the terrain 

with the local weather and climate (Beniston et al., 2003). Warmer temperatures reduce 
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snowpack volume (Mote et al., 2005) by shifting precipitation from snowfall to rainfall, resulting 

in an earlier onset of snowmelt. The separation of precipitation into snowfall or rainfall is one of 

the most sensitive parameterizations in simulating cold regions hydrological processes (Loth et 

al., 1993). Therefore, it is critical to partition precipitation phase, especially during the snowmelt 

period. The changes in precipitation caused by climate change can effectively amplify or 

diminish spring snowmelt rates (Musselman et al., 2017). In addition to changing physical 

properties of the snow (Grenfell & Putkonen, 2008; Zhang et al., 2001), rain on snow events 

cause considerable heating to the snow surface, and would induce earlier snowmelt. Surface 

temperatures are controlled locally by net radiation and the turbulent fluxes of heat and moisture 

(Wang & Dickinson, 1995). Therefore, temperature and state of the surface, whether frozen or 

thawed, would be vital to the change of the energy fluxes between the land and the atmosphere 

(Hobbie et al., 2000; Molotch & Bales, 2006; Monson et al., 2006).  

1.1.3 Changing Snow Cover 

Snow covered area greatly influences the surface energy fluxes through its effects on the 

albedo fraction and temperature of the surface (Debeer & Pomeroy, 2009). Snow cover is known 

for its distinctive feature of the arctic and subarctic environment, covering the land surface for up 

to nine months of the year which yields a significant importance to climatology, hydrology, and 

ecology (Derksen et al., 2009). Each of these systems have an interdependent role connecting 

processes in the tundra. For example, the interaction between snow and shrubs, driven by wind 

transport controls snow depth distributions and affects the surface energy balance and spring 

snowmelt runoff (Sturm et al., 2001). Snow plays an extremely important role to the water and 

energy fluxes of Arctic regions (Marsh & Pomeroy, 1996), and as well, to water resource 

management (Seidel et al., 2016). Snow is generally assumed to accumulate when precipitation 
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as snow coincides with sub-freezing daily mean air temperature, which becomes a primary 

source of water around the world. While snow also acts as a water storage reservoir where snow 

is released in a liquid form during the spring snowmelt, the amount of water stored in a 

snowpack and its spatial distribution has a crucial impact to the timing, duration, and rate of 

snowmelt (Lehning et al., 2006; Pomeroy et al., 1998). The melting of snow plays a vital role in 

the hydrological cycle for irrigation and for the regulation of water supply (Albert & Krajeski, 

1998). Therefore, melt water is beneficial to domestic livestock supplies, wildlife habitats, and 

for recharging soil water resources (Gray & Landine, 1988). 

The timing of spring snowmelt is a quantifiable indicator of climate change and plays a 

crucial role in the feedbacks that amplify Arctic warming (Mioduszewski et al., 2014). Snow 

cover across the Northern Hemisphere has shown similar earlier trends of snow loss, as a result 

of warmer temperature and changes in atmospheric circulation (Déry & Brown, 2007; Dye, 

2002). Other previous studies over western North America have also shown earlier timing of 

snowmelt onset (Burn et al., 2004; Moore et al., 2007; Stewart et al. 2005). Brown and Braaten 

(1998) have shown significant trends to earlier snowmelt in northern and western Canada with 

the onset of melt shifting earlier each year by 0.2 to 0.6 days per year, while snowmelt end dates 

shifting earlier by 0.5 to 2.0 days per year. This leads to a shorter snowmelt period (Bavay et al., 

2013), which would partly suggest higher melt rate over the spring snowmelt period. Derksen et 

al. (2014) has observed a decrease in spring snow cover duration at high latitudes over the 

Canadian tundra. Progressively earlier snowmelt will increasingly challenge many water resource 

management systems with respect to predictability and seasonal snowmelt and runoff (Stewart et 

al., 2005). Increased variation of the snowmelt period has significant influence in developing 

water resources management strategies, and will have extensive hydrological and ecological 
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impacts, however, this would also depend on the changes in melt rates (Musselman et al., 2017). 

Monitoring continuous changes of spring snow cover over the Arctic region is a major challenge 

due to strong local controls on snow cover, and large gaps and biases in surface observational 

data (Brown et al., 2010). As such, reliable data on spring snow cover change is needed to 

understand the Arctic climate and to evaluate the representation of snow cover and snow cover 

feedbacks (Fernandes et al., 2009; Fletcher et al., 2009; Roesch, 2006). 

1.1.4 Snow Albedo 

The main processes of snow metamorphism are phases that changes from ice to water 

vapour (sublimation), from ice to liquid water (melting), from water vapor to ice (condensation), 

and from liquid water to ice (freezing) (Berteaux et al., 2017). Snow is one of the most reflective 

surfaces and is considered one of the main interfaces between the atmosphere and land surfaces 

(Pederson et al., 2015), especially during the springtime (Allen & Zender, 2010; Fletcher et al., 

2009; Randall, 1994). Surface albedo play a vital role in the surface to atmosphere interactions, 

as it largely affects the amount of shortwave radiation absorbed. Albedo is defined as the ratio of 

downward and upward shortwave radiation, which is in the range of 0.3 to 3.0 µm (Colbeck, 

1988). Snow generally reflects 70 % to 90 % of downward shortwave radiation in the 0.3 to 2.5 

µm range (e.g. the albedo range from 0.7 to 0.9) (Gardner & Sharp, 2010). During the snowmelt 

season, the albedo of a snow cover is influenced by three factors (Barry, 1996): (1) snow cover 

characteristics such as surface roughness, snow grain size and shape, liquid water content and 

snow impurities (Warren, 1982), such as dust and black carbon (Seidel et al., 2016), (2) the solar 

zenith angle and cloud conditions, and (3) the surface albedo. 

Fresh snow with smaller grains typically have higher albedo values, while older snow 

have lower albedo values (Warren & Wiscombe, 1980) due to thawing and refreezing processes 
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that would consequently reduce the albedo. Increases of liquid water content in a snowpack and 

wet snow have lower albedo in comparison to dry snow (Blumthaler & Ambach, 2008). Higher 

albedo values also have significant impact on the surface energy budget (Meinander et al., 2008). 

The high albedo reflects more downward solar radiation back to space than snow free surfaces, 

influencing air temperature and atmospheric circulation patterns (Liston & Elder, 2006). For this 

reason, the upper surface is subjected to rapidly changing atmospheric conditions (Colbeck, 

1988). The loss of snow cover leads to removal of snow earlier, which reduces surface albedo 

due to increased net radiation (Adam et al., 2009). This feedback mechanism would strongly 

impact the climate on all temporal and spatial scales (Seidel et al., 2016). Therefore, changes in 

surface energy can significantly influence snow cover variations over the Arctic (Serreze et al., 

2000; Shi et al., 2011). 

1.1.5 Hydrological Modeling 

Models can be used to quantify the interactions between the atmospheric, terrestrial, and 

human interference of the Arctic system (Serreze et al., 2000). Hock (2003) found that 

temperature index models were the most common method for snowmelt modeling due to four 

main reasons: (1) the availability of air temperature data, (2) air temperature can easily be 

interpolated and predicted, (3) simple and efficient computation, and (4) good model 

performance. The temperature index model is based on a melt coefficient, and the temperature 

difference between the daily average temperature and a base temperature, generally 0 °C (Van 

Mullem & Garen, 2004). However, the coefficient varies seasonally and by location, and 

therefore it must change with the changing conditions. This approach is acceptable due to the 

strong correlation between air temperature and the energy balance (Hock et al., 2006), and has 

shown to be generally sufficient for the prediction of snow accumulation and snow ablation 
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(Daly et al., 2000). However, the temperature index method does not perform well due to their 

lack of physical basis, the need for calibration on a regular basis due to limited snowmelt 

observations, and neglects sublimation contributions to the snowpack (Pomeroy et al., 2014; 

Walter et al., 2005). Therefore, multi-decadal changes in snowmelt cannot be explained solely by 

temperature variations, additional information is required. Further complex approaches can 

describe the variability in melt as a function of land type, slope and aspect, and other factors. 

Rango and Martinec (1995) noted the need to replace temperature index models with energy 

balance models for snowmelt estimations. And so, energy balance models can provide better 

estimates due to their greater physical basis (Vehviläinen, 1991). 

Physically based hydrological models are effective approaches to examine the 

hydrological response to climate change and can better describe the complex hydrological 

processes (Fang & Pomeroy, 2020) like the Cold Regions Hydrological Model (CRHM). In 

contrast to many other hydrological models, CRHM is highly flexible and follows a modular 

modeling object-oriented structure (Leavesley et al., 1996; Leavesley et al., 2002). A library of 

process modules can be selected and linked to simulate the hydrological cycle of Hydrological 

Response Unit (HRU). HRU are spatial units of mass that are normally defined by soil types, 

vegetation, hillslope or valley bottom. Process modules includes snow transport, interception, 

evaporation, snowmelt, infiltration, flow, and etc. (Pomeroy et al., 2007). This wide selection of 

modules permits users to adapt the model to the appropriate complexity based on the objective 

and available information from the study basin. Each model are described by sets of parameters, 

state variables and fluxes which includes horizontal fluxes. Due to the flexibility of spatial 

representation in CRHM from lumped to distributed approaches, it is suitable for data availability 

and for the purpose of the simulation. Good simulations of model state variables also increase the 
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confidence of snowmelt estimations and emphasize the value of the physically based approach to 

represent tundra landscapes (Cordeiro et al., 2017). However, an incorrectly simulated melt event 

may not only incorrectly predict snowmelt runoff, but also when the actual melt occurs (Walter 

et al., 2005). A key drawback in hydrological modelling at larger scales is the availability of 

applicable input data including, precipitation, temperature, and radiation (Marsh et al., 2008; 

Thorne et al., 2007).  

1.1.6 The Energy Balance 

The energy balance of a snowpack includes net radiative fluxes, turbulent fluxes of 

sensible and latent heat, ground heat fluxes, and the energy transfer due to rainfall. The energy 

available for melt, net shortwave radiation, and change in the internal energy of the snowpack 

can be distributed throughout the whole vertical extent of the snowpack (Kuusisto, 1986). 

Snowmelt is generally influenced by physiographic properties such as enhancing turbulent and 

radiative fluxes (Kumar et al., 2013). Early in the snowmelt period, Mioduszewski et al. (2014) 

found that snowmelt is primarily controlled by higher levels of radiative energy, followed by 

turbulent heat fluxes (Marks & Dozier, 1992), while local advection of sensible heat can increase 

the fluxes at the upwind edge of the snow patches (Marsh et al., 2008). Positive radiation and 

turbulent heat fluxes imply a gain of energy in the snowpack (Cline, 1997), while negative 

energy balance will cool the snowpack, increasing its cold content (Marks & Dozier, 1992).  

Radiation emitted by the sun is received as shortwave radiation, and emitted by the 

surface and the atmosphere as longwave radiation (Cotton et al., 2011). The increase in net 

radiation is well correlated with increased shortwave, whereas longwave radiation does not 

change much since temperature of the snowpack is mostly isothermal during the snowmelt 

period. The increased shortwave radiation levels during the spring results in sufficient absorption 
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within a snowpack to trigger melt, which further reduces surface albedo (Gleason et al., 2019). 

Therefore, snowmelt may still occur due to shortwave radiation, even when the temperature of 

the snow surface remains below freezing (Kuusisto, 1986). Longwave radiation dominate the 

radiative process during the winter and early spring. Under clear sky conditions, downward 

longwave radiation is dependent on the changes in air temperature and relative humidity (Wang 

& Dickinson, 1995). Humidity fluctuations typically are associated with different weather 

systems on a seasonal cycle that is controlled by temperature (Wood et al., 2019). While, under 

heavy cloud cover, longwave radiation is less negative or even positive and shortwave radiation 

is reduced due to high cloud albedo and by cloud absorption.  

Turbulent fluxes of sensible and latent heat flux are also dominate on cloudy or rainy 

days over the snowmelt period (Kuusisto, 1986). Sensible heat flux depends on the vertical 

exchange between snow surface and the overlying atmosphere (Sicart et al., 2008). Direction is 

primarily defined by the sign of the vertical temperature gradient, upward, when temperature 

decreases with height, and downward, when temperature increases with height. Energy 

transported downward where it may be transferred to the snow cover, results in an increased melt 

on the snowpack (Liston, 1995; Marsh & Pomeroy, 1996). When the snow cover is patchy, and 

the bare ground warms due to lower albedo, this results in significant transfer of longwave 

radiation and sensible heat flux from the bare ground to the overlying atmosphere. During the 

spring snowmelt period, sensible heat flux is generally larger than latent heat fluxes, and as such 

latent heat has only a minor influence on snow cover (Shi et al., 2013). Latent heat flux is 

extracted from the snowpack due to evaporation or sublimation during the early stages of 

snowmelt. Conversely, energy is released during a phase change from water vapor to liquid to 

solid when condensation onto the snowpack occurs (Van Mullem & Garen, 2004). During cold 
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nights, when the snow temperature is below 0 °C and refreezes, ice layers are formed. As such, 

latent heat is released, which enhances snowpack warming. Therefore, increases in turbulent heat 

fluxes can significantly increase the snowmelt contribution (Marks et al., 2001). 

In addition to radiative and turbulent fluxes, advection heat by rainfall has an important 

influence on the water retention characteristics of snow, however, it has low effects in 

comparison other energy fluxes (Male & Granger, 1981). When rain falls onto snow surface that 

is below the freezing point, rainfall cools to the freezing point and sensible heat is released, this 

would produce melt. Ground heat flux is another small component of the energy balance of the 

changes in the snowpack. Therefore, it’s influence can safely be ignored (Gray & Prowse, 1993). 

The temperature underlying the snowpack generally increase downward, and as such, heat is 

transferred upwards to the base of the snowpack.  

The cold content of a snow is the amount of energy required to bring its temperature to 0 

°C (Marks et al., 2001). For deeper snowpacks, it would require more energy input to overcome 

the cold content and liquid water holding capacity to initiate snowmelt (Colbeck, 1976), but 

undergoes a relatively damped diurnal variation of internal energy due to its greater thermal mass 

(DeBeer & Pomeroy, 2010). On the other hand, shallow snow cover tends to go through larger 

diurnal variations in internal energy due to overnight cooling and refreezing (Gray & Landine, 

1988). The liquid water content increases when air temperatures rise or rainfall occurs (Bartsch et 

al., 2010). During the warming phase, the absorbed energy raises the average snowpack 

temperature where it is isothermal at 0 °C. Once the entire snow cover is isothermal, a positive 

change in snow cover energy must result in snowmelt (Marks & Dozier, 1992). However, it is 

not realistic to expect the entire snowpack to be always isothermal, for example, temperature at 

the base, is the same as the surface of the snow (Tuttle & Jacobs, 2019).  
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Since the first successful study to estimate snowmelt using an energy balance approach 

by Anderson (1976), various snowmelt models have been developed (e.g. Energy Balance 

Snowmelt Model (EBSM) (Gray & Landine, 1988), SNTHERM (Jordan, 1991), SHAW 

(Flerchinger & Saxton, 1989), SnowModel (Liston & Elder, 2006), SNOWPACK (Lehning et 

al., 2002), and Snobal (Marks et al., 1999)). Due to the differences in objectives specific to each 

model, there are considerable variations to which snow energetics may be described, as well as 

forcing data and parameterization requirements (Ellis et al., 2010). In general, more complex 

snowmelt models require additional information that may limit their success in remote 

environments, where forcing data and parameter information is restricted or poorly 

approximated. Understanding and predicting hydrological responses within snowmelt dominated 

basins to climate variability and change, requires a comprehensive understanding of the energy 

transfers between the snow surface and the atmosphere that lead to changes in the internal energy 

of the snowpack, which eventually cause snow to melt (Cline, 1997).  

EBSM is based on an energy budget snowmelt model that follows an equation in the 

energy balance model which governs the energy and mass conservation for the accumulated 

snow, and are solved together to obtain snowmelt (Kumar et al., 2013). EBSM is capable of 

estimating snowmelt and streamflow utilizing empirical procedures for estimating radiative, 

convective, advective, and internal energy terms from daily measurements of air temperature, 

precipitation, snow cover depth and density, wind speed, shortwave radiation and sunshine hours. 

The snowmelt model provides better estimates of the occurrences of snowmelt and quantity of 

melt over a simple temperature index model (Gray & Landine, 1988). One key drawback of 

EBSM is that the snowmelt model requires a large database of hourly measurements, such as, 

relative humidity, wind speed, and maximum and minimum air temperature (Gray & Landine, 
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1988). However, the offset to this disadvantage is that these observations can be measured with 

relatively simple instruments at meteorological stations. 

1.1.7 Hydrological Implications 

The melting of snow usually occurs at the surface (Li et al., 2009) during the daytime, 

whereas nighttime cooling can delay diurnal melting (Sicart et al., 2008). Shallow snowpack may 

entirely disappear before the areas with a deeper snowpack begin to produce melt (Male & Gray, 

1975). Snowmelt is the period of rapid ablation that leads to the disappearance of the seasonal 

snow cover (Gray & Landine, 1987). When this occurs, snow cover influences evaporation and 

precipitation (Groisman et al., 2004; Roesch, 2006), which can enhance snowmelt runoff (Fuka 

et al., 2012). In high latitude, high altitude parts of the world consider snowmelt runoff as the 

most important component of the hydrological cycle (Gray & Male, 1981). Snowmelt runoff can 

cause local flooding, soil erosion, and drainage problems (Ohmura, 2001). In the case of extreme 

precipitation events such as droughts and floods, these events have the greatest impact on human 

life and the environment, and can be associated with large anomalies in the atmospheric 

circulation (Trenberth & Guillemot, 1996). As such, snowmelt runoff is expected to intensify as a 

result of climate change (Matonse et al., 2011; Pradhanang et al., 2013).  

The detection of past trends, long term changes and variations are indicators and 

controls of climate change over the majority of the Northern Hemisphere (Frei & Robinson, 

1999; Gray & Male, 1981; Robinson & Frei, 2000), and are necessary for the understanding of 

potential future changes resulting from anthropogenic activities (Zhang et al., 2001). Numerous 

studies have attempted to understand the relationship between snow cover observations and 

hydroclimatic variables, such as air temperature, radiation, precipitation, and runoff. These 

studies have focused on local scales over individual meteorological stations (Shi et al., 2009; 
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Westermann et al., 2009) and Trail Valley Creek (TVC) (Marsh & Pomeroy, 1996), regional 

scales over the Red Valley of North Dakota and Minnesota (Dyer & Mote, 2002), and continental 

scales over North America or Eurasia (Déry et al., 2005; Groisman et al., 1994a; Tan et al., 

2011). Based on past studies, seasonal snowmelt at TVC generally occurs from April to June and 

is driven by meteorological variables of albedo, air temperature, humidity, precipitation, wind 

speed and radiation (Marsh et al., 2010).  

Snowmelt rates and the timing of melt, which respond to climate change, are poorly 

known due to inadequate methods of calculations over large areas (Musselman et al., 2017). The 

timing and the rate of spring snowmelt are essential for the replenishment of water in soils, 

wetlands, lakes and streams (Pomeroy & Granger, 1997). Snowmelt rates primarily depend on 

three major sources of thermal energy, convective heat from a warm air mass, net radiative heat, 

and latent heat changes associated with evaporation or condensation of water vapour (Quick & 

Pipes, 1977). In a warmer environment, patchy snow cover will be exposed to high energy fluxes 

that drive higher rates of snowmelt. Heat can be advected horizontally, but normally vertical 

components of heat flux are considered (Colbeck, 1988). However, when horizontal convection 

from warmer surfaces does occur, the melt rate is significantly increased. Melt rate calculations 

can be challenging due to the prevalence of melt below the surface caused by radiative heating 

(Hoffman et al., 2008; Macdonell et al., 2013). Melt rates are typically non-uniform within 

individual terrain units (DeBeer & Pomeroy, 2010), and are found highly sensitive to vegetation, 

slope, and aspect (Pomeroy & Granger, 1997; Pomeroy et al., 2003). For this reason, melt rate 

can affect streamflow production (Westerling et al., 2006), with high melt rates resulting in 

higher runoff and soil infiltration (Granger & Male, 1978), which are important considerations 
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for water resource management. The shifts in snowmelt driven runoff are linked to warmer 

winters, smaller snowpacks, and the transition from snowfall to rainfall in the winter and spring. 

1.2 Research Objectives  

 Numerous studies, using both observation data and models, have outlined that anthropogenic 

warming is resulting in earlier snowmelt, but there are considerable uncertainties on how 

snowmelt timing and rates of melt have changed in the past decades. Given these research gaps, 

the primary objective of this thesis is to understand and quantify details of changes in snowmelt 

at a representative site in the Canadian Arctic between 1999 and 2019. Specifically, the 

objectives are: 

 

Objective (1): Evaluate the changes in snowmelt onset and duration, and the changes in 

meteorological conditions during the melt period;  

Objective (2): Estimate the magnitude of snowmelt and observe the changes to the each of the 

energy balance components during the melt period. 
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Abstract 

This study investigates the changes in key aspects of snowmelt in the western Canadian 

Arctic. Specifically, we will look at changes in the onset of snowmelt and the duration of 

snowmelt between 1999 and 2019, and extended air temperature between 1957 and 2019. In 

addition, we will look at changes in eight meteorological variables during the melt period. It was 

found that the onset of snowmelt occurred 14 days earlier, while the melt period ends 20 days 

earlier than 20 years ago. As a result, the duration of melt period has decreased by 5 days. During 

this earlier and shorter melt period, the air temperature and relative humidity have both 

increased. While these changes were statistically significant, there were no statistically 

significant changes in SWE, precipitation, wind speed, downward shortwave and longwave 

radiation, or refreeze events. Future research will consider the effects and the variability of these 

changes on the snowmelt energy balance.  
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2.1 Introduction 

The Arctic snow cover has important controls on weather, climate, and hydrology through 

the length of snow seasons, snow cover distribution, snow water equivalent (SWE), surface 

albedo, the timing and rate of snowmelt, and the magnitude of energy and water fluxes (Barnett 

et al., 2005; Souma & Wang, 2010). Over much of the Arctic, snowmelt seldom occurs during 

the winter, and the end of winter snow cover is removed during a brief spring snowmelt period 

(Hinzman et al., 2005; Nicolaus, 2006). The first occurrence of above freezing air temperature, 

and the date after which air temperature remains above 0 °C, are important indicators of the 

transition from the winter season to the spring season. This snowmelt period is typically one to 

three weeks in duration (Anttila et al., 2018), and is defined by the start of melt when air 

temperatures transition from below to above zero. The snow cover changes from 100% to 0% 

coverage, and albedo decreases from over 85 % to less than 19 % (Marsh et al., 2010), this can 

be used as an easily measurable indicator of climate change. However, there are few locations in 

the Arctic with sufficient, long term data records needed to properly quantify these changes. This 

brief snowmelt period typically results in the largest stream discharge event of the year, in which 

over half of the annual precipitation melts within a few weeks (Marsh et al., 2002). 

The timing of snowmelt is significant to many aspects of the environment including soil 

moisture dynamics, vegetation seasonality (Ling & Zhang, 2007), formation and growth of the 

permafrost active layer (Wilcox et al., 2019), prolonged summer drought periods (Stewart et al., 

2005), increased forest fire intensity, duration and frequency (Balch et al., 2017; Dennison et al., 

2014), and significant changes in the timing and magnitude of spring snowmelt runoff (Tuttle & 

Jacobs, 2019).   
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The Canadian Arctic has experienced recent climate warming, decreasing precipitation 

(Bush & Lemmen, 2019), and decreasing snow cover (Lesack et al., 2014). The Arctic has 

shifted to an earlier onset of snowmelt (Burd et al., 2017), and therefore an earlier start to the 

spring freshet (Burn et al., 2004; Burns et al., 2007). The pan-Arctic spring snowmelt occurred 

an average of two to four weeks earlier than it did three decades ago (Tedesco et al., 2009; Wang 

et al., 2013). Significant trends to earlier snowmelt were observed (Brown & Braaten, 1998), and 

the onset of melt has shifted earlier each year by approximately 0.6 days (Tedesco et al., 2009), 

while snowmelt end dates have shifted earlier by 0.5 to 2.0 days per year (Debeer et al., 2015). 

The influence of an earlier snowmelt (Shi et al., 2015) and decreasing snow cover (Brown et al., 

2010), has led to a shorter melt period, which would partly suggest higher melt rates during the 

spring period (Debeer et al., 2015).  

Although spring temperature (Assmann et al., 2019) and radiation (Mioduszewski et al., 

2014) are key drivers of snowmelt, snowmelt timing is a complex function of air temperature, 

precipitation, humidity, wind speed, and radiation (Bjorkman et al., 2015; Cortés et al., 2014; 

Wheeler et al., 2016). The changes of these meteorological variables will change the timing in 

spring snowmelt (Shi et al., 2015). Therefore, the study of onset, length and temperature of the 

snowmelt period is of great significance. 

Due to the importance of these influencers, we need to focus on these meteorological 

variables to examine snowmelt at our study site, which can be an indicator of the rest of the 

western Arctic. The objectives of this paper are to evaluate (1) the changes in the meteorological 

conditions, and (2) the changes in the onset, end, and duration of the snowmelt period. 
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2.2 Study Site and Meteorological Data  

2.2.1 Study Site 

Meteorological observations were obtained from the Trail Valley Creek (TVC) Research 

Station (Quinton & Marsh, 1999), located in the taiga – tundra ecotone (68.7 °N, 133.5 °W; 

Figure 2.1). TVC is located in the uplands east of the Mackenzie River Delta and 50 km north of 

the Inuvik Airport (Inuvik-A), in the Northwest Territories (NWT). The total thickness of the ice-

rich continuous permafrost is up to 500 m and is overlain by an active layer ranging from 0.5 m 

to 0.8 m (Wilcox et al., 2019). The topography is dominated by gently rolling hills and 

occasional steep sided river valleys, where the overall elevation ranges from 40 m to 187 m 

above sea level (a.s.l.) (Pohl et al., 2006), with an average of 99 m a.s.l. The TVC watershed 

consists of shrub tundra, and sparse black spruce forest on hillslopes and in the valley bottoms, 

over an area of 57 km2 (Marsh et al., 2002; Marsh et al., 2008).  

The watershed has numerous meteorological stations, but we will focus on two of these 

here, that represent tundra snow cover. The TVC Main Meteorological station (TMM; 69.3 °N, 

133.5°W) and the TVC Upper Plateau station (TUP; 68.7 °N, 133.7 °W). TMM is positioned at 

~70 m a.s.l. and TUP is positioned at ~170 m a.s.l. (Pohl et al., 2006). The TVC landscape is 

comprised of 70 % tundra, 21 % shrub tundra, 8 % drift, and 1 % sparse forest (Marsh & 

Pomeroy, 1996). Both the TMM and TUP stations are situated over shallow tundra snow cover 

and have measurements of air temperature, relative humidity, wind speed, and downward and 

upward shortwave and longwave radiation, while TMM also measures precipitation. Missing 

data for TMM will be supplemented by data from TUP when available. Meteorological 

instrumentation details are outlined in Appendix A. Although observations began at TVC in 1991 
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and continues to this day, the data from 1991 to 1998 is not consistently available, and as a result 

we will only use data from TMM for the period 1999 to 2019.  

 

Figure 2.1: The location of the Trail Valley creek (TVC) main meteorological station (TMM) and 

upper plateau station (TUP), located 50 km north of Inuvik-A. TVC drains towards an Arctic 

estuary, the Husky Lakes (Roux et al., 2015). 



32 

 

The climate is characterized by short summers and long cold winters. Snowfall 

accumulates over eight to nine months and melts over a brief one to two week period from mid-

May to early June (Pohl et al., 2007), with air temperature averaging -2.6 °C and an average 

precipitation of 3.1 mm over the melt period. Near the end of winter, air temperatures gradually 

increase and rise above 0 °C for the first time in late April or early May. This rise above the 

freezing point is an important indicator of the start of the spring snowmelt period. Air 

temperature has increased over the study region in the spring, and as a result, the onset of 

snowmelt has occurred earlier (Shi et al., 2015).  

2.2.2 Dataset and Data Processing 

A 21-year dataset, from 1999 to 2019, of hourly meteorological conditions for TMM was 

compiled, accessible online at https://doi.org/10.5683/SP3/MCDA2R. The primary focus is from 

April 1 to June 30 each year, a period that always includes the start of snowmelt period, when the 

watershed is 100% snow-covered, to the end of the snow-covered period (Shi et al., 2015). 

Meteorological conditions were processed through a series of functions written for cold regions 

hydrological modelling by Shook (2016). These functions included a linear interpolation function 

to estimate for missing gaps, a conversion of RH to vapour pressure (ea) using temperature and 

the saturation ratio, Geonor weighing gauge function, quality control of wind speed data, and 

defining the maximum and minimum thresholds for each variable. Remaining gaps in air 

temperature, ea, wind speed, downward/upward shortwave and longwave radiation, were gap-

filled using data from TUP. TUP was suitable for TMM as they are both situated on shallow 

tundra snow cover and daily averages fairly similar. The linear interpolation function for this gap 

filling takes, at minimum, two known pairs of values, before and after, to estimate for the 

unknown value. The user can set the maximum gap length in timesteps. In this study we used the 

https://can01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdoi.org%2F10.5683%2FSP3%2FMCDA2R&data=04%7C01%7Ctsui2680%40mylaurier.ca%7C5b2ae5afb92d47b990ba08d978b3d34a%7Cb45a5125b29846bc8b89ea5a7343fde8%7C1%7C0%7C637673535999693135%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C1000&sdata=H78KDqnoHOuUZ0EUy7kPYWJmR6gMrPCd8H2MkVvc2lM%3D&reserved=0
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default recommendation of five timesteps, as there were no gaps larger than five timesteps within 

the spring melt period dataset. For the maximum and minimum thresholds: temperature must be 

within –50 °C to +35 °C; positive wind speeds must not exceed 20 m/s; RH must be within 0 % 

to 100 %; positive wind speeds; and positive downward and upward shortwave radiation must 

not exceed 1262 𝑊𝑚−2 and 1000 𝑊𝑚−2 (Shook, 2016).  

All precipitation data was gap-filled using the Geonor weighing gauge function (Shook, 

2016). This weighing gauge function is a sequence of four main operations that infill, removes 

spikes, and lastly remove large signals. First, gaps in precipitation data from a weighing gauge 

were then infilled by linear interpolation. The second procedure removed positive and negative 

spikes from the decumulated weighing precipitation gauge, including resets. Removed spikes 

were then infilled by linear interpolation. The third procedure identified small or negative 

changes to remove jitters and changes due to servicing or gauge reset. Data due to servicing was 

removed, followed by infill using linear interpolation within the default maximum gap length of 

three timesteps. The last procedure converted weighing gauged cumulative precipitation to 

interval values. This function ensures the intervals do not contain any negative values. Any 

negative values will result in an error. The Geonor use a three-sensor configuration to ensure the 

continuation of data collection even when one sensor fail. All three sensors in the Geonor 

weighing gauge were processed by this sequence of functions individually and finally averaged. 

Lastly, a maximum and minimum test function was used on all conditions to assess whether 

values exceed maximum or minimum thresholds. 

During the melt period, the separation of precipitation during the melt period into rainfall 

or snowfall, with snow adding to the snowpack can delay melt. On the other hand, rain can 

enhance melt, and therefore, shorten the melt period. The change of precipitation between liquid 
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and solid during the melt period is divided into rainfall and snowfall, based on two temperature 

thresholds and a temperature range. Between the two thresholds, mixed precipitation is 

composed of rain and partially melted snow. The approach by Kienzle (2008) was employed, as 

recommended from a study by Harder & Pomeroy (2013). This partitioning method was 

implemented for the TMM precipitation using default parameters (temperature threshold at 1.5 

°C and temperature range at 7.8 °C) by Kienzle (2008). Precipitation (p) was divided by 

Equation 2.1: 

                                                        𝑝 = {

𝑃𝑠 ,               𝑓𝑜𝑟 𝑇 < 𝑇𝑠                 
𝑃𝑚,              𝑓𝑜𝑟 𝑇𝑠 < 𝑇 < 𝑇𝑟        
𝑃𝑟 ,               𝑓𝑜𝑟 𝑇 > 𝑇𝑟                 

                             (2.1) 

where 𝑃𝑠 ,  𝑃𝑚, 𝑎𝑛𝑑 𝑃𝑟 are precipitation as snowfall, mixed precipitation, and rainfall, 

respectively. Hourly temperature, 𝑇, were tested against two thresholds 𝑇𝑠 𝑎𝑛𝑑 𝑇𝑟,to identify 

rainfall and snowfall. 

2.2.3 Extended Air Temperature 

Air temperature has been recorded at Inuvik located 50 km to the south since 1957, we 

will use air temperature data from Inuvik-A in order to extend TMM air temperature to include 

the period 1957 to 1999 (Environment and Climate Change Canada, 2019). Mean daily air 

temperature at Inuvik-A for the period April 1 to June 30, is similar to TMM (-1.2 °C from 1999 

to 2019 at TMM, compared to 0.1 °C at Inuvik-A). To account for this difference, the Inuvik-A 

air temperature data was gap-filled and adjusted, using the inverse distance weighting (IDW) 

interpolation, to be equivalent to the TMM dataset. IDW interpolation takes values from a known 

location to estimate values at the location of interest. The two datasets were combined to form 

one dataset that spans the period from 1957 to 2019, and is accessible online at 

https://doi.org/10.5683/SP3/MCDA2R. The linear interpolation, maximum and minimum 

https://can01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdoi.org%2F10.5683%2FSP3%2FMCDA2R&data=04%7C01%7Ctsui2680%40mylaurier.ca%7C5b2ae5afb92d47b990ba08d978b3d34a%7Cb45a5125b29846bc8b89ea5a7343fde8%7C1%7C0%7C637673535999693135%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C1000&sdata=H78KDqnoHOuUZ0EUy7kPYWJmR6gMrPCd8H2MkVvc2lM%3D&reserved=0
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functions by (Shook, 2016), were applied once more to ensure no further gaps exist and was 

within the threshold boundaries.  

2.2.4 Onset, End and Duration of Snowmelt 

Although snowmelt is determined by the surface energy balance, the onset of snowmelt 

can be estimated from when air temperature rises above 0 °C (Malik et al., 2014; Marsh et al., 

2002, 1995; Shi et al., 2015). However, using a temperature threshold for a single day may 

include short duration events that are characterized by small amounts of surface melt and with 

temperatures soon returning below 0 °C, as melt water refreezes. Such cases do not define the 

start of the full snowmelt season. Shi et al. (2015) avoided this issue by defining the onset of 

snowmelt as the first day after the last five consecutive days when the daily mean air temperature 

is lower than 0 °C. This approach will be used in this study.  

The end of the snowmelt period is defined by the removal of the snow cover. However, 

the Arctic snow cover is spatially variable in depth and SWE, and becomes patchy during the 

melt period (Marsh et al., 2008). As most snow depth sensors, such as the SR50A used at TVC, 

have a small footprint (0.45 m clearance radius), they do not provide a good estimation of when 

the snow cover disappears across a broad area. Instead, this study will rely on the measurement 

of ground albedo as radiometer sensors, generally have a larger footprint (Colaizzi et al., 2010). 

For example, the CNR1 has a clearance radius of 1.37 m. Using albedo is a robust way to 

estimate the removal of the snow cover given the large differences in albedo between snow-

covered and snow-free tundra. The calculation of albedo, 𝛼, is given by Equation 2.2: 

                                                         𝛼 =
𝐾↑

𝐾↓
                      (2.2) 

where 𝐾↑ is the upward shortwave radiation, and 𝐾↓ is the downward shortwave radiation. At 

TMM, the end of winter albedo is typically near 0.8 when the ground is fully snow covered but 
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with small amounts of shrubs extending above the snow surface, and 0.19 when completely snow 

free (Marsh et al., 2010). We will use an albedo value of 0.19, a value known to be when the 

ground at TVC is nearly snow free (Marsh et al., 2010; Thompson et al., 2004), to allow the 

estimation of the end of the snow-covered period. The duration of snowmelt is defined by the 

difference between the onset of snowmelt and the end of the snow-covered period. Since the end 

of snowmelt relies on albedo measurements from TMM, data is only available from 1999 to 

2019. 

2.2.5 Refreeze Events 

Nighttime refreezing of the snow surface is an important control on snowmelt and 

duration of the melt period. The total daily melt can differ for days with the same day-time 

melting conditions, but with different nighttime freezing. Nighttime freezing can be attributed to 

differences in radiative balance which could be related to clear versus cloudy skies or cooler air 

mass (Sælthun, 1996). In this paper, the magnitude of the refreeze events are estimated using 

cumulative cooling degree days after the onset of snowmelt (discussed in the next section). 

Cooling degree days is a measure of how much (in degrees Celsius) and for how long (in days), 

the air temperature was below a freezing level. Daily temperature was assessed with a base 

temperature, (𝑇𝑏), below freezing, and the degree days (DD) was calculated by Equation 2.3: 

                                                        𝐷𝐷 = {
𝑇𝑏 − 𝑇𝑑𝑎𝑖𝑙𝑦 ,          𝑓𝑜𝑟 𝑇𝑑𝑎𝑖𝑙𝑦 < 0

         0          ,          𝑓𝑜𝑟 𝑇𝑑𝑎𝑖𝑙𝑦 ≥ 0
                           (2.3) 

where 𝑇𝑏 and 𝑇𝑑𝑎𝑖𝑙𝑦 are the base temperature and daily temperature, respectively. Each degree 

day was accumulated over the melt period of each year and aggregated to form a 63-year 

timeseries.  
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2.2.6 Numerical and Statistical Analyses 

In order to test the hypothesis of the changes in meteorological conditions and the 

changes in onset, end, and duration of snowmelt period, we used the non-parametric Mann 

Kendall (MK) test (Kendall, 1975; Mann, 1945). This test has been extensively used to test for 

identifying linear trends in hydrological and meteorological variables (Burn et al., 2004; Déry & 

Brown, 2007; Hamed, 2008; Krogh & Pomeroy, 2018; Lettenmaier et al., 1994; Shi et al., 2013, 

2011; Yip et al., 2012). In addition, we used the Theil Sen’s slope estimator (Theil, 1950), and 

the coefficient of determination, R2. Tests were applied with a probability level (p-value) of 0.05 

(two-sided test). MK estimates are used instead of least square estimates, as it is less inclined to 

be affected by extreme values or outliers in the data and less sensitive to non-normally 

distributed variables (Moore et al., 2007). According to Mann (1945), the null hypothesis of 

randomness 𝐻0 states that the data (𝑥1, … , 𝑥𝑛) are independently and identically distributed (IID) 

random variables, as shown in Equation 2.4. 

                                                         𝑆 = ∑ ∑ sgn(𝑋𝑗 − 𝑋𝑘)𝑛
𝑗=𝑘+1

𝑛−1
𝑘=1 , where                            (2.4) 

                                                         sgn(𝑥) = {

1     𝑖𝑓 𝑥 > 0
0     𝑖𝑓 𝑥 = 0
−1  𝑖𝑓 𝑥 < 0

.                                                             

The alternate hypothesis 𝐻𝑎 of a two-sided test is that the distribution of 𝑥𝑗 and 𝑥𝑖 are not 

identical for all 𝑗, 𝑖 ≤ 𝑛 𝑤𝑖𝑡ℎ 𝑗 ≠ 𝑖. The power of the MK test is the probability to reject the null 

hypothesis, detecting a monotonic (single direction) trend over time.  

Theil Sen’s slope method is a robust non-parametric slope estimator, used for the 

determination of trend magnitudes (Lettenmaier et al., 1994) based on Kendall rank correlation, 

τ, a common application of Kendall test for correlation (Kendall, 1975). This magnitude for 
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monotonic trends are based on the associated Kendall-Theil robust lines (Theil, 1950). The slope 

estimator is calculated based on Equation 2.5: 

                                                          d =
xj−xi

j−i
,                                                                           (2.5) 

where 1 ≤ i < j ≤ n. 

 The coefficient of determination, also known as the R-squared (R2) value is a statistical 

measure that represents the proportion of the variance for a dependent variable that is explained 

by an independent variable (Cheng et al., 2014). The correlation is statistically significant at a 

level of p-value of < 0.05. This is a good indicator of how much variation of a dependent variable 

is explained by the independent variable in a regression model, and how close the data are fitted 

to the regression line. The R2 values range from 0 to 1 and is calculated from Equation 2.6: 

                                                         R2 = 1 −  
RSS

TSS
= 1 −

∑ (yi−ŷ)2n
i=1

∑ (yi−y̅)2n
i=1

                                         (2.6) 

where the residual sum of squares (RSS) and the total sum of squares (TSS) can be calculated 

given, the actual value, yi, the predicted value of yi, ŷ, and the mean of the yi values, y̅. 

2.3 Results 

2.3.1 Start of Snowmelt (1957 – 2019) 

 For the period of 1957 to 2019, the earliest onset of melt was May 1st in 1991, and the 

latest was on June 1st in 1959 (Figure 2.2). A large year to year variability was observed, with a 

7.1 day standard deviation relative to the mean on May 19th. The two-sided MK-trend analysis 

shows a significant monotonic downward trend, evaluated by a significance level (p-value) of 

0.0026. Over the 63-year record period, the total change in snowmelt onset is approximately nine 

days, with an increase of -1.4 days per decade. This is a similar trend to that from Shi et al. 

(2015), for the period of 1985 to 2011.  
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Figure 2.2: The onset of snowmelt at TMM in the period 1957 to 2019 has occurred earlier by 

1.4 days/decade. The average start of melt on May 19th is indicated by the horizontal dotted line. 

2.3.2 Changes in the Start, End and Duration of Snowmelt (1999 – 2019) 

Over the study period 1999 to 2019, the earliest onset of melt occurred on May 5th in 

2016, and the latest was on May 31st in 2000, as shown in Figure 2.3a. In contrast to the long-

term record period, the average onset of melt is three days earlier on May 16th. The standard 

deviation for onset of melt is 7.1 days relative to the mean. The two-sided MK-trend analysis 

shows a significant monotonic downward trend, evaluated by a significance level of 0.0057. 

Over the study period, the total change in snowmelt onset is approximately 14 days, with an 

increase of -7 days per decade. This is also similar trend to the 63-year record period, showing a 

trend towards earlier onset of snowmelt.  

Between 1999 and 2019, the end of melt, when snow cover is completely removed, 

occurs 10 days earlier on average, as shown in Figure 2.3a. The earliest end of melt was recorded 

on May 14th in 2016 and the latest end of melt was recorded on June 11th in 2000. The two-sided 



40 

 

MK-trend analysis show a significant monotonic downward trend, evaluated by a significance 

level of 0.00087. The end of melt has occurred earlier by approximately 10 days per decade, a 

larger change relative to the onset of snowmelt. Similar to the onset of snowmelt, the end of melt 

yields a large variability over time, with an 8.1 day standard deviation relative to the mean on 

May 27th.  

 
Figure 2.3: Over the study period 1999 to 2019, (a) the onset of snowmelt has occurred earlier 

by seven days/decade, and the end of melt has occurred earlier by 10 days/decade. As a result, 

(b) the duration of snowmelt in TMM has significantly shortened by 2.5 days/decade.   

The average duration of the snowmelt period over the shallow snow, typical of TMM, 

was approximately 10 days. In 2019, the duration of snowmelt lasted only four days, while in 
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2002 and 2013, TMM experienced the longest 14-day duration of snowmelt. Five of the 21-year 

record had eight days of snowmelt. In the last five years, annual duration of snowmelt was never 

more than 10 days, with exceptional low in 2017 and 2019 of six days and four days, 

respectively. The standard deviation for the duration of melt was calculated to be 2.7 days or 

approximately 27 % of variation relative to the mean. The two-sided MK-trend analysis shows a 

significant monotonic downward trend at a significance level of 0.034, with the duration of melt 

decreasing by 2.5 days per decade as shown in Figure 2.3b.  

2.3.3 Meteorological Conditions during the Snowmelt Period 

Based on the above analysis of the start, end and duration of the melt period, the 

following considers the primary meteorological conditions during snowmelt. In addition to 

meteorological conditions, the end of winter SWE is another factor that controls the duration of 

the melt period. To allow consistency and comparison between years, over the study period 

between 1999 and 2019, this analysis will focus on the 10-day period (i.e. the average melt 

period duration) after the start of snowmelt in each year.  

End of Winter SWE 

The end of winter SWE over the footprint of TMM, averaged 112 mm over the record 

period, as shown in Figure 2.4. The lowest SWE (80 mm) was measured in 2016, and the highest 

SWE (181) was measured in 2006. The end of winter SWE varied quite significantly from year 

to year, with a standard deviation of 23.2 mm or approximately 21 % of the variation from the 

mean. In the last decade, only two years of measured SWE were higher than the mean. Despite a 

shallower end of winter snow cover, no trend was detected. 
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Figure 2.4: The end of winter SWE over the footprint of TMM snow survey measurements have 

no significant trend. The average SWE is indicated by the horizontal dotted line. 

Air Temperature 

The mean air temperature over the 63-year snowmelt period at TMM (Figure 2.5a) was 

3.5 °C, warming by approximately 0.3 °C per decade. A 2.2 °C standard deviation, or 

approximately 63 % of variation relative to the mean was calculated, indicating a wide spread in 

air temperature from year to year. There were three years with average air temperature below 

freezing. The coldest snowmelt period was -0.4 °C in 1994 and 1980, while in 2013, the 

snowmelt period was approximately -0.1 °C. The warmest snowmelt period had an average air 

temperature of 10 °C in 2011, and on three other occasions mean air temperatures were above 7.5 

°C. This monotonic upward trend is supported by the MK-trend test at a significance level of 

0.046.  
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Refreezing events 

Although an earlier rise in air temperature above 0 °C and rising air temperatures during 

the melt period suggest both earlier and increased rates of melt, an increase in the number of 

nighttime refreezing events could extend the melt period. This can occur if these nights are 

characterized by less cloud cover and greater longwave cooling. The mean number of refreeze 

days over the period of record was 0.58 days (Figure 2.5b). There was no significant change  

 
Figure 2.5: The meteorological conditions of (a) mean spring air temperature, and (b) refreeze 

days were averaged from 1957 to 2019 during the snowmelt period. Mean spring air temperature 

has increased by 0.3 °C/decade, while no significant changes were found in refreeze events. 
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found in melt period refreeze events at TMM over the 63-year period. The first half of the period 

of record (1957 to 1988) averaged 0.62 days, with a standard deviation of 0.76 days, of refreeze 

events, while the second half (1988 to 2019) averaged 0.53 days of refreeze events, and a 

standard deviation of 0.63 days. These differences between the two halves of the record reveals 

less refreeze events in the last 32 years, but fewer differences between years.  

Relative Humidity 

As air temperature has increased, relative humidity has also increased during the melt 

period (Figure 2.6a).  This monotonic upward trend has a significance level of 0.037 and has 

increased at a rate of 4.3% per decade. Over the 21-year record period, humidity ranged between 

63 % to 84 %, with an average of 76 % when the average temperature was 4.3 °C. In the last 

decade, seven of the 10 years experienced humidity higher than the mean. While in contrast to 

the first decade, with only four years above the mean. The dispersion to its mean is relatively 

small, a standard deviation of 6.1 or approximately 8 % of variation from the mean was 

calculated. 

Wind Speed 

The average wind speed during the melt period over the 21-year period of record was 3.4 m/s, 

with the lowest average wind speed of 2.7 m/s in 2012 (Figure 2.6b). Eight years, including 

2012, had wind speeds below the average. Three years had average wind speed higher than 4 

m/s, with the highest of 4.2 m/s in 2007. Wind speeds during the melt period varied year to year, 

but with a relatively small standard deviation of 0.5 m/s or approximately 14 % of the variation 

from the mean. Despite the year to year variations in wind speed, there were no trends was 

detected.  
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Figure 2.6: Over the melt period, additional meteorological conditions investigated includes (a) 

relative humidity, (b) wind speed, (c) downward shortwave and longwave radiation, and (d) 

precipitation. TMM has experienced more humid conditions by 4.3 %/decade. No trends were 

detected for the remaining four conditions. 
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Downward Radiation 

Longwave radiation data is only available from 2006 onwards, and over this short period 

of record, the average downward longwave radiation was 275 𝑊𝑚−2 (Figure 2.6c). In 2013, the 

lowest downward longwave radiation was averaged to be 249 𝑊𝑚−2, while the highest was seen 

in 2017 at 295 𝑊𝑚−2. The standard deviation of downward longwave radiation was calculated 

to be 13.4 𝑊𝑚−2 or about 4.9 % of the variation relative to its mean. However, longwave 

radiation has no significant change during the melt period, with no trends detected by the MK-

trend test. 

Over the 21-year record period, the average downward shortwave radiation was 257 

𝑊𝑚−2. In 2002 and 2003, the lowest averaged downward shortwave radiation of 189 𝑊𝑚−2 and 

185 𝑊𝑚−2 was measured at TMM. The highest average value of 311 𝑊𝑚−2 was observed in 

2011. The standard deviation for downward shortwave radiation was found to be 37.6 𝑊𝑚−2 or 

approximately 14.6 % of variation relative to its mean. The MK-trend analysis resulted in a non-

monotonic trend at a significance level of 0.32. Over the 21-year record period, there were no 

trends was detected. Higher energy levels of downward shortwave radiation over the melt period 

would drive the earlier onset of melt.  

Precipitation 

The average air temperature was around 5 °C during the three high precipitation events, 

and as a result, over 95 % of these high precipitation events were mixed precipitation, as shown 

in Figure 2.7. Over the melt period, the distribution of precipitation consists of snow (2 %), 

mixed precipitation (97 %), and rain (1 %). Snowfall is typically very small during the melt 

period and only occurs during the earlier days of the melt period, when temperature is 

temporarily below freezing. The majority of the precipitation at TMM during the melt period is 



47 

 

mixed rain and snow, when air temperature hovers just under freezing or slightly above 0 °C. By 

late melt, when air temperature is well above 0 °C, beyond at this point precipitation falls as rain.  

 
Figure 2.7: Precipitation phase partitioned based on Kienzle's (2008) method with the default 

values of hourly temperature threshold 𝑇𝑡 = 1.5 °𝐶 and temperature range 𝑇𝑟 = 7.8 °𝐶 over the 

study period from 1999 to 2019.  

2.4 Summary and discussion 

The detection of past trends and changes in meteorological variables (Table 2.1) are 

essential for the understanding of past changes. This paper has shown an earlier onset of melt, 

end of melt, and shorten duration of snowmelt. The start of melt is controlled only by 

meteorological conditions, while the end of melt is controlled by both meteorological conditions 

during the melt period and end of winter SWE. These changes are associated to significantly 

increased air temperature and humidity. On the other hand, end of winter SWE, refreeze events, 

wind speed, downward shortwave and longwave radiation, and precipitation have not changed 
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significantly. The differences in significance will require additional analysis of their impact to 

snowmelt timing and duration.  

As shown in previous studies, TMM has experienced warming, and more pronounced 

warming in the spring (Lesack et al., 2014; Shi et al., 2015). The rising temperature induced 

greater surface melt, resulting in an earlier onset of snowmelt (Hamlet & Lettenmaier, 1999; 

Mioduszewski et al., 2014; Van Pelt et al., 2016). TMM has experienced an earlier onset of melt 

and end of melt, and therefore a shortened snowmelt period as snow was removed earlier in the 

year. As noted in section 2.3, snowmelt onset has occurred earlier at a rate of seven days per 

decade for the study period of 1999 to 2019. A similar trend was documented in Shi et al.'s 

(2015) study, an earlier snowmelt onset of 3.3 days per decade for the study period of 1985 to 

2011. This drastic change can be critical to the timing and volume of the springtime streamflow. 

The end of snow-covered period has also experienced an earlier trend, at a rate of 10 days per 

decade. The year-to-year variation were found to be relatively similar to the onset of melt. In 

Alaska, Anttila et al. (2018) has documented an early end of melt by 4.3 days per decade for the 

study period of 1982 to 2015. Therefore, this led to a shorter snowmelt period, which could 

suggest higher melt rates during the spring period and are implications for possible flooding in 

flood prone areas. The shortened length of the snowmelt period was well documented across the 

pan-Arctic between 1979 to 2015 (Anttila et al., 2018; Tedesco et al., 2009). Although spring has 

occurred earlier, the removal of snow throughout snowmelt period was considerably earlier. And 

as such, the snowmelt period has shortened. 

During the snowmelt period, TMM has experienced a significant warming by 0.3 °C per 

decade for the study period of 1957 to 2019. The comparison to Shi et al.'s (2015) warming of 
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0.84 °C per decade for the study period of 1985 to 2011, shows similar warming to other sites 

around the Arctic region. Krogh & Pomeroy (2018) had also documented a similar warming at a 

forest site near the Inuvik-A station. Over the last 60 years, northwestern Canada had also 

recorded an average spring warming of approximately 1.5 °C to 3 °C (Bonsal & Kochtubajda, 

2009; Debeer et al., 2015; Pomeroy & Granger, 1997). The increased air temperature is 

important as it heavily influences the start of the spring melt season. 

Table 2.1: A Summary of trends for the onset of snowmelt, end of the snow-covered period, 

duration of snowmelt and climate conditions. The MK trend test was used to detect for monotonic 

trends, accompanied by Theil Sen’s slope estimator to calculate for the magnitude of the trend. 

Significant trends are noted with bolded p-values. 

 

With warmer temperatures we would expect fewer nighttime refreeze events, however, no 

substantial changes in refreeze events were found over the years. There were years with 

increased refreeze days, but it was insufficient to influence an earlier onset of snowmelt and 

shortened melt period. Similarly, Bartsch et al. (2010) found no significant refreezing on the 

snow surface in the Eurasian Arctic. 
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Humidity had significantly changed during the snowmelt period, where TMM had 

experienced higher humidity at a rate of 4.3 % per decade, and therefore decreased latent heat 

flux as it changed the temperature gradient. Warmer temperatures and simultaneously increasing 

humidity would mean that the water vapour in the atmosphere is increasing at a higher rate, as 

warmer air has more capability to hold water vapour. Therefore, the importance of increases in 

humidity are associated with air temperature. A general significant increased trend in humidity 

was well documented by Willett et al. (2008) for the Northern Hemisphere region (20°-70° N). 

Vincent et al. (2007) had also shown an increase in humidity over northwestern Canada, 

however, the trend was not statistically significant.  

Although increased wind conditions at TMM was not statistically significant, higher wind 

conditions during the snowmelt period would enhance sensible and latent energy (Van Mullem & 

Garen, 2004), and therefore contribute to the increase in the magnitude of snowmelt.  

Shortwave radiation was observed to be usually positive (Russak, 2009), during the 

spring melt period. Many other studies have shown shortwave radiation controls on both the 

timing of snowmelt and the snowmelt rate (Granger & Gray, 1990; Kirnbauer et al., 1994). 

Despite, the increases in downward shortwave and longwave radiation at TMM, no trends were 

observed. The increase in downward longwave radiation is expected with significant warmer 

temperatures, increased cloud cover and atmospheric water vapour (Liang et al., 2012).  

During the snowmelt period, the impact of precipitation was minimal and there were no 

significant changes in spring precipitation detected at TMM. However, in the likelihood of heavy 

precipitation, or increased precipitation during the snowmelt period, different types of 

precipitation were examined. While the majority of the precipitation that occurred was mostly 

mixed precipitation, a small fraction fell as snowfall or rainfall. This can be significant, as the 
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changes in precipitation during the snowmelt period can enhance or reduce spring snowmelt rates 

(Hamlet et al., 2005), depending on the precipitation phase (Musselman et al., 2017). However, 

precipitation at TMM does not show a significant role in enhancing or delaying snowmelt. 

Therefore, these trends raise the question whether the changes in the timing and the 

duration of the snowmelt period, is controlled by the changes in meteorological conditions, the 

end of winter SWE, or a combination of changes in meteorological conditions and SWE. 

However, the changes in the duration of the snowmelt period cannot be explained solely by the 

end of winter SWE as TMM is getting warmer. Therefore, it is necessary to investigate the 

changes in the energy balance, using a physically based hydrological model. 
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Abstract 

The hydrology of the of the Arctic is dominated by the accumulation of snow over the 

long winter, and the rapid melt of this snow over a few weeks in the spring. This aspect of the 

Arctic water cycle is especially sensitive to a warming climate. The timing and the rate of snow 

melt during the spring period has implications for aquatic ecosystems and communities that 

depend on melt water. As shown in Chapter 2, the western Canadian Arctic has experienced an 

earlier onset of snowmelt compared to earlier decades, a warmer and shorter melt period. The 

changes in the energy balance components are tied to climate warming, and therefore, controlling 

the rate of snowmelt. In this paper we will use a physically based snowmelt model to investigate 

changes in the energy transfers between the snow surface and the atmosphere during the 

snowmelt period over the last 21 years. Model runs demonstrate that radiation plays a decisive 

role, followed by turbulent fluxes of sensible heat and latent heat. A shorter duration of melt is 

due to a combination of changes in the end of winter SWE and meteorological conditions. As net 

radiation and warmer air temperatures increased, we found an increase to the rate of snowmelt by 

0.7 mm/day per decade.  

 

Keywords: hydrological modelling, snowmelt, melt rate, climate change, energy balance 
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3.1  Introduction 

 Snow plays an important role in the hydrologic system as it largely affects both the 

water and energy fluxes of arctic regions through the high reflectivity of snow, surface 

roughness, surface temperature, and the sheer mass of water melting (Marsh & Pomeroy, 1996). 

The spring snowmelt period is a time with rapid changes in energy fluxes as the surface changes 

from snow covered to snow free. Spring snowmelt runoff is often the largest hydrological event 

of the year, with important biophysical controls and impacts on built infrastructure such as 

bridges, culverts, and roads. Numerous studies (Mioduszewski et al., 2014; Shi et al., 2015; Van 

Pelt et al., 2016) have shown that snowmelt is occurring earlier across the Arctic as the climate is 

warming. Chapter 2 also showed an earlier snowmelt with warmer and more humid conditions 

during melt period for a location in the western Canadian Arctic. However, understanding and 

predicting the rate of snowmelt requires a comprehensive interpretation of the energy transfers 

between the snow surface and the atmosphere that lead to changes in snowmelt (Cline, 1997) and 

runoff. Therefore, it is important for hydrological and climate predictions to properly estimate the 

surface energy balance during the spring snowmelt period, as snowmelt runoff events that follow 

the melt period, are the most important component of the hydrological cycle. 

Snowmelt energy balance models include components that govern the full energy and 

mass conservation governing snowmelt (Kumar et al., 2013), including radiative fluxes, turbulent 

fluxes of sensible and latent heat, ground heat flux, changes in energy storage in the snowpack, 

and the energy transfer due to rainfall. During the early spring snowmelt period, snow cover in 

an arctic area is continuous and the rate of snowmelt is primarily dominated by higher levels of 

radiative energy (Shi et al, 2011), especially over the high latitudes (Ohmura, 2001; Zhang et al., 

1997). Open tundra environments are known to react with incoming radiation in ways that 
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accelerate snow melt compared, for example, to boreal forest at the same latitude (Pomeroy & 

Granger, 1997). Next to radiation, sensible heat is the largest positive flux, while latent heat flux 

is negative on most days (Marsh & Pomeroy, 1996). Latent heat energy flux responds to the 

radiative fluxes with daytime evaporation and nighttime condensation (Granger & Male, 1978). 

The changes in turbulent heat fluxes are a result of increases of Arctic air temperature (Shi et al., 

2011).  

A warmer climate will cause earlier snowmelt, however, the temporal changes in the 

energy balance components are poorly understood. This study will provide a better understanding 

of the relative importance of the changes in each of the fluxes in the energy balance during the 

spring snowmelt period. The objectives of this paper are to (1) document the changes in the 

surface energy balance during the spring snowmelt period; and (2) estimate the magnitude of the 

resulting snowmelt. 

3.2  Methods 

3.2.1  Study Site 

Meteorological observations were obtained from the Trail Valley Creek (TVC) Research 

Station (Quinton & Marsh, 1999), located in the taiga – tundra ecotone (68.7 °N, 133.5 °W; 

Figure 2.1). TVC is located in the uplands east of the Mackenzie River Delta and 50 km north of 

the Inuvik Airport (Inuvik-A), in the Northwest Territories (NWT). The total thickness of the ice-

rich continuous permafrost is up to 500 m and is overlain by an active layer ranging from 0.5 m 

to 0.8 m (Wilcox et al., 2019). The topography is dominated by gently rolling hills and 

occasional steep sided river valleys, where the overall elevation ranges from 40 m to 187 m 

above sea level (a.s.l.) (Pohl et al., 2006), with an average of 99 m a.s.l. The TVC watershed 
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consists of shrub tundra, and sparse black spruce forest on hillslopes and in the valley bottoms, 

over an area of 57 km2 (Marsh et al., 2002; Marsh et al., 2008).  

The watershed has numerous meteorological stations, but we will focus on two of these 

here, that represent tundra snow cover. The TVC Main Meteorological station (TMM; 69.3 °N, 

133.5°W) and the TVC Upper Plateau station (TUP; 68.7 °N, 133.7 °W). TMM is positioned at 

~70 m a.s.l. and TUP is positioned at ~170 m a.s.l. (Pohl et al., 2006). The TVC landscape is 

comprised of 70 % tundra, 21 % shrub tundra, 8 % drift, and 1 % sparse forest (Marsh & 

Pomeroy, 1996). Both the TMM and TUP stations are situated over shallow tundra snow cover 

and have measurements of air temperature, relative humidity, wind speed, and downward and 

upward shortwave and longwave radiation, while TMM also measures precipitation. Missing 

data for TMM will be supplemented by data from TUP when available. Meteorological 

instrumentation details are outlined in Appendix A. Although observations began at TVC in 1991 

and continues to this day, the data from 1991 to 1998 is not consistently available, and as a result 

we will only use data from TMM for the period 1999 to 2019.  

The climate is characterized by short summers and long cold winters. Snowfall 

accumulates over eight to nine months and melts over a brief one to two week period from mid-

May to early June (Pohl et al., 2007), with air temperature averaging -2.6 °C and an average 

precipitation of 3.1 mm at TMM. Near the end of winter, air temperatures gradually increase and 

rise above 0 °C for the first time in late April or early May. This rise above the freezing point is 

an important indicator of the start of the spring snowmelt period. Air temperature has increased 

over the study region in the spring, and as a result, the onset of snowmelt has occurred earlier 

(Shi et al., 2015).  
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Figure 3.1: The location of the Trail Valley creek (TVC) main meteorological station (TMM) and 

upper plateau station (TUP), located 50 km north of Inuvik-A. TVC drains towards an Arctic 

estuary, the Husky Lakes (Roux et al., 2015).  
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3.2.2 Model Overview 

Physically based hydrological models are effective approaches to examine the 

hydrological response to climate change and can better describe the complex hydrological 

processes (Fang & Pomeroy, 2020) like the Cold Regions Hydrological Model (CRHM). In 

contrast to many other hydrological models, CRHM is highly flexible and uses a modular object-

oriented modeling framework (Leavesley et al. 2002; Pomeroy et al., 2007) that develop, 

support, and apply physically based representations of cold region hydrological processes, such 

as snow redistribution, precipitation interception, sublimation, energy balance snowmelt, 

evapotranspiration, soil moisture balance, infiltration into frozen and unfrozen soil, radiation 

exchange to complex surfaces, runoff, and frozen ground dynamics including active layer thaw, 

(Fang et al., 2013, 2010; Krogh & Pomeroy, 2018; Weber et al., 2016). CRHM has also been 

used to explore the hydrological effects of climate change (Dornes et al., 2008; Fang et al., 2013; 

Fang & Pomeroy, 2016). A detailed description of CRHM and its modules are available in 

Pomeroy et al. (2007). The watershed is discretized using hydrological response units (HRU), 

which are a spatial unit corresponding to biophysical landscape units. The HRU concept, 

introduced by Flügel (1995), is an areal unit described by similar hydrological characteristics. 

HRU are spatial units of mass and energy balance calculations that are normally defined by soil 

types, vegetation, slope, aspect, and elevation (Krogh et al., 2015).  

This modelling approach makes CRHM suitable for use in many cold regions, and as a 

result it has been tested and applied in China (Zhou et al., 2014), Patagonia (Helsel & Hirsch, 

1992; Krogh et al., 2015), Canada (Armstrong et al., 2010; Fang & Pomeroy, 2008; Krogh & 

Pomeroy, 2018; Krogh et al., 2017; Pomeroy et al., 2016; Rasouli et al., 2014), German Alps 
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(Weber et al., 2016), Spanish Pyrenees (Rasouli et al., 2014), and Svaldbard (Moreno et al., 

2016). 

CRHM operates through four main components: (1) forcing data, (2) parameters, (3) 

variables and states, and (4) modules. Parameters are based on measurable physiographic 

features. Initial states and variables include meteorological forcing variables and are specified 

within the appropriate module. Key modules in CRHM include the basin description, 

observations, radiation module, sunshine hours, prairie blowing snow module, albedo module, 

and the energy balance snowmelt module. The basin module holds commonly used physical and 

control parameters, which includes basin area, HRU area, latitude, and elevation. The 

observation module handles meteorological forcing variables (air temperature, vapour pressure, 

precipitation, wind speed, and radiation), as inputs to other modules. The global module 

estimates direct and diffuse solar radiation, maximum sunshine hours, and cloudiness effects that 

are based on latitude, elevation, ground slope and azimuth, providing radiation inputs to calcsun 

module and the energy budget snowmelt module. Calcsun module estimates actual sunshine 

hours from incoming shortwave radiation and maximum sunshine hours to generate inputs for the 

energy balance snowmelt module. Albedo was estimated based on snow depth, new and melting 

snow. The prairie blowing snow model (PBSM; Pomeroy & Li, 2000) estimates snow 

accumulation and simulates the end of winter snow water equivalent (SWE) that is available at 

the beginning of the spring season. The calculated end of winter SWE was generated as inputs 

for the energy balance snowmelt module.  

The energy balance snowmelt model (EBSM) (Gray & Landine, 1988) estimates each 

components of the snow surface energy balance, including radiation, sensible heat, latent heat, 

ground heat, advection from rainfall, and the change in internal energy for snowpack layers. 
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Snowmelt, as the amount of water that is available to runoff from the bottom of the snowpack is 

then determined as the residual of the energy balance. Energy fluxes directed towards the 

snowpack are positive. The model uses the snowmelt energy Equation 3.1 as the physical 

framework.  

                                           
𝑑𝑈

𝑑𝑡
= 𝑄𝑚 + 𝑄𝑛 + 𝑄ℎ + 𝑄𝑒 + 𝑄𝑔 + 𝑄𝑑                            (3.1) 

Where 𝑄𝑚 is the energy available for snowmelt, 𝑄𝑛 is net radiation, 𝑄ℎ is turbulent flux of 

sensible heat, 𝑄𝑒 is turbulent flux of latent energy, 𝑄𝑔 is ground heat flux, 𝑄𝑑 is the energy due to 

advection from rainfall, and 
𝑑𝑈

𝑑𝑡
 is the rate of change of internal energy per unit surface area per 

unit time (all units are in 𝑊𝑚−2). The net radiation, 𝑄𝑛, is the sum of net longwave L* and net 

shortwave K* fluxes, and is calculated by: 

                                           𝑄𝑛 = −0.53 + 0.47𝑄0 [0.52 + 0.52 (
𝑛

𝑁
)] (1 − 𝐴)          (3.2) 

where 𝑄0 is the daily clear sky shortwave radiation incident to the surface (MJ/m2*day), n is the 

number of hours of bright sunshine, N is the number of maximum hours of bright sunshine from 

the calcsun module, and A is the mean surface albedo over the footprint of TMM, which was 

estimated from the albedo module. 𝑄ℎ, depends on wind speed and daily maximum air 

temperature, as shown in Equation 3.3: 

                        𝑄ℎ = −0.92 + 0.076𝑈 + 0.19𝑇𝑀𝑎𝑥,                                (3.3)  

where 𝑈 is the mean daily wind speed (𝑚/𝑠), 𝑇𝑀𝑎𝑥 is the daily maximum air temperature (°C). 

Application of the equation should be limited to days when 𝑇𝑀𝑎𝑥 is greater than – 5 °C. Sensible 

heat calculations yield a standard error of estimate of 0.55 𝑀𝐽/𝑚2 per day. Latent energy, 𝑄𝑒, is 

a function of wind speed and the difference between vapour pressure to actual vapour pressure of 

the air, as shown in Equation 3.4: 
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                                           𝑄𝑒 = 0.08(0.18 + 0.098𝑈10)(𝑒𝑠 − 𝑒2),                          (3.4) 

where 𝑒𝑠 is the mean daily vapor pressure at the snow surface (mbar), and 𝑒2 is the actual vapor 

pressure of the air at 2 m (mbar). The advection heat flux from rainfall is dependent on the 

temperature of rainfall, 𝑇𝑟 and daily rainfall, 𝑃𝑟, and is calculated by Equation 3.5: 

                                           𝑄𝑝 = 4.2𝑇𝑟𝑃𝑟.                                                                    (3.5) 

The amount of daily melt rate, M (𝑚𝑚/𝑑𝑎𝑦), is calculated from 𝑄𝑚, as shown in Equation 3.6: 

                        𝑀 =
𝑄𝑚

𝜌𝑤𝐵ℎ𝑓
,                                                                        (3.6) 

where the constants, 𝜌𝑤, is the density of water (1000𝑘𝑔/𝑚3), B, is the thermal quality of the 

snow, the fraction of ice in a unit mass of wet snow, ranging between 0.95 and 0.97 (corresponds 

to 3 % to 5% of liquid water (Mullem & Garen, 2004)), and ℎ𝑓, is the latent heat of fusion of ice 

 (333.5 𝑘𝐽/𝑘𝑔1). This can be reduced to: 

             𝑀 = 0.27𝑄𝑚.                                                                    (3.7) 

3.2.3 Model Implementation 

A single HRU over the footprint of TMM was used, where parameters were set based on 

measured physiographic features (Appendix B). The end of winter SWE over the footprint of 

TMM, which replaced the estimated SWE from PBSM to eliminate snow accumulation errors 

generated by the model. SWE was measured with the ESC30 snow corer that was either plunged 

or twisted into the snow until it hits the ground. On average 40 to 50 depth measurements and six 

density cores were taken. SWE is related to snow depth by the local bulk density, and is 

calculated by Equation 3.8 equation: 

                                              𝑆𝑊𝐸 = ℎ𝑠 (
𝜌𝑏

𝜌𝑤
),                                                               (3.8) 

where ℎ𝑠 is the snow depth measured in centimeters (cm), 𝜌𝑏 and 𝜌𝑤 are the density in grams per 
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centimeters cubed (g/cm3), and the density of water (g/cm3). The ESC30 snow corer removes a 

snow core from the snowpack and weighed in the corer using a spring balance calibrated to read 

out directly. However, the uncertainty of these core related measurements is estimated to be 

approximate 7 % to 10 % (Sturm et al., 2010). Failure to retain a plug of soil, vegetation, and/or 

ice is a common source to the loss of snow in the core. This approach will be used in (Version: 

CRHM 01/17/18) this study. The energy balance and snowmelt rates by CRHM are accessible 

online at https://doi.org/10.5683/SP3/MCDA2R. 

The end of the snowmelt period is defined by the removal of the snow cover. However, 

the Arctic snow cover is spatially variable in depth and SWE, and becomes patchy during the 

melt period (Marsh et al., 2008). As most snow depth sensors, such as the SR50A used at TVC, 

have a small footprint (0.45 m clearance radius), they do not provide a good estimation of when 

the snow cover disappears across a broad area. Instead, this study will rely on the measurement 

of ground albedo as radiometer sensors, generally have a larger footprint (Colaizzi et al., 2010). 

For example, the CNR1 has a clearance radius of 1.37 m. Using albedo is a robust way to 

estimate the removal of the snow cover given the large differences in albedo between snow-

covered and snow-free tundra. The calculation of albedo, 𝛼, is given by Equation 3.9: 

                                                         𝛼 =
𝐾↑

𝐾↓
                      (3.9) 

where 𝐾↑ is the upward shortwave radiation, and 𝐾↓ is the downward shortwave radiation. At 

TMM, the end of winter albedo is typically near 0.8 when the ground is fully snow covered but 

with small amounts of shrubs extending above the snow surface, and 0.19 when completely snow 

free (Marsh et al., 2010). We will use an albedo value of 0.19, a value known to be when the 

ground at TVC is nearly snow free (Marsh et al., 2010; Thompson et al., 2004), to allow the 

https://can01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdoi.org%2F10.5683%2FSP3%2FMCDA2R&data=04%7C01%7Ctsui2680%40mylaurier.ca%7C5b2ae5afb92d47b990ba08d978b3d34a%7Cb45a5125b29846bc8b89ea5a7343fde8%7C1%7C0%7C637673535999693135%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C1000&sdata=H78KDqnoHOuUZ0EUy7kPYWJmR6gMrPCd8H2MkVvc2lM%3D&reserved=0
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estimation of the end of the snow-covered period. The duration of snowmelt is defined by the 

difference between the onset of snowmelt and the end of the snow-covered period.  

3.2.4 Model Performance Evaluation and Statistical Analyses  

CRHM simulations were evaluated with the Nash-Sutcliffe efficiency coefficient (NSE) 

(Nash & Sutcliffe, 1970), root mean square error (RMSE), model bias index (MB), and Pearson 

correlation coefficient (R2). Statistical analysis techniques were also implemented to examine the 

trends of a univariate timeseries. This includes a Mann Kendall (MK) trend test (Kendall, 1975; 

Mann, 1945) accompanied by Theil Sen’s slope estimator (Theil, 1950) to determine the 

magnitudes of the trends (Lettenmaier et al., 1994) based on Kendall rank correlation. Biases in 

model reconstructions can be caused by errors in the measurement of meteorological variables, 

changes in observation instruments, model structural errors, and the selection of model parameter 

estimates (Shi et al., 2008), resulting to some degree of uncertainty. 

The NSE is a measure for model efficiency to reproduce the time evolution of 

hydrological variables (Nash & Sutcliffe, 1970). NSE can vary from −∞ to 1, where a value 

equal to 1 corresponds to a perfect model prediction with respect to the observed values. NSE 

values greater or equal to 0, but less than 1, suggests that the estimated values are not different 

from the observed values, and are considered acceptable (Moriasi et al., 2007). A higher positive 

value would indicate a progressively better model performance. On the other hand, negative NSE 

values are not an index of good fit. This would indicate the need for better understanding of 

hydrological responses. The NSE measure is calculated based on Equation 3.10: 

                                                         𝑁𝑆𝐸 = 1 −
∑(𝑋𝑠−𝑋𝑜)2

∑(𝑋𝑜−𝑋𝑜̅̅ ̅̅ )2
,                                                     (3.10) 

where 𝑋𝑠 are the simulated values at time t, 𝑋𝑜 are the observed values at time t, and 𝑋𝑜
̅̅ ̅ is the 

mean of the observed values. 
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The root mean square error is a weighted measure that represents the difference between 

the simulated and the observed values. The RMSE also integrates driving and evaluation of data 

errors. RMSE is calculated from the difference of squares between observations and simulations, 

as shown in Equation 3.11: 

                                                        𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑(𝑋𝑠 − 𝑋𝑜)2,                                              (3.11) 

where 𝑛 is the total number of values in the data set. 

The model bias index indicates the ability of the model to reproduce the variables of 

interest. MB assesses the ability of the model to estimate the duration of snowmelt and the 

snowmelt rate. MB values less than 1 represents an overall underprediction by the model, and 

values greater than 1 represents an overall overprediction by the model. This can be calculated by 

Equation 3.12: 

                                                         𝑀𝐵 =
∑ 𝑋𝑠

∑ 𝑋𝑜
− 1.                                                                (3.12) 

However, it is difficult to evaluate the performance of the model from overall statistical indices. 

This is due to their strong dependence on the distribution of the variable given the difficulty and 

the potential errors from measurements.  

The non-parametric Mann Kendall (MK) test (Kendall, 1975; Mann, 1945) and Theil 

Sen’s slope estimator (Theil, 1950) has been extensively used to test for randomness against 

trends in climatology and hydrology (Lettenmaier et al., 1994; Zhang et al., 2000), and for 

identifying linear trends in hydrological and meteorological variables (Burn et al., 2004; Déry & 

Brown, 2007; Hamed, 2008; Krogh & Pomeroy, 2018; Lettenmaier et al., 1994; Shi et al., 2013, 

2011; Yip et al., 2012). Tests were applied with a probability level (p-value) of 0.05 (two-sided 

test). MK estimates are used instead of least square estimates, as it is less inclined to be affected 
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by extreme values or outliers in the data and less sensitive to non-normally distributed variables 

(Moore et al., 2007). According to Mann (1945), the null hypothesis of randomness 𝐻0 states that 

the data (𝑥1, … , 𝑥𝑛) are independently and identically distributed (IID) random variables, as 

shown in Equation 3.13. 

                                                         𝑆 = ∑ ∑ sgn(𝑋𝑗 − 𝑋𝑘)𝑛
𝑗=𝑘+1

𝑛−1
𝑘=1 , where                          (3.13) 

                                                         sgn(𝑥) = {

1     𝑖𝑓 𝑥 > 0
0     𝑖𝑓 𝑥 = 0
−1  𝑖𝑓 𝑥 < 0

.                                                             

The alternate hypothesis 𝐻𝑎 of a two-sided test is that the distribution of 𝑥𝑗 and 𝑥𝑖 are not 

identical for all 𝑗, 𝑖 ≤ 𝑛 𝑤𝑖𝑡ℎ 𝑗 ≠ 𝑖. The power of the MK test is the probability to reject the null 

hypothesis, detecting a monotonic (single direction) trend over time.  

Theil Sen’s slope method is a robust non-parametric slope estimator, used for the 

determination of trend magnitudes (Lettenmaier et al., 1994) based on Kendall’s rank correlation, 

τ, a common application of Kendall’s test for correlation (Kendall, 1975). This magnitude for 

monotonic trends are based on the associated Kendall-Theil robust lines (Theil, 1950). The slope 

estimator is calculated based on Equation 3.14: 

                                                          d =
xj−xi

j−i
,                                                                        (3.14) 

where 1 ≤ i < j ≤ n. 

The coefficient of determination, also known as the R-squared (R2) value is a statistical 

measure that represents the proportion of the variance for a dependent variable that is explained 

by an independent variable (Cheng et al., 2014). The correlation is statistically significant at a 

level of p-value of < 0.05. This is a good indicator of how much variation of a dependent variable 

is explained by the independent variable in a regression model, and how close the data are fitted 

to the regression line. The R2 values range from 0 to 1 and is calculated from Equation 3.15: 
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                                                         R2 = 1 −  
RSS

TSS
= 1 −

∑ (yi−ŷ)2n
i=1

∑ (yi−y̅)2n
i=1

                                       (3.15) 

where the residual sum of squares (RSS) and the total sum of squares (TSS) can be calculated 

given, the actual value, yi, the predicted value of yi, ŷ, and the mean of the yi values, y̅. 

However, R2 is unable to show whether the chosen model is good or bad, nor will it show 

whether the predictions and estimations are biased. Therefore, the R2 value should be evaluated 

in conjunction with NSE measure.  

3.3 Results and Discussion 

End of Winter SWE 

The end of winter SWE over the footprint of TMM, averaged 112 mm over the record 

period, as shown in Figure 2.4. The lowest SWE (80 mm) was measured in 2016, and the highest 

SWE (181) was measured in 2006. The end of winter SWE varied quite significantly from year  

 
Figure 3.2: The end of winter SWE over the footprint of TMM snow survey measurements have 

no significant trend. The average SWE is indicated by the horizontal dotted line 
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to year, with a standard deviation of 23.2 mm or approximately 21 % of the variation from the 

mean. In the last decade, only two years of measured SWE were higher than the mean. Despite a 

shallower end of winter snow cover, no trend was detected. This is also due to a significant year 

to year variation over time. 

Changes in Duration of Snowmelt 

As shown in Chapter 2, TMM air temperature has increased by 2.1 °C over the spring 

snowmelt period from 1957 to 2019 (Figure 2.5a), resulted in earlier onset of snowmelt at a 

significant rate of seven days per decade (Figure 2.3a). Similarly, the snowmelt period ended 

earlier by ten days per decade. CRHM has effectively estimated the end of the melt period, as 

shown in Figure 3.3a. The end of melt, when snow cover is completely removed, occurs eight 

days later on average. The earliest end of snow-covered period was estimated to be on May 12th 

in 2015 and 2016, and the latest end of snow-covered period was estimated to be on June 11th in 

2000. The end of melt has occurred earlier by approximately 8.5 days per decade. The MK-trend 

analysis shows a significant monotonic downward trend, evaluated by a significance level of 

0.0083. The end of melt also yields a large variation over time with a standard deviation of 8.1 

days relative to its mean on May 25th.  

The trend of earlier snowmelt onset (Adam et al., 2009; Brown & Braaten, 1998; Burd 

et al., 2017; Burn, 2008; Gleason et al., 2019; Moore et al., 2007; Shi et al., 2015), and earlier 

end of melt, has led to a shorter snowmelt period (Anttila et al., 2018; Tedesco et al., 2009), 

suggesting an increase in melt rates during the spring melt period. The average estimated 

duration of the snowmelt period over shallow snow at a tundra site was approximately eight 

days. Similar to the observed measurements in Figure 2.3a, the magnitude of the simulated end 

of the snow-covered period is noticeably higher than that of the observed onset of snowmelt.  
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Figure 3.3: (a) The estimated end of melt has occurred earlier by 8.5 days/decade. (b) The 

estimated duration of the snowmelt period in TMM has significantly shortened by 2.5 

days/decade. However, no trends were detected for the simulated duration of snowmelt [CRHM]. 

This reflects to a shorter snowmelt period over the last 21 years, as illustrated in Figure 3.3b. The 

standard deviation for the duration of melt is calculated to be 3.2 days or approximately 38.5 % 

of variation relative to the mean. The MK-trend analysis does not show a significant monotonic 

trend, evaluated by a significance level of 0.38. As the onset of snowmelt and the end of the 

snow-covered period vary year to year, the snowmelt period also adapts to the same variation. 

However, the timeseries does indicate a decrease in the snowmelt period by one day per decade. 

To allow for consistency and comparison between years, this analysis will focus on the 10-day 
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period (i.e. the observed average duration of the snowmelt period) after the start of snowmelt in 

each year. The estimated duration of melt will not be considered as no trends were detected. 

Validation of the End and Duration of Snowmelt  

The simulated end of melt albedo and duration of melt was compared to the 

observations. For the end of the snow-covered period, the simulation showed good timing for 

estimating the end of melt (Figure 3.4a). The observed end of melt occurred earlier by 10 days 

per decade, which is very comparable to the predicted end of melt that occurred earlier by 

8.5 days per decade. The model explains approximately 86 % of variability of the observed data 

around its mean, with an R2 value of 0.86. The NSE value of 0.8 also indicates that the model 

predictions were exceptionally good to the observed (Figure 3.4a). MB listed in Table 3.1 for the 

simulation was -0.01, suggesting that the model underestimated the end of melt by approximately 

1 %. This result suggests predicting the end of snowmelt process at TMM watershed is possible 

with sufficient calibration. 

For the duration of melt, the observed onset of melt was used to calculate the observed 

duration of melt and the simulated duration of melt. The simulated duration of melt predicted the  

same shortened trend as the observation. The observed duration of melt shortened by 2.5 days per 

decade, while the predicted duration of melt shortened by one day per decade. However, 

approximately 26 % of the observed variation was explained by the model, with an R2 value of 

0.26 (Figure 3.4b). A negative NSE value of -0.28 also indicated that the observed mean is a 

better predictor than the model. This is likely due to the year to year variation of the onset of 

melt. The MB listed in Table 3.1 for the simulation was -0.14, suggesting that the model 

underestimated the duration of melt by approximately 14 %. The results indicate that the 

variations of the onset of melt greatly influences the duration of melt. The accurate simulation of 
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the duration of snowmelt requires the consideration of the energy balance control of snowmelt, 

including radiative and turbulent fluxes. 

 
Figure 3.4: The comparison for (a) end of the snow-covered period albedo and (b) the duration 

of snowmelt between observation values and CRHM estimations, based on observed onset of 

melt. CRHM is evaluated using the coefficient of determination, and complemented by the NSE 

measure of 0.8 and -0.28 which explains the predictability and sensitivity of the estimation values 

for albedo and duration of melt, respectively. 

Energy Balance 

On average 77 % of the energy balance is net radiative flux over the snowmelt period, 

while approximately 21 % is sensible heat flux (Figure 3.5). Previous studies have shown also 

shown a similar dominance of radiative energy control snowmelt in open tundra environments 

(Mioduszewski et al., 2014; Pomeroy & Granger, 1997). Large positive net radiative energy, 

followed by smaller sensible heat flux was also documented at TVC (Marsh et al., 2010), with 

latent heat flux being negative on most days (Marsh & Pomeroy, 1996). It was noted in Figure 

2.7 that most of the energy in the system in May and June, are from these increase in shortwave 

radiation and is primarily associated with the increasing net radiation in the energy balance, as 

shown in Figure 3.6. Sensible heat flux is almost always positive during the spring once the air 
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temperature does not go below freezing at night (Marks & Dozier, 1992), with exception in 

(2013 and 2018). Latent heat fluxes are much smaller and generally do not contribute more than 

5 % of the overall energy balance. During the spring snowmelt period, at times, latent heat 

mirrors sensible heat neutralizing their effects on the overall snow surface energy balance (Pohl 

et la., 2006), as a result, reducing the amount of melt energy available from turbulent fluxes (Datt 

et al., 2008). However, for example, the melt period between 2001 and 2006 do not reflect this 

mirroring effect. In 2012, the air was near saturation vapour pressure at 0 °C, and so the latent 

heat flux was near, or at zero, during the snowmelt period. While in 2014, slightly negative latent 

heat flux would indicate condensation, which was reflected with higher humidity (Figure 2.6a). 

This was not always the case, other years such as 2000 and 2011 did not agree with this 

association, showing much lower humidity. On the contrary, ground heat flux makes a negligible 

contribution to the energy balance during the snowmelt period, and can safely be ignored 

(Granger & Male, 1978). For this reason, ground heat flux is not shown in Figure 3.5. Similarly,  

Figure 3.5: The sum of the energy balance from 1999 to 2019 of net radiation (red), sensible 

heat flux (grey), latent heat flux (blue), and heat from rainfall (yellow) as a percentage of the 

total energy required for snowmelt (white) during the snowmelt period. 
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the energy transferred to the snowpack from precipitation is relatively small. Although rain on 

snow has an important influence on the water retention characteristics of snow (Male & Granger, 

1981), it has low effects compared to energy fluxes. The heat content of precipitation over the 

snowmelt period ranged between 0 to 0.1 %. While high volume of mixed precipitation was seen 

in 2008, 2014 and 2018 (Figure 2.5d), the mean spring temperature ranged from 2 °C to 5 °C, 

which was not significantly greater than 0 °C to greatly influence melt over the snowmelt period. 

The changes to each individual energy balance component over the snowmelt period are 

shown in Figure 3.6. No previous studies have attempted to understand the multidecadal changes 

in energy balance components during the melt period in the Arctic.  The average 𝑄𝑛 was 

estimated to be 43.1 𝑊𝑚−2, with the highest radiation value of 61.4 𝑊𝑚−2 in 2004, and the 

lowest radiation value of 24.4 𝑊𝑚−2 in 2008. The standard deviation for 𝑄𝑛 was found to be 

10.2 𝑊𝑚−2 or approximately 23.7 % of variation relative to its mean. 𝑄ℎ was averaged at 12.7 

𝑊𝑚−2, with the highest value of 28.6 𝑊𝑚−2 in 2014 and the lowest value of -4.9 𝑊𝑚−2 in  

 
Figure 3.6: The changes to the energy balance during the snowmelt period from 1999 to 2019. 

No trends were detected from radiative fluxes, and turbulent fluxes of sensible and latent heat, 

while the energy from precipitation had no apparent changes. 
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2018. The standard deviation for 𝑄ℎ was found to be 8.9 𝑊𝑚−2 or approximately 70 % of 

variation relative to its mean. 𝑄𝑒 was averaged at 0.2 𝑊𝑚−2, with the highest value of 1.5 

𝑊𝑚−2 in 2018 and the lowest value of -1.4 𝑊𝑚−2 in 2000. The standard deviation for 𝑄𝑒 was 

found to be 0.1 𝑊𝑚−2 or approximately 46 % of variation relative to its mean. The average 𝑄𝑚 

was estimated to be 55.4 𝑊𝑚−2, with the highest value of 74.7 𝑊𝑚−2 in 2004 and the lower 

value of 29.7 𝑊𝑚−2 in 2003. The standard deviation for 𝑄𝑚 was found to be 12.5 𝑊𝑚−2 or 

approximately 22.6 % of variation relative to its mean. However, no significant trends were 

detected for each of the energy balance components. The minimal influence of heat content from 

precipitation has not changed during the snowmelt period. 

Rate of melt 

The average rate of snow melt over the period of record was 13.8 mm/day (Figure 3.7). 

The standard deviation for the rate of melt was about 5.4 mm/day or approximately 39 % of 

variation relative to the mean, indicating wide spread in the rate of melt from year to year. Given 

this variability, the MK-trend test resulted in a non-monotonic trend at a significance level of 

0.49, no significant trends were detected. Lower snowmelt rates echoes the conditions of lower 

available energy of each year, for example, a lower net radiative flux in 2003 would reflect to 

one of the lowest melt rate calculated. In contrast, the highest melt rate of 20 mm/day was 

estimated in 2004, with one of the highest levels of radiative energy was estimated. The changes 

in meteorological conditions are likely to be closely linked to changes in melt rates. Warm and 

humid conditions would suggestively influence the changes in melt rate. Despite no trends were 

detected from TMM downward radiation, Dornes et al. (2008) have shown a direct correlation 

between downward radiation to an increase in melt rates. 
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Figure 3.7: The average rate of snowmelt (dotted line) estimated from a physically based energy 

balance snowmelt model in CRHM over a 10-day snowmelt period. There were no significant 

trends found. 

Atmospheric controls on surface Energy Balance  

In order to investigate the effects of changes in atmospheric conditions on energy 

balance terms and melt rate, we set the end of winter SWE to be sufficiently high that it would 

not melt during the brief 10-day melt period. For this example, we set the end of winter SWE at 

370 mm, an amount typical of a shrub patch controlled snow drift (Jitnikovitch, 2019), located 

approximately 100 m north of TMM. Similar to Figure 3.5, the energy balance with high end of 

winter SWE (h-SWE), was primarily composed of net radiative fluxes (Figure 3.8). Sensible heat 

fluxes were mostly positive, with exception, in 2018 with a substantial negative flux of 5.3 

𝑊𝑚−2. Latent heat fluxes do not contribute more than 8 % of the overall energy balance during 

the snowmelt period. In the same year, the snow surface was exceptionally warmer than the air 

leading to an upward evaporation of 1.6 𝑊𝑚−2. As latent heat is released, this warms the snow  
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Figure 3.8: The energy balance with a high end of winter SWE (h-SWE) of net radiation (h-Qn), 

sensible heat flux (h-Qh), latent heat flux (h-Qe), and heat from rainfall (h-Qp) as a percentage 

of the total energy required for melt (h-Qm), with a SWE of 370 mm over a large drift in TMM. 

surface which would result in melt. The heat content of precipitation over the record period 

ranged between 0 to 0.01 %. With the abundance of SWE to initiate snowmelt, higher levels of 

energy are available for melt. We can see that, despite the differences in atmospheric conditions 

of each year, the end of winter SWE positively drives the energy that is available for melt, with 

an R2 value of 0.82 (Figure 3.9a). This would suggest that with a decrease in the end of winter  

SWE, the rate of melt would respectively decrease. However, this is not always the case, the 

increase in melt rate is also a direct result of the changes in atmospheric controls such as air 

temperature, humidity, and solar radiation that influence the energy available for melt. In fact, 

various years (1999 – 2001, 2011, 2014, 2018) driven by big drift that have lower 𝑄𝑚, as shown 

in Figure 3.9b. Therefore, the end of winter SWE is not the only factor that control the changes in 

the snowmelt period. The combination of other factors like meteorological controls must also be 

considered. 
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Figure 3.9: (a) A positive relationship between the end of winter SWE and Qm over the snowmelt 

period. (b) The comparison between the energy available for melt from the observed SWE and h-

SWE of a nearby big drift site. 

 

 

(a) 

(b) 
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Table 3.1: A summary of trends for the onset of snowmelt, end of the snow-covered period, 

duration of snowmelt and energy balance components. The MK trend test was used to detect for 

monotonic trends, accompanied by Theil Sen’s slope estimator to calculate for the magnitude of 

the trend. The NSE, MB, and coefficient of determination were used to test the model. Significant 

trends are noted with bolded p-values. 

 

3.4 Conclusion 

To conclude, snow plays an important role in the energy fluxes of arctic regions (Marsh 

& Pomeroy, 1996). This spring snowmelt period has shown a rapid and dramatic change in the 

surface energy fluxes. It is critical to continue with hydrological and climate predictions to 

properly understand the surface energy balance during the snowmelt period. The robust 

physically based hydrological modelling can confidently perform better, unlike the simple 

temperature index models, which are not a reliable method in open environments to estimate the 

energy balance and snowmelt rates. Despite no trends detected for each of the energy balance 

components, net radiative flux and sensible heat flux have shown signs of increase. There were 

no changes from latent heat flux and heat flux from rainfall during the snowmelt period. With the 

abundance of SWE from a big snow drift, the changes in the snowmelt period are composed of a 
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combination of the end of winter SWE and the changes in atmospheric controls. The energy 

balance enabled this study to investigate the changes in melt rate during the snowmelt period. 

The melt rate at TMM has increased by 1.4 mm/day at a rate of 0.7 mm/day per decade. It is 

difficult to conclude whether meteorological conditions or the end of winter SWE have greater 

impacts to the changes in snowmelt rates. An in-depth examination of the correlation between 

each meteorological condition and the changes in the timing and duration of snowmelt will be 

required. However, the shifts in timing and rate of snowmelt in a warmer spring will have major 

implications to the changes in spring snowmelt runoff, leading to flood risks, and increased 

wildfire severity (Westerling et al., 2006). Flood risks may increase if warming temperatures 

persist, triggering more rain-on-snow events, which will be important considerations for water 

resource management. Delayed runoff can lead to an earlier and longer dry season, providing 

greater opportunities for large fires. 

A shift towards earlier onset of snowmelt has led to a shorter snowmelt period as 

climate conditions, like warming temperature or increased radiation, has amplified the melt rate. 

The end of the snow-covered period was well described by the simulated albedo values. The 

albedo estimations had a significant decreased by 8.5 days per decade. The negative model bias 

of simulated albedo indicates an underestimation by approximately 1 %. However, the observed 

duration of melt were better predictors than the estimated values from CRHM. No trend was 

detected for the simulated duration of the snowmelt period. This is due to the collection 

variability from the onset of snowmelt and the end of melt. The negative model bias of the 

simulated duration of melt indicates an underestimation by approximately 14 %. The 

methodological nature and limited time span of this study cannot directly address the issue of 

data set quality, but could provide further insight, given that at least part of the discrepancy 
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among data sets is likely rooted in the combination of surface and atmosphere interactions during 

the snowmelt period. 
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CHAPTER 4: Conclusion and Recommendations  

4.1 Summary 

Previous studies have demonstrated that the arctic is warming (Bonsal & Kochtubajda, 

2009; Fouché et al., 2017; White et al., 2007) and snowmelt is occurring earlier (Brown & 

Braaten, 1998; Shi et al., 2015). This has led to a shorter period of melt (Bavay et al., 2013), 

which would partly suggest higher melt rates during the spring period. However, little is known 

about the changes in the details of the snowmelt period. This study has investigated the changes 

to the onset and the duration of snowmelt, the influences of the meteorological conditions, the 

changes in melt rates and surface energy balance during the snowmelt period for our research site 

in northwestern Canada.  

Chapter 2 has shown an early onset and end of snowmelt which defined a shorter 

snowmelt period at Trail Valley Creek (TVC). The changes in temperature and albedo had a 

considerable impact on spring snowmelt. Spring air temperature and relative humidity were key 

conditions that had significantly increased during the spring snowmelt period. On the other hand, 

SWE, precipitation, wind speed, refreeze events, incoming shortwave and longwave radiation did 

not result to any significant trend. Nonetheless, the end of winter SWE has decreased, and with 

less snow at the start of melt, this presents major changes to the duration and rate of melt. 

Chapter 3 examined the changes to rate of snowmelt and the energy balance during the 

snowmelt period. The energy balance has shown the dominance of radiative fluxes in comparison 

to turbulent and advective fluxes during the snowmelt period. On average, 77 % of the total 

energy for snowmelt is due to net radiation. The model estimated end of melt albedo with 

considerable success, with an NSE value of 0.8, indicates that the model predictions were 

exceptional good to the observed albedo. Although the simulated end of snowmelt albedo was 
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underestimated at an average of approximately two days, a significant trend has demonstrated the 

ability to estimated surface albedo over the TVC watershed. This has also led to an 

underestimated duration of snowmelt, solely due to the simulated albedo values. However, the 

estimated duration of melt indicates that the observed mean is a better predictor than the model. 

Under a warming climate and increased radiative energy to the snow surface, the end of winter 

SWE has decreased by 8.8 mm per decade and the rate of snowmelt has increased by 0.7 mm/day 

per decade over the last 21 years. The combination of low SWE and higher melt rate, in 

conjunction with interannual variability in the meteorological conditions is resulting in shorter 

duration of the melt period.  

4.2 Future Implications 

There is increasing evidence that environmental changes have reached an unprecedented 

level. Many of these changes are related to the hydrological cycle and can result from both the 

direct and indirect impacts of human activities. Global change are results of anthropogenic 

causes that stimulated a variety of research focused on predicting future climate and its effects on 

the Earth. The consequence of climate warming and earlier snowmelt has increased the intensity, 

duration and frequency of forest fires (Balch et al., 2017; Dennison et al., 2014) and snowmelt 

floods in many regions of Canada (Stadnyk et al., 2016). In Canada, floods occur five times as 

often as other natural disasters and damage estimates are billions of dollars (Fang & Pomeroy, 

2016; Sandink et al., 2010). These environmental changes will likely continue in the future, 

representing challenges for water resources managers throughout the Canada. 

Shi et al. (2015) has shown that an earlier start of melt but delayed runoff may be due to 

a longer melt period, decreasing fluxes during the melt period, and more end of winter SWE. 

However, this study has shown opposite trends, with warmer temperatures that led to an earlier 
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start of melt resulted in a shorter melt period, increasing fluxes, and decreased end of winter 

SWE. Therefore, other factors like deeper active layer that can store more meltwater or increased 

shrubs resulting in more drift needs to be considered before it is possible to unequivocally 

attribute the observed trends and variability to climatic changes. Further study is warranted to 

investigate the effects of variations in forcing variables, such as wind direction and cloud cover, 

which affects both surface radiative and turbulent heat fluxes. The use of remote sensing 

approach to detect melt-refreeze events will provide an improved estimation, in particular to 

refreeze events over the spring snowmelt. This may include microwave backscatter 

measurements from the SeaWinds instrumentation on the QuikSCAT satellite. The dependence 

and correlation between each meteorological conditions during the snowmelt period can be better 

understood utilizing multiple regression models. Stepwise multiple regression can be used to 

assess the relative importance of the explanatory variables in determining the response of 

snowmelt onset. There are many uncertainties in the study of onset of snowmelt and the 

influences of temporal variability from meteorological conditions, these would potentially be 

remarkable research opportunities for the hydrometeorological community. 
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Appendix  

Appendix A: A catalog of meteorological instruments used at TMM and TUP, followed by 

descriptive specifications of each parameter. For this study, data began recording on August 

1998 with the Campbell 21X datalogger. In 2006, the datalogger was updated to a CR23X and 

again to a CR1000 in 2017. Each parameter were measured every half-hour. 

TMM Meteorological Instruments 

Parameter Unit Instrument Name Height Accuracy 

Air 

Temperature 
°C HMP35CF 1.5 m a.g.s. 

• +/- 0.4 °C over the range of 

–24 °C to +48 °C 

• +/- 9 °C over the range of   

–38 °C to +53 °C 

Relative 

Humidity 
% HMP35CF 1.5 m a.g.s. 

• +/-2 % RH from 0 to 90 %  

• +/-3 % RH from 90 to 100 

% 

Precipitation mm 

Tipping bucket 1.25 m a.g.s. 

• +/- 3 % when rainfall range 

from 10 to 20 mm/hr 

• +/- 5 % when rainfall range 

from 20 to 30 mm/hr 

Geonor T200B 

(added in 2006) 
1.9 m a.g.s. 

• +/- 0.1 mm per 30 minutes 

Wind Speed m/s 

NRG40 2.55 m a.g.s. • +/-0.45 m/s at 10 m/s 

05103-10 RM Young 

(added in 2008) 
5.5 m a.g.s. 

• +/- 0.3 m/s 

Downward 

Solar  

W/m2 

REBS PDS 7.1 

Radiometer 
2.85 m a.g.s. 

 

CNR1 Radiometer 

(added in 2006) 
2.37 m a.g.s. 

• +/-10% expected accuracy 

for daily sums 

Downward 

Infrared 

CNR1 Radiometer 

(added in 2006) 
2.37 m a.g.s. 

• +/-10% expected accuracy 

for daily sums 

Upward 

Solar 

REBS PDS 7.1 

Radiometer 
2.85 m a.g.s. 

 

CNR1 Radiometer 

(added in 2006) 
2.37 m a.g.s. 

• +/-10% expected accuracy 

for daily sums 

Upward 

Infrared 

CNR1 Radiometer 

(added in 2006) 
2.37 m a.g.s. 

• +/-10% expected accuracy 

for daily sums 
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TUP Meteorological Instruments 

Parameter Unit Instrument Name Height Accuracy 

Air 

Temperature 
°C 

HMP35CF 1.5 m a.g.s. 

• +/- 0.4 °C over the range of –24 

°C to +48 °C 

• +/- 9 °C over the range of –38 

°C to +53 °C 

HMP45C212 

(added in 2012) 
1.5 m a.g.s. 

 

Relative 

Humidity 
% 

HMP35CF 

1.5 m a.g.s. 

• +/-2 % RH from 0 to 90 %  

• +/-3 % RH from 90 to 100 % HMP45C212 

(added in 2012) 

Precipitation mm 
TE525M Tipping 

bucket 
1.2 m a.g.s. 

• +/- 3 % when rainfall range 

from 10 to 20 mm/hr 

• +/- 5 % when rainfall range 

from 20 to 30 mm/hr 

Wind Speed m/s 

NRG40 1.21 m a.g.s. • +/-0.45 m/s at 10 m/s 

05103-10 RM Young 

(added in 2008) 
3.25 m a.g.s. 

• +/- 0.3 m/s 

Downward 

Solar 

W/m2 

Eppley B&W 

Radiometer 
1.32 m a.g.s. 

• <10 Wm-2 

CNR1 Radiometer 

(added in 2006) 
1.15 m a.g.s. 

• +/-10% expected accuracy for 

daily sums 

Downward 

Infrared 

CNR1 Radiometer 

(added in 2006) 
1.15 m a.g.s. 

• +/-10% expected accuracy for 

daily sums 

Upward 

Solar 

Eppley B&W 

Radiometer 
1.32 m a.g.s. 

• <10 Wm-2 

CNR1 Radiometer 

(added in 2006) 
1.15 m a.g.s. 

• +/-10% expected accuracy for 

daily sums 

Upward 

Infrared 

CNR1 Radiometer 

(added in 2006) 
1.15 m a.g.s. 

• +/-10% expected accuracy for 

daily sums 

 

Appendix B: Model parameter values used for the albedo, PBSM, and EBSM module.  

HRU parameters 

area 2 km2 

elevation 87 m 

Latitude 69.3161 

New snowfall albedo 0.85 

Bare ground albedo 0.19 

Vegetation height 0.1 m 
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