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ABSTRACT

Biological nanoparticles have enormous utility as well as potential adverse impacts

in biotechnology, human health, and medicine. The physical and chemical properties

of these nanoparticles have strong implications on their distribution, circulation, and

clearance in vivo. Accurate morphological visualization and chemical characteriza-

tion of nanoparticles by label-free (direct) optical microscopy would provide valuable

insights into their natural and intrinsic properties. However, three major challenges

related to label-free nanoparticle imaging must be overcome: (i) weak contrast due

to exceptionally small size and low-refractive-index difference with the surrounding

medium, (ii) inadequate spatial resolution to discern nanoscale features, and (iii) lack

of chemical specificity. Advances in common-path interferometric microscopy have

successfully overcome the weak contrast limitation and enabled direct detection of
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low-index biological nanoparticles down to single proteins. However, interferometric

light microscopy does not overcome the diffraction limit, and studying the nanopar-

ticle morphology at sub-wavelength spatial resolution remains a significant challenge.

Moreover, chemical signature and composition are inaccessible in these interferometric

optical measurements. This dissertation explores innovations in common-path inter-

ferometric microscopy to provide enhanced spatial resolution and chemical specificity

in high-throughput imaging of individual nanoparticles.

The dissertation research effort focuses on a particular modality of interferometric

imaging, termed “single-particle interferometric reflectance (SPIR) microscopy”, that

uses an oxide-coated silicon substrate for enhanced coherent detection of the weakly

scattered light. We seek to advance three specific aspects of SPIR microscopy: sensi-

tivity, spatial resolution, and chemical specificity. The first one is to enhance particle

visibility via novel optical and computational methods that push optical detection

sensitivity. The second one is to improve the lateral resolution beyond the system’s

classical limit by a new computational imaging method with an engineered illumina-

tion function that accesses high-resolution spatial information at the nanoscale. The

last one is to extract a distinctive chemical signature by probing the mid-infrared

absorption-induced photothermal effect. To realize these goals, we introduce new

theoretical models and experimental concepts.

This dissertation makes the following four major contributions in the wide-field

common-path interferometric microscopy field: (1) formulating vectorial-optics based

linear forward model that describes interferometric light scattering near planar inter-

faces in the quasi-static limit, (2) developing computationally efficient image recon-

struction methods from defocus images to detect a single 25 nm dielectric nanoparti-

cle, (3) developing asymmetric illumination based computational microscopy methods

to achieve direct morphological visualization of nanoparticles at 150 nm, and (4) de-
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veloping bond-selective interferometric microscopy to enable multispectral chemical

imaging of sub-wavelength nanoparticles in the vibrational fingerprint region. Collec-

tively, through these research projects, we demonstrate significant advancement in the

wide-field common-path interferometric microscopy field to achieve high-resolution

and accurate visualization and chemical characterization of a broad size range of

individual biological nanoparticles with high sensitivity.
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Chapter 1

Introduction

Nanoparticles are particles with a size range of 10 - 100 nm at least in one dimension.

They have enormous utility as well as potential adverse impacts in biotechnology,

human health, medicine, and food safety [Luan et al., 2017, Newell et al., 2010].

Characterization and utilization of nanoparticles have led to many advancements in

medical diagnostics [Kairdolf et al., 2017], therapeutics [Kamaly et al., 2012], drug

delivery [Prausnitz et al., 2004], environmental monitoring [Rassaei et al., 2011], and

homeland security [Golightly et al., 2009]. As a naturally occurring nanoparticle

class, biological nanoparticles (BNPs) are highly diverse and have unique functional

implications in biological science. Viruses, for instance, are one of the most abun-

dant BNPs on earth [Flint et al., 2020] and have caused deadly outbreaks throughout

human history, with the stark and enduring example embodied in the recent global

COVID-19 pandemic. Exosomes, another class of BNPs, are 30-200 nm diameter

vesicles secreted from cells, containing a rich cargo of proteins, lipids, and nucleic

acids, and play a key role in human health and diseases as they transfer signals from

one cell to other cells [Pegtel and Gould, 2019]. Physical and chemical properties

of these BNPs strongly influence their circulation [Geng et al., 2007], biodistribu-

tion [Wu et al., 2015], cell entry pathways [Rejman et al., 2004], and clearance in

vivo [Bruckman et al., 2014]. For example, viruses and mycoplasmas exist in vari-

ous geometries, i.e., rods, and spheres, with sizes ranging from tens to hundreds of

nanometers. Rod- and disk-shaped particles can tumble and flow close to blood ves-
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sel walls in contrast to spherical particles that tend to follow laminar flow along the

center [Cooley et al., 2018]. Virus shape can also increase transmission [Welsch et al.,

2010,Campbell et al., 2014], allow escape from small molecule antivirals [Vahey and

Fletcher, 2019], and aid in evading host responses [Nehls et al., 2019].

Accurate morphological characterization of individual BNPs under optical mi-

croscopy could provide valuable insights to advance our understanding of biologi-

cal mechanisms [Stanley, 2014]. However, light microscopy of these BNPs has two

formidable challenges that need to be overcome: (1) weakly-scattering characteristics

of BNPs due to their exceptionally small size and low-refractive-index difference with

surrounding medium limiting the optical contrast and (2) sub-wavelength spatial res-

olution limit imposed by the imaging system. Elastically scattered light intensity in-

duced by the illumination scales with the sixth power of the nanoparticle size resulting

in very low optical contrast which makes them indistinguishable from the background

in scattered intensity-based optical imaging. As an indirect method, fluorescence mi-

croscopy has been widely accepted to alleviate this weak contrast by detecting ex-

ogenous or endogenous fluorophores. Furthermore, the nonlinearity of fluorescence

and stochastic approaches have been utilized to improve the lateral resolution beyond

the diffraction limit and led to advancements in super-resolution far-field optical mi-

croscopy modalities [Schermelleh et al., 2019] for studying biological specimens in

unprecedented details. Yet, fluorescence labeling has practical difficulties and could

interfere with sample functionality and structure. Moreover, fluorescence imaging is

severely limited by the photophysical properties of fluorescent molecules including

phototoxicity, photobleaching, photostability, and saturation. Therefore, overcoming

these limitations and enabling label-free (direct) imaging of BNPs in their natural

environment and without any modifications would have a significant impact in life

sciences [Zanchetta et al., 2017].
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(c)

(a) (b)
TIRDF SPRI
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Figure 1·1: (a) Total internal reflection dark-field microscopy
(TIRDF), adapted from [Enoki et al., 2012]. (b) Surface plasmon
resonance imaging (SPRI), adapted from [Jing et al., 2019]. (c) In-
terferometric scattering (iSCAT) microscopy, adapted from [Arroyo
et al., 2016]). (d) Coherent brightfield (COBRI) microscopy, adapted
from [Huang et al., 2017].

Recent advances in label-free optical microscopy have enabled highly sensitive

direct imaging of BNPs by various contrast enhancement methods [Enoki et al.,

2012, Jing et al., 2019, Piliarik and Sandoghdar, 2014, Cheng et al., 2019, Daaboul
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et al., 2010]. Dark-field microscopy realizes the high optical contrast detection of the

scattered intensity by suppressing the illumination background using a dark-field con-

denser or total internal reflection phenomenon. Yet, the sixth-power dependence of

the scattering intensity limits the detection sensitivity and applications of dark-field

techniques due to stray light and small dynamic range. Surface plasmon resonance

imaging, another scattering-intensity only detection scheme, increases the optical ex-

citation by utilizing plasmonic enhancement nearby a thin layer of gold surface atop

of glass substrate. However, the plasmonic imaging technique has a highly distorted

and aberrated point spread function, limiting its ability to distinguish densely pop-

ulated nanoparticles [Huang et al., 2020]. Nevertheless, interferometric scattering

detection techniques offer coherent detection of the elastically scattered field – rather

than its square or intensity – mixing with a strong reference field in a common-

path interferometry configuration [Avci et al., 2015]. The interferometric detection

enjoys a reduced size dependence of contrast (scaling with the third power of the

particle size) and enables a significant enhancement of nanoparticle visibility. Over

the last two decades, wide-field common-path interferometric microscopy techniques

have successfully demonstrated high-throughput, sensitive, and fast direct imaging of

nanoparticles down to a single protein [Taylor and Sandoghdar, 2019]. The interfer-

ometric scattering (iSCAT) [Ortega Arroyo et al., 2014] microscopy detects nanopar-

ticles captured on a glass substrate in reflection mode. The sample is illuminated

with a highly coherent light source, i.e., laser, to increase the interferometric con-

trast. Similarly, coherent brightfield (COBRI) microscopy uses laser illumination in

transmission mode followed by background attenuation in the pupil plane to reveal

high interferometric contrast [Cheng et al., 2019]. However, laser-based illumination

causes spurious background due to the coherent artifacts from the substrate and optics

surfaces. To reduce these artifacts, complex, expensive, and bulky components such
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as acousto-optic-modulator are used, followed by computational background subtrac-

tion algorithms that extract the subtle signal contrast buried under the coherent noise

artifacts [Ortega Arroyo et al., 2014]. Moreover, these artifacts significantly reduce

the observation field-of-view (FOV), limiting the nanoparticle detection throughput.

Thus, laser-based illumination could dramatically limit the imaging system’s perfor-

mance.

Single-particle interferometric reflectance (SPIR) microscopy, also known as

single-particle interferometric reflectance imaging sensor (SP-IRIS) [Daaboul et al.,

2014], has been developed in our group. After its initial inception in 2010, SPIR

has been progressively evolving from the proof-of-concept to commercialized prod-

ucts [Daaboul et al., 2016]. SPIR is a simple and low-cost yet powerful microscopy

technique that detects nanoparticles captured on SiO2 layered substrate in the

common-path interferometry configuration. To achieve coherent detection with a

sufficient coherence length, SPIR uses a partially coherent quasi-monochromatic

light-emitting-diode (LED) as the light source. The LED illumination drastically

reduces coherent illumination artifacts. Therefore, such low-coherence illumination

allows for simultaneous detection and counting of tens of thousands of nanoparti-

cles across large FOVs that are significantly larger than that of iSCAT or COBRI.

Several applications for imaging, detecting, and counting of viruses [Daaboul et al.,

2010,Daaboul et al., 2014], exosomes [Daaboul et al., 2016,Aygun et al., 2019], and

metallic nanoparticles [Sevenler et al., 2018] have been demonstrated. Although

SPIR has great advantages, several challenges have not been well addressed in the

earlier studies. (1) Use of bright-field-like illumination function and current image

reconstruction algorithms provide poor sensitivity below the system’s ultimate detec-

tion limit. (2) Poor high-frequency Fourier support in classical illumination schemes

limits the diffraction-limited resolution to the illumination wavelength scale, provid-
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ing insufficient resolution to discern nanostructures below 350 nm. (3) The molecular

specificity is limited to the surface affinity of the immobilized probes where chemical

content and signature of particles are inaccessible.

1.1 Dissertation objectives

In this dissertation, we seek to advance three specific aspects of SPIR microscopy:

sensitivity, resolution, and chemical specificity. First, we develop novel optical and

computational methods to enhance particle visibility and achieve sensitivity to de-

tect single sub-50 nm low-index nanoparticles. Next, we introduce novel asymmetric

illumination with computational imaging to improve the lateral resolution of the sys-

tem’s classical limit and demonstrate morphological visualization of BNPs at the

nanoscale. Finally, we develop bond-selective interferometric microscopy to extract

chemical signature information by probing the mid-infrared absorption-induced pho-

tothermal effect for fingerprinting BNPs. To achieve these goals, we introduce novel

analytical physical models in addition to designing and instrumenting new optical

imaging systems.

This dissertation is divided into four main chapters. In Chapter 2, we discuss the-

oretical and experimental considerations in SPIR microscopy. We show the analytical

model of the scattered field detection in common-path interferometry configuration.

We formulate the light scattering process in the dipole limit. We present an analyti-

cal treatment of the light scattering enhancement for particles on top of the layered

substrate. System-level design requirements and experimental realizations of SPIR

microscopy are included to provide an instrumentation overview. Design and imple-

mentation of illumination function engineering for enhanced nanoparticle visibility

are studied. Overall, a five-fold contrast improvement over classical fully-open aper-

ture illumination is demonstrated. Shot-noise limited detection is investigated by
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theoretical analysis and experimental studies. This chapter forms the foundations for

the studies discussed in the following chapters.

In Chapter 3, we describe a computational reconstruction framework for analyzing

defocus images that capture the unique 3D interferometric signal profile. We develop a

computationally- and memory-efficient algorithm to recover high signal-to-noise ratio

nanoparticle signal. A vectorial-optics-based linear forward model that relates par-

ticle polarizability with the intensity images is formulated for sub-diffraction limited

dielectric nanoparticles captured on the layered substrate. This linear forward model

has great importance of direct inversion of the captured images. Proof-of-concepts

experiments are demonstrated on individual low-index silica nanoparticles in 50 nm

nominal diameter with a detection sensitivity of more than 8 SNR. We further extend

the forward model to asymmetric illumination for resolution enhancement in the next

chapter.

In Chapter 4, we introduce a computational asymmetric illumination method that

improves the lateral resolution of the conventional SPIR microscopy two-fold. Simul-

taneous resolution and contrast improvement is optimized by illumination function

engineering. A lateral resolution of 150 nm in interferometric microscopy is achieved

over a large FOV. Theoretical considerations and experimental strategies are inves-

tigated. Detailed characterization of the resolution improvement is systematically

studied on a custom sample fabricated by the electron beam lithography process.

Experimental results on spherical and rod-shaped nanocarriers as well as Ebola and

vesicular stomatitis viruses demonstrate the relevance to biological systems.

In Chapter 4, we develop a bond-selective interferometric scattering microscope

where mid-infrared absorption provides molecular composition insights and wide-field

interferometric geometry enables the detection of tens of nanoparticles simultaneously.

Chemical imaging is achieved by probing the photothermal effect induced by the vi-
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brational absorption at target molecules. SPIR microscopy is utilized for probing

minute changes in the scattered field amplitude as a result of mid-IR absorption.

This method provides chemically specific nanoparticle detection in the fingerprint re-

gion, for the first time, in wide-field interferometric scattering microscopy. We further

discuss the analytical model of the photothermal signal mechanism and underline its

physical constitutes. Biological importance is highlighted by chemical imaging of sev-

eral microorganisms including Staphylococcus aureus, Escherichia coli, and Candida

albicans.

1.2 Published work

Most of the work in this dissertation has been published in journal papers, and some

are currently under review. The pupil engineering work for visibility enhancement

described in Chapter 2 was published in Optica [Avci et al., 2017a]. The recon-

struction framework for defocus images described in Chapter 3 was published in

Optics Letters [Yurdakul and Ünlü, 2020]. High-resolution computational imaging

work using asymmetric illumination described in Chapter 4 was published in ACS

Nano [Yurdakul et al., 2020]. The bond-selective wide-field interferometric scattering

microscopy work described in Chapter 5 is under review in Journal of Physics D: Ap-

plied Physics. The photothermal signal theory in Chapter 5 was partially published

in Analytical Chemistry [Zhang et al., 2021]. The photothermal simulations are from

our recent work that is under review in ACS Photonics [Zong et al., 2021].
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Chapter 2

Theoretical and experimental
considerations in single particle
interferometric reflectance microscopy

2.1 Introduction

Single-particle interferometric reflectance (SPIR) microscopy visualizes particles cap-

tured on a thin film layered substrate in a common-path interferometry configuration,

allowing for coherent detection of the elastically scattered field – rather than its in-

tensity. This interferometric detection enjoys a reduced size dependence of signal

contrast which scales with the third power of the particle size and enables a sig-

nificant enhancement of the nanoparticle visibility. In this chapter, we provide an

introduction to theoretical and experimental considerations in SPIR microscopy. An

analytical model of the light scattering in common-path interferometry is discussed.

The theoretical description of interferometric scattering detection forms the basis of

this thesis’s foundations. Experimental design specifications, optical system imple-

mentation, and noise analysis are included to give an overview of the imaging system’s

instrumentation.

2.2 Common-path interferometic detection

Our implementation of SPIR microscopy utilizes a thin film of SiO2 thermally grown

on a Si substrate. This layered substrate realizes common-path interferometry that
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Figure 2·1: Schematic of common-path interferometric detection on
SiO2/Si layered substrate and light-nanoparticle interaction. Incident
electric field (Ei) reflects off the substrate surface (Er) and scatters
from nanoparticle (Es) as a result of particle’s polarizability (α).

allows for constructive self-interference of the scattered field from weakly-scattering

nanoscale samples as well as provides a reference field through specular reflection (see

Figure 2·1). The common-path configuration minimizes possible deviations of the

reference arm from the scattered signal arm, in turn, provides highly stable coher-

ent detection of the interferometric signal. This interferometric detection can only

be achieved by a narrow-band light source, i.e., laser or light-emitting-diode (LED),

with a coherence length longer than an order of magnitude of the layer thickness

(d ∼ λ/4, where λ is the illumination wavelength). Although lasers can provide

coherence length much longer than LEDs, they can dramatically decrease the sys-

tem performance due to the speckle noise. The speckle pattern produces contrast

variations in the background signal comparable to the interferometric signal [Taylor

et al., 2019]. The speckle noise can be reduced by using computational algorithms

and optical instruments which are typically bulky, expensive, and complex [Young

et al., 2018]. Therefore, SPIR microscopy employs LED as the light source which is

a simple and low-cost solution for the interferometric detection of nanoparticles.

We describe the physical model of the SPIR signal under the angular spectrum

representation (ASR) framework using the dyadic Green’s functions. We provide
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Figure 2·2: Schematic of reflection in a two-layer substrate.

SPIR signal constituents based on the theoretical foundations presented in our group’s

recent studies in [Avci et al., 2016,Sevenler et al., 2017]. In the common-path inter-

ferometry configuration, the incident field Ei scatters from the sample Es = Ese
jφs

and reflects off from the layered substrate Er = Ere
jφr with a complex reflection coef-

ficient dictated by the thin-film effect. The polarization dependent thin-film reflection

coefficients can be written using Fresnel equations as follows [Sennaroglu, 2010]:

rs,p = rs,p1 ejΦ + rs,p2 e−jΦ

ejΦ + rs,p1 rs,p2 e−jΦ
(2.1)

rs,p1 = N s,p
0 −N

s,p
1

N s,p
0 +N s,p

1
(2.2)

rs,p2 = N s,p
1 −N

s,p
2

N s,p
1 +N s,p

2
(2.3)

N s
l = nl cos(θl) (2.4)

Np
l = nl

cos(θl)
(2.5)

Φ = kon1d cos(θ1) (2.6)

where s,p superscripts denote the s and p polarizations, Nl denotes the effective

direction dependent refractive index in the lth layer with refractive index nl, Φ denotes

optical path difference in the second layer at the thicknes d, θl denotes the incident
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angle at the lth layer as depicted in Figure 2·2. The incident angles at each layer is

calculated using the Snell’s law. The resulting complex-valued total driving field Ed

becomes the coherent sum of the vectorial incident and reflected fields, Ed = Ei + Er.

The scattered field amplitude |Es| scales with the total driving field Ed and particle

polarizability α in the quasi-static dipole limit (r� λ) where the particle size r is

much smaller than the illumination wavelength λ [Novotny and Hecht, 2006]. The

resulting far-field scattered field can be expressed as follows:

Es = k2
0
ε0

↔
Gsp (2.7)

p = εm
↔
αEd (2.8)

where
↔
Gs is the sum of the primary

↔
G0 and the reflected

↔
Gr dyadic point spread

functions (PSFs) in the far-field, p denotes the dipole moment induced by the driving

field at the sample plane, ↔α =
↔
I α denotes the particle polarizability tensor, and

k0 denotes the wavenumber in vacuum. In the dipole limit, the polarizability of a

spherical nanoparticle is given as follows [Hulst and van de Hulst, 1981]:

α = 4πr3εm
εp − εm
εp + 2εm

(2.9)

↔
I =

1 0 0
0 1 0
0 0 1

 (2.10)

where r is the particle’s radius, εp is the particle’s dielectric constant, and εm is the

medium’s dielectric constant. Equation 2.9 indicates that scattered intensity is a

function of the particle’s volume square (V 2 ∝ r6) and the refractive index differ-

ence between the particle and its surrounding medium. The volume dependence of

the scattered signal has strong implications on the pure scattering intensity-based
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detection (e.g., dark-field [Horio and Hotani, 1986]) of very small nanoparticles since

the scattered signal rapidly falls off as a result of r6 dependence. Nevertheless, the

interferometric detection reduces this square dependence to a linear detection of the

scattered field such that the measured signal scales with r3 instead. In the interfero-

metric microscopy, the detector captures the intensity signal from the coherent sum

of reference and scattered fields Idet as follow:

Idet = |Er + Es|2

= |Er|2 + |Es|2 + 2|Er||Es| cos(θ).
(2.11)

The first term denotes the reflected field intensity Ir = |Er|2, the second term

denotes the scattered field intensity Is = |Es|2, and the last term denotes the inter-

ference signal 2Re{ErEs
∗}. The phase term θ = φr − φs denotes the phase difference

between complex reflected and scattered fields. This phase term has strong implica-

tions on signal constituents as it allows for accurate particle size information [Sev-

enler et al., 2017], dielectric characteristics [Avci et al., 2016,Avci et al., 2017b,Yurt

et al., 2012], and its axial position [Taylor et al., 2019]. For the sake of brevity, we

take the phase term as 1 in our formulation, providing the maximized interference

signal. Due to r6 dependence of scattered intensity, the nanoparticles of interest

scatters very weakly. Under this approximation, the scattered intensity becomes neg-

ligible compared to the reference intensity. Therefore, the detected signal can be

approximated as Idet ≈ |Er|2 + 2|Er||Es|. This enables the coherent detection of the

weakly-scattered field with a strong reference. The reflected field intensity consti-

tutes the direct component intensity contribution which can be subtracted by simple

background subtraction. Here, we define interferometric signal (S) as the background

(B = Ir) subtracted intensity signal as follows:

S = Idet − Ir = 2|Es||Er|. (2.12)



14

The interferometric detection realizes the linear detection of the scattered field

which is proportional to r3 whereas the scattering intensity is proportional to r6 that

causes read-noise limited signal fall-off for sub-wavelength particles as in conventional

dark-field detection schemes. Thus, interferometric detection leads to high signal-to-

noise-ratio (SNR) imaging of small scatterers that generate subtle light scattering

contrast above the strong background signal. We further define the interferometric

image contrast as the ratio of the interferometric signal to the background intensity

as follows:

Simulated Experimental

Figure 2·3: Experimental and simulation data for 100 nm silica beads
in diameter (r = 50 nm). Scale bar is 1 µm.

Sc = S

B
= Idet − Ir

Ir
= 2 |Es|
|Er|

. (2.13)

The equations above describe the scattered field as a result of dipole moment

induced by an individual plane wave illumination. We perform theoretical simula-

tions on a custom-developed electromagnetic simulation software on MATLAB. This

dipole model shows a great agreement with experiments and a more comprehensive

electromagnetic model for particles up to 200 nm in diameter [Sevenler et al., 2017].

Figure 2·3 experimentally shows the consistency with the simulations. Our simulation

can be compartmentalized into two main parts: (1) substrate and particle geometry

and dielectric coefficients to define the dipole moment and (2) optical system param-

eters including objective numerical aperture and illumination function to calculate
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the point spread function. Accordingly, we assume the particles are placed on top

of the layered substrate at a height of the particle’s radius. The dipole moment is

calculated using the polarizability tensor and total driving electric field. The scat-

tered fields are then calculated using far-field Green’s functions. The reflected field

is calculated using Fresnel’s coefficients considering incidence angle and polarization.

Both reflected fields and scattered far fields are mapped into the image space using

the ASR treatment. Then, image fields are obtained by the incoherent sum of the

resulting fields using equation 2.11 over the angles constrained by the objective lens

numerical aperture as follows:

Idet =
∑

m∈NA
|Er,m + Es,m|2 (2.14)

where m denotes the individual plane wave illumination. This summation draws

similarities to the integral over pupil function in many other forward models. The

ASR treatment enables simulating arbitrary illumination functions. This capability

is the basis of PSF calculations in the following chapters.

(a) (b)

Figure 2·4: (a) Horizontally (in x) oriented dipole in air on top of
SiO2/Si layered substrate. (b) Normalized dipole radiation profile in
collection direction (+z) for SiO2 thickness d at 0 and 100 nm. n1 = 1,
n2 = 1.47, n3 = 5.14 and illumination wavelength is 420 nm.
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2.3 Enhancement of scattered light

As discussed above, light scattering from small nanoparticles can be analytically mod-

eled in the dipole limit where nanoparticles have radiation profiles similar to that of

dipoles. A dipole’s radiation strength at a given direction has a sine function depen-

dence of angle with respect to its dipole moment. The emission falls to zero along

the dipole axis. Therefore, a dipole mostly radiates perpendicular to its orienta-

tion. Knowing this fact, vertically aligned dipoles radiate at high angles, whereas

horizontally aligned dipoles radiate at a small angle with respect to the surface nor-

mal. The dipole radiation near a planar surface needs to be carefully considered

due to reflections from the surface boundaries. Such radiation in the vicinity of the

layered substrate has been formulated and theoretically discussed in [Novotny and

Hecht, 2006]. This dipole radiation theory considers polarization of the emission

using dyadic Green’s functions in the far-field. To understand the effect of the lay-

ered substrate on scattered light radiation patterns, we simulate both horizontal and

vertical dipoles placed on top of the SiO2/Si substrate. Figure 2·4a and 2·5a show

the schematics in the simulation configurations. The z-axis is defined as the optical

axis with respect to the collection direction. As shown in Figure 2·4b, the horizontal

dipole power mainly falls into the collection angles. The vertical dipole has a radia-

tion pattern similar to rabbit ears radiation profile around 60◦ due to the reflection

from the substrate surface as shown in Figure 2·5b. This leads to a poor light scat-

tered collection in the vertical dipole case. Therefore, the horizontally induced dipole

can effectively generate more signal in the far-field microscopy configuration due to

the limited angular allowance of objective numerical aperture, which is typically in

the range of 0 - 60◦. Furthermore, we investigate layer thickness effect on radiation

power. It is clearly seen that layer thickness at d = 60 nm significantly (> 15-fold)

enhances the scattering intensity and its directivity for horizontally aligned dipole.
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The vertical dipole emission strength is reduced by nearly two-fold at the 60 nm oxide

layer thickness. Indeed, illumination in SPIR can be engineered such that particles

are polarized mostly in the horizontal direction as discussed below.

(a) (b)

Figure 2·5: (a) Vertically (in z) oriented dipole in air on top of SiO2/Si
layered substrate. (b) Normalized dipole radiation profile in collection
direction (+z) for SiO2 thickness d at 0 and 100 nm. n1 = 1, n2 = 1.47,
n3 = 5.14 and illumination wavelength is 420 nm.

2.4 Experimental considerations in SPIR

2.4.1 Köhler illumination

Illumination engineering is the key aspect of SPIR microscopy. Enhanced particle

contrast or better lateral resolution can be achieved by engineering the illumination

function. To realize the illumination engineering in practice, the objective back-

pupil plane is accessed through its conjugate plane in Köhler illumination geometry.

Figure 2·6 shows the Köhler configuration commonly used in microscopy techniques.

The aperture mask (Ail) in the source plane is imaged into the objective back-pupil

Abf such that these two planes become conjugates of each other. Each point in

the light source generates a plane wave that is mapped into the sample plane. The

sample is then illuminated by this plane wave at an incident angle defined by the point

source’s position in the transverse (XY) plane where we consider z as the optical axis.

A point source further away from the back pupil’s center illuminates the sample at
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a larger incident angle. The illumination angle can be controlled by changing the

aperture mask size. Therefore, the filling factor of the objective pupil in the classical

sense (circular filling) relates to the maximum illumination angle on the sample.

For the sake of simplicity, we refer filling factor in terms of illumination numerical

aperture (NA) which is the sine of the maximum illumination angle. For example,

the illumination NA in full factor becomes equal to the objective NA. Nevertheless,

Köhler illumination is the key design aspect of the experimental realizations in this

thesis, allowing for arbitrary illumination functions to be used for various purposes

including visibility and resolution enhancement.

Figure 2·6: Köhler illumination configuration.

2.4.2 Experimental setup

The experimental setup is illustrated in Figure 2·7. A partially coherent light-emitting

diode (LED) is butt-coupled to an integrating sphere (Thorlabs, IS200-4). The in-

tegrating sphere’s inside is coated with highly reflective diffusive coating covering a

broad wavelength range of 250 - 2500 nm. Integrating spheres are typically used

in light source characterizations and power measurements since they output a highly

uniform, nearly Lambertian source pattern. This stems from the fact that the coupled

light undergoes numerous (>100) diffusive reflections inside the integrating sphere.
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This source scrambling nearly eliminates the spatial coherence while preserving the

temporal coherence of the light source. The input LED light beam becomes source-

free, uniform, and spatially incoherent at the exit port. Although the Köhler geometry

is assumed to provide source-free sample illumination, the non-uniformity of the LED

chip image creates inferior interferometric image quality. Moreover, the illumination

function engineering can be implemented much easier, assuming the equally weighted

plane wave illumination. For these reasons, the integrating sphere is an essential

part of our optical instrumentation. Yet, a significant amount of the input light

power nearly 93% is lost at the output beam. In other words, only one out of fif-

teen input photons reaches the output. Therefore, the use of high-power (10 Watts)

LEDs becomes necessary to maintain shot-noise-limited sensitivity with enough pho-

ton budget. We typically use printed-circuit-board mounted LEDs from LED Engin

or Lumileds. We place the LEDs onto custom-designed heatsinks that can directly

be mounted on Thorlabs mounts (SM1). To drive the LEDs at constant current, we

design and make custom PCBs that can accommodate up to three high-power LEDs

simultaneously.

To have control over the illumination function, we employ Köhler illumination con-

figuration discussed above. In practice, an adjustable aperture diaphragm is mounted

right after the integrating sphere’s exit port. The aperture is imaged into the objec-

tive back-focal plane through a 1:1 4f-system consisting of two identical lenses. By

doing so, the aperture diaphragm and objective back-pupil become conjugate planes

as shown by red dashed lines in Figure 2·7. Since object back-pupils are typically

within the objective at an unknown position, the condenser lens position should be

carefully determined using shear plates, to form a 4f system with the objective lens.

To do that, a collimated laser source at a wavelength close to that of the imaging sys-

tem can be used. We typically align the optical system with a 532 nm laser, providing
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Figure 2·7: (a) Schematic of the SPIR microscope. IS, integrating
sphere; AD, aperture diaphragm; FD, field diaphragm; L, lenses; BS,
beam splitter; TL, tube lens; NA, numerical aperture.

enough proximity owing to the achromatic lens selection in the instrumentation. The

lens focal length should be sufficient to reach the back-pupil plane beyond the beam-

splitter. 60 mm achromatic lenses provide enough space for such alignment in the

case that the objective is directly mounted on the beam splitter. Another aperture,

namely the field diaphragm, is placed at the sample conjugate plane to control the

field-of-view (FOV) and minimize the stray light coupled into the system.

Samples are typically placed on a custom-built vacuum chuck that is mounted on

a 3-axis flexure stage with differential actuators. The vacuum chuck is of great use in

horizontal setup configurations for stable image acquisitions. The sample is scanned

along the optical axis with a piezo actuator. A high-NA microscopy objective lens

from Nikon is used in epi-configuration. We use an infinity-corrected tube lens with

200 mm focal length that is optimized for infinity-corrected objectives. The focal

length of the lens is determined by the objective’s manufacturer. Nikon objectives

are typically designed for 200 mm focal length tube lenses. The sample image is
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Figure 2·8: (a) Picture of SPIR microcope, (b) SiO2/Si chip, and (c)
adjustable aperture

captured by an area-scan camera with a large image sensor that could be a charge-

coupled device (CCD) or complementary metal-oxide-semiconductor (CMOS). The

image sensor choice is critical such that the pixel size should satisfy the Nyquist

sampling rate to avoid aliasing. The pixel size should sample twice the imaging

system’s diffraction-limited resolution at the detector plane. This condition for the

sampling rate can be written as follows:

2× Pixel size ≤ Projected size (2.15)

Projected size = Diffraction-limited resolution×Objective magnification (2.16)

Diffraction-limited resolution = λ

2NA (2.17)

Pixel size ≤ λ

4NA ×Objective magnification (2.18)
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For example, 50 × 0.8 NA objective at wavelength 460 nm has a diffraction-limited

resolution of 288 nm. The projected spot size is 14.4 µm. Using the equations above,

the maximum pixel size required to resolve the features is 7.2 µm. This limit can be

relaxed depending on the illumination condition. The diffraction-limited resolution

for a nearly normal incident angle is about λ/NA. In that case, the pixel size should

be smaller than 14 µm. In our studies, we use global shutter SONY image sensors

with pixel sizes less than 3.5 µm. These cameras provide a sufficient sampling rate to

resolve diffraction-limited spots in our images.

Our setup is shown in Figure 2·8a. This setup is used in our high-resolution imag-

ing study discussed in Chapter 4. Two custom-built high-power LEDs are mounted

on the integrating sphere. The custom-built PCB board controlled by Arduino pro-

vides constant current to the LEDs. The aperture is imaged into the back focal plane

of the microscope objective (100×/0.9 NA) in Köhler geometry discussed above. To

maximize the illumination power, we build the 4f system at unit magnification using

two 60 mm focal length achromatic doublets. The custom-built vacuum chuck with

a tip/tilt function is mounted on a closed-loop piezo actuator. The tip/tilt stage is

essential to correct for aberrations across the entire FOV, particularly at high NA

objectives.

Figure 2·8b shows the typical SiO2/Si layered substrate used in our studies. The

chips are fabricated by Silicon Valley Microelectronics with a custom lithography

mask design. It is composed of single side polished silicon with 60 nm thermally

grown oxide layer atop. The bright patterns are silicon regions that are etched down

for chip identification. There are also micron-scale L-shape patterns repeated nearly

every 150 µm, providing reference regions for nominal focus finding. Figure 2·8c is the

picture of an adjustable aperture diaphragm whose opening controls the illumination

NA.
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Figure 2·9: (Left) Simulations for nanoparticle signal with respect to
illumination NA. The red dashed line around 1.01 indicates the limit
of detection in terms of particle visibility for a 10 ke- pixel full-well-
capacity. (Right) Simulated defocus scans of low-NA (0.3) and full-NA
(0.8) illuminations.

2.4.3 Illumination engineering for enhanced visibility

The illumination function is critical for particle visibility and resolution in SPIR

microscopy. In this discussion, we focus on the illumination NA effect on nanoparticle

visibility. We follow the dipole theory discussed above. The dipole orientation has

angular dependence on the plane wave illumination’s incidence angle. The vertical

dipole excitation increases as the incidence angle increases. This results in poorly

collected light scattering which is mostly outside the angular range of the objective

NA as shown in Figure 2·5b. On the other hand, the horizontal dipole radiation

above the layered substrate is enhanced and mostly within the objective NA range.

In epi-illumination, the illumination light specularly reflects from the substrate surface

and is collected by the objective. As a result, the low-angle illumination enhances

nanoparticle visibility compared to that of high-angle illumination.

To demonstrate the enhanced visibility, we first simulate the illumination NA

effect on interferometric contrast as shown in Figure 2·9. We calculate the 50 nm

polystyrene particle response on a 100 nm SiO2/Si substrate for the illumination NA

ranging from 0.05 to 0.8 NA. The particle contrast curve decreases as a slowly varying
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Full-NA illumination0.3 NA illumination

Figure 2·10: Background-normalized SPIR images of polystyrene
beads with 50 nm nominal diamater at their highest signal defocus
plane for 0.3 NA and full-NA configurations.

function of the illumination NA, converging to a plateau at normal incidence. One

can place a pinhole to illuminate the sample nearly at the normal angle. However,

this is not generally practical due to the significant power loss that requires a long

exposure time. Owing to the slowly varying dependency, we can set illumination NA

in the range of 0-0.4 NA without significantly sacrificing contrast loss and enjoy the

shot-noise-limited sensitivity at a reasonable exposure time. For example, 0.3 NA

illumination provides a five-fold contrast improvement over 0.8 NA illumination. In

practical implementation, we greatly benefit from Köhler illumination configuration.

Since each point at the objective back pupil illuminates the sample at an angle de-

fined by its transverse position, the maximum illumination angle can be controlled

by setting the aperture diaphragm opening. We define two illumination conditions:

(1) low-NA which partially fills the back pupil and (2) full-NA which fills the entire
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back pupil as shown in Figure 2·7. Figure 2·10 compares SPIR images obtained at

low-NA (0.3) and full-NA (0.8) illuminations. The visualized images are from the

highest contrast defocus plane. The 0.3 NA illumination provides enhanced nanopar-

ticle visibility whereas the particles are indistinguishable from the background signal

in the full-NA illumination case. Therefore, we employ low-NA illumination as a stan-

dard in sensing applications where sensitive detection and enumeration of individual

nanoparticles are desired.

Figure 2·11: Calculated noise in a single image for different collected
photons (P). The fitted curve (αP 0.45) has a slope of 0.45 in logarith-
mic scale, indicating shot-noise-limited detection. The total number of
electrons in a single pixel is nearly 6 ke-.

2.4.4 Noise characteristics

Unlike fluorescence microscopy which is photon-budget limited, the bright-field illu-

mination can easily saturate the camera pixels and bring the imaging system into

the shot-noise regime where all other noise sources, i.e., electronic and thermal, are
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negligible. The noise floor in a single interferometric measurement is dominated by

the photon noise of photoelectrons accumulated at the detector during the integration

time. This is a valid assumption for background light that generates enough photons

(P ) to saturate the detector within a given short exposure time of a few milliseconds.

Thus, SPIR in principle enjoys the shot-noise limited sensitivity. Noise fluctuations

in a single pixel can be expressed as the root sum squares of the noise sources in the

system,

σe =
√
σ2
c + σ2

s (2.19)

where σe is the effective noise, σc is the camera’s temporal dark noise, and σs is the

photon shot-noise. The shot-noise fluctuation is equal to the standard deviation of

the detected photons σphoton =
√
P . We investigate the noise source in our camera

( SONY CCD image sensor (GS3-U3-120S6M-C) which has a 54.63 dB dynamic

range with a saturation capacity of 6125 e- and temporal dark noise of 10.87 e-). In

such a large dynamic range camera where σ2
s � σ2

s , σe can be approximated as σs

even if saturating 20% of the pixel wells. We experimentally evaluate the noise in our

imaging system. We measure the noise in difference images of the same FOV captured

at various numbers of collected photons (P). The difference image is calculated from

two frames captured subsequently without any change in the illumination conditions.

This minimizes background fluctuations due to the collection optics. Figure 2·11

shows our noise calculations in the logarithmic scale. The fitted curve as a function

of P is αP 0.45 with a constant scaling factor of α. The curve exponent is very close

to the theoretical value of 0.5. This indicates that our camera grants the shot-noise-

limited detection for sufficiently saturated frames. The shot-noise-limited sensitivity

starts deviating around 3% saturation level in which the camera read-noise becomes

more pronounced. Nevertheless, LEDs can provide sufficient light power to nearly
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saturate the camera pixels, providing the shot-noise-limited detection sensitivity.

Figure 2·12: Noise-floor calculated for different number of frames
(N ) averaging. The fitted curve (αN0.5) has a slope of 0.5, theoretical
expected value for random noise.

The signal-to-noise ratio (SNR) in SPIR can be calculated using equation 2.19.

The reflected intensity is much larger than interferometric term. Since the interfero-

metric contrast is typically a few percent, we can approximate the detected photons

as the reflected light intensity, Idet ≈ Iref . In this assumption, the shot-noise is equals

to the reflected field amplitude |Er|. Using equations 2.11, 2.12, and 2.13, the SNR

can be expressed as follows:

SNR = 2|Es|

= Sc
√
Idet

= Sc
√
Pdet

(2.20)

The number of detected photons in a single frame is bounded by the camera pixel’s

full-well-capacity (Pdet = PFWC). Using equation 2.20, the limit of detection in terms
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of interferometric contrast Sc and PFWC becomes,

Sc ≥
1√
PFWC

(2.21)

N = 1 N = 5 N = 25

N = 100 N = 500 N = 1000

Figure 2·13: SPIR images of 100 nm silica beads at different number
(N ) of averaged frames.

This equation indicates that the interferometric signal in a single frame should be

larger than minimum detectable contrast 1/
√
PFWC , otherwise indistinguishable from

the background shot-noise. Therefore, large pixel depth cameras are desirable in shot-

noise-limited measurements. Considering the SONY image sensor discussed above,

the minimum detectable interferometric contrast becomes 1%. Luckily, the random

noise in our measurements can be further reduced by frame averaging. The improved

SNR scales with the square root of the number averaged frames N . Figure 2·12

experimentally demonstrates noise-floor with respect to N . The noise is calculated

by taking the background standard deviation in each averaged image. To eliminate

the stationary (incoherent) background artifacts from back-reflections from optics, we
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take the difference image at two different defocus planes (peak and dip positions). The

experimental data is consistent with the theoretical curve of N0.5 which has a slope

of 0.5 on the logarithmic scale. However, noise reduction does not enjoy the frame

averaging after nearly 25 frames, converging to a plateau. This stems from the fact

that the coherent background artifacts in the collection path such as roughness from

the substrate and image sensor surfaces become the dominant noise source, limiting

the visibility of small nanoparticles. Figure 2·13 further shows the SNR improvement

in 100 nm silica bead images averaged at different frames. In SPIR measurements,

the substrate surface roughness becomes the ultimate limit since it causes substrate-

induced scattering. We anticipate that the substrate surface roughness gives a signal

level similar to a 25 nm silica bead placed on the layered substrate. Such scattering

artifacts are particularly more obvious for the microarray assays that capture the

biological nanoparticles. In real-time experiments, we believe that these background

artifacts can be computationally reduced by simply taking differential images over

time.

2.5 Conclusion

This chapter summarizes the theoretical and experimental considerations in SPIR mi-

croscopy. The analytical model forms the basis of the linear forward model discussed

in Chapter 3 and Chapter 4. It is also used for developing photothermal signal theory

in Chapter 5. Illumination function requirements for enhanced nanoparticle visibil-

ity are theoretically explained and validated by experiments. The shot-noise-limited

sensitivity is discussed and experimentally demonstrated. These experimental and

theoretical concepts are key to the system-level implementation and evaluation of the

presented studies in this dissertation.
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Chapter 3

Computational nanosensing from
interferometric defocus images

3.1 Introduction

Label-free optical microscopy for the detection and characterization of biological

nanoparticles is desirable owing to the simplicity of sample preparation and assays

while avoiding detrimental limitations and interference of labeling. Label-free opti-

cal imaging techniques rely on optical scattering from these particles and are often

very weak due to their small size and low refractive index contrast with the sur-

rounding medium. This results in weak optical contrast that can be difficult to

distinguish from the background signal in low signal-to-noise (SNR) measurements.

Therefore, improving the sensitivity for such methods has been critical when studying

viruses, exosomes, and other biological nanoscale specimens. Common-path interfer-

ometric microscopy techniques have successfully overcome this weak contrast limit

and achieved remarkable sensitivity levels down to single proteins [Taylor and San-

doghdar, 2019, Cheng et al., 2019, Daaboul et al., 2016]. This superb sensitivity is

demonstrated using various optical [Avci et al., 2017a,Cheng et al., 2019] and com-

putational techniques [Ortega Arroyo et al., 2014, Cheng and Hsieh, 2017, Aygun

et al., 2019,Trueb et al., 2017,Taylor et al., 2019]. Arroyo et al. developed a robust

background subtraction method in the presence of moving samples that leave the oc-

cupied pixels over the observation time. Iterative background estimation algorithms
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for nanoparticles moving a much smaller distance than the setup’s resolution limit

have been also reported [Cheng and Hsieh, 2017]. Recently, computational algorithms

for 3D particle localization have been demonstrated by using the experimentally ex-

tracted point spread function (PSF) of the imaging setup [Taylor et al., 2019]. In

these computational approaches, background subtraction has been imperative in ex-

tracting the subtle signal contrast buried under the coherent noise artifacts of the

laser-based illumination.

As discussed in Chapter 2, SPIR microscopy enables wide-field interferometric

imaging of nanoparticles while significantly reducing the coherent artifacts owing to

the incoherent LED illumination. SPIR often employs area scan cameras with large

sensor formats (> 1”) to record the extended field-of-view (FOV) image data at a

single shot. This imaging modality enables low-cost and robust detection and charac-

terization of thousands of nanoparticles simultaneously. In such large FOV imaging,

however, a small tilt of the substrate relative to the optical axis creates defocus across

the FOV, particularly with high numerical aperture (NA) objectives. Thus, the mea-

sured particle contrast exhibits dips, zeros, or peaks depending on the defocus at the

different locations over the system’s FOV [Trueb et al., 2017]. Furthermore, arti-

facts from the heterogeneous sensor surface morphology due to the assay capturing,

inherent substrate roughness, and reflections from optics in the collection path may

hinder the low-SNR signal detection in a single focal plane [Ekiz-Kanik et al., 2017].

A defocus scan can maximize visibility for all particles across the FOV and help to

remove the artifacts. Beyond these initial corrections, the defocus images implicitly

capture the sample’s optical and physical properties [Avci et al., 2016, Yurt et al.,

2012]. For these reasons, defocus scans become a typical routine in SPIR exper-

iments. Several computational techniques have been developed for processing the

SPIR defocus data [Trueb et al., 2017,Aygun et al., 2019]. Nanoparticle counting and
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discrimination algorithms using a differential intensity image obtained from multiple

defocus images were reported in [Trueb et al., 2017]. Recently, Aygun et al. [Aygun

et al., 2019] developed correlation algorithms by fitting 1D defocus information at

each pixel to improve SNR. However, these techniques rely on either 1D or 2D de-

focus information and do not fully exploit nanoparticles’ rich spatial information in

all three dimensions. Moreover, they use computationally expensive and rather slow

iterative algorithms.

In this study, we introduce an alternative computational image reconstruction

framework for interferometric defocus images of nanoparticles captured on the sub-

strate surface. Our technique reconstructs a single high-SNR image from a defocus

image stack using 3D defocus information and fast direct inversion algorithms. This

algorithm inverts the scattered signal in SPIR to recover the underlying sample from

the measured data. The inverse problem is built upon our previously developed

vectorial-optics physical forward model [Avci et al., 2016]. We formulate the SPIR

signal in the dipole limit under the angular spectrum representation (ASR) frame-

work in which the dyadic Green’s functions are used. We then established a vectorial-

optics-based linear forward model to relate the particle polarizability function to the

intensity measurements. This model has also been demonstrated in spatial resolu-

tion enhancement for morphological visualization of viruses and dielectric structures

using asymmetric illumination as described in Chapter 4. This study utilizes the for-

ward model in defocus image reconstructions, where interferometric defocus images of

the sample are captured under the circularly symmetric source function illumination.

Our reconstruction framework is implemented by closed-form Tikhonov-regularized

deconvolution using computationally and memory-efficient 2D fast Fourier transform

(FFT) algorithms.
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Figure 3·1: Experimental setup of SPIR microscopy.

3.2 Experimental setup

Our setup is shown in Figure 3·1. A quasi-monochromatic blue (λ=457 nm center

wavelength, ∆λ=20 nm bandwidth) LED (LED Engin, LZ4-40B208-0000) is mounted

on an integrating sphere (IS) (Thorlabs, IS200-4). The numerous scattering events

to the illumination source inside the IS generate a highly uniform, nearly Lambertian

output beam. An aperture diaphragm (Thorlabs, SM1D12C) is placed at the IS’s

exit port to control the illumination NA by employing Köhler illumination config-

uration where the aperture diaphragm and the objective back-pupil are conjugate

planes. In this geometry, the aperture is projected to the back-focal plane of the mi-

croscope objective (Nikon, CFI TU Plan Fluor EPI 50×, NA 0.8) through a 4f-system

consisting of two identical achromatic doublets (Thorlabs, AC254-060-A-ML). In the
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experiments, the aperture diaphragm size is set to 2.4 mm providing 0.3 NA sample

illumination. This low NA illumination generates higher optical contrast from the

sample as discussed in the previous Chapter 2. A second iris (field diaphragm) is

placed in the conjugate plane of the sample to control the FOV and reduce the stray

light coupled into the system. A custom-built sample holder is mounted on a 3-axis

flexure stage with closed-loop piezo actuators (Thorlabs, MAX311D). An infinity-

corrected tube lens (Thorlabs, TTL200) images the sample onto a monocolor 12.3

MP CMOS camera (FLIR, GS3-U3-123S6M-C) with 3.45 µm pixel pitch). The effec-

tive pixel size of 69 nm provides ∼5× sampling of diffraction-limited spots satisfying

the Nyquist condition.

3.3 Interferometric defocus signal

(a) (b)
Au

PS

Figure 3·2: Defocus in SPIR microscopy. (a) Schematic of the setup
illustrating the case when sensor surface is in the same plane as the focal
plane of the objective (z = 0), the defocus takes place by moving this
layered substrate in the axial direction (z), (b) simulated interferometric
defocus curves for 60 nm gold and 65 nm polystyrene nanospheres

The theoretical considerations of SPIR have been described in Chapter 2. Briefly,

SPIR utilizes a thin film of SiO2 thermally grown on a Si substrate. The substrate

with the optimized layer thickness enhances the sample’s scattering field and provides

a reference field for interferometric detection. SPIR’s common-path configuration en-

ables highly sensitive and stable interferometric imaging of nanoparticles captured on
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the substrate surface. The interference between reflected field Er from the substrate

surface and scattered field Es is recorded as an intensity image by the camera. The

resulting interference signal I = |Er + Es|2 consists of three terms: (i) reflected in-

tensity Ir, (ii) scattering intensity Is, and (iii) interferometric cross-term Re{ErEs
∗}.

The contribution from the scattering intensity signal is negligible compared to the

other terms due to the object’s weak scattering nature. This comes from the fact

that the scattering intensity drastically drops with the particle’s volume square (r6)

dependency in the Rayleigh limit. Therefore, the coherent detection of scattering

signal in SPIR enables sensing this minute signal above the strongly reflected field

intensity. We define SPIR signal as background-normalized normalized IN = I/Ir

and subtracted image contrast IS = (I − Ir)/Ir. The simplified SPIR signal resulted

from an individual plane wave m illumination can be expressed as follows:

Ism ≈ A0|Er,m(r)||Es,m(r)| cosm(θ(r)) (3.1)

where A0 is the scaling factor due to the normalization with reflected field intensity,

m represents the individual plane waves within the range of the objective NA, and

the sinusoidal term represents the phase difference between scattered and reflected

fields as a function of distance r. The phase term modulates the SPIR contrast from

negative to positive as a function of the defocus position. The defocus position here

is defined as the axial position difference between the objective focal plane and the

substrate surface as shown in Figure 3·2(a) (adapted from [Avci et al., 2017b]). The

amplitude and phase of the modulation function depend on the optical and physical

properties of the sample [Avci et al., 2016]. Thus, the SPIR signal’s coherent nature

creates a unique signature as shown in Figure 3·2(b). This can be utilized to classify

metallic and dielectric nanoparticles since metals have imaginary dielectric constants,

inducing an additional phase shift in the defocus curves. In this study, we utilized
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the defocus PSF in all three dimensions. The calculated cross-sectional (XZ-plane)

defocus SPIR image in Figure 3·3 shows the aforementioned axial dependence signal

modulation behavior.

Figure 3·3: Simulated cross-sectional defocus image (XZ plane)

3.4 Linear forward model of SPIR

The individual plane waves coherently interact with the sample, but they are inco-

herent with each other due to the random phase relation. For a given incident field,

the resulting enhanced scattered field components from the sample and specularly

reflected field components from the substrate interfere at the image plane. The in-

terference signal drastically improves the visibility of non-resonant sub-wavelength

nanoparticles (often resulting in shot noise limited detection), as it realizes the lin-

ear detection of the scattering field, which scales with the particle polarizability and

hence its volume (r3 with r = particle radius). In contrast, the scattering inten-

sity scales with the volume square (r6) that leads to read-noise limited signal fall-off

for sub-wavelength particles as in conventional dark-field detection schemes. The

linear detection of the scattering field can also be utilized for establishing a com-

putationally efficient linear inverse scattering problem. In this work, we formulated



37

the vectorial linear forward model for the SPIR signal in the quasi-static limit where

the dipole approximation is valid. We describe the physical model of the SPIR sig-

nal under the angular spectrum representation (ASR) framework using the dyadic

Green’s functions. The ASR framework depicts a more rigorous and accurate image

formation in a high-resolution/NA optical imaging system compared with the scalar

wave theory [Novotny and Hecht, 2006]. A complete picture of the SPIR signal with

comprehensive theoretical foundations has been presented in recent studies [Sevenler

et al., 2017,Avci et al., 2016]. Our forward model for SPIR builds upon these previous

studies and can be extended to any arbitrary illumination function as we will discuss

in the next chapter.

We present the refined closed-form solution of a dipole scatterer near a planar

interface and realize the linear forward model for the SPIR signal. First, we define the

total driving field of the dipole scatterer at the sample plane Eo
d,m(r), as the coherent

sum of the incident plane wave Eo
i,m(r) and its reflected field from the substrate

Eo
r,m(r). The resulting scattering field at the detector plane can be expressed as

follows:

Es,m(r) = k2
0
ε0

↔
Gs,m(r)⊗ pm (3.2)

pm = εm
↔
αEo

d,m(r) (3.3)

where
↔
Gs,m denotes the sum of the primary and the reflected dyadic point spread

functions (PSFs) which are calculated using the dyadic Green’s functions in the far-

field, pm denotes the dipole moment induced by the driving field at the object plane, ↔α

denotes the particle polarizability tensor, and ko denotes the wavenumber in vacuum.

The polarizability of a spherical dielectric nanoparticle in the dipole limit can be

expressed as follows [Hulst and van de Hulst, 1981]:
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α0 = 4πε0r3
0
εr − 1
εr + 2 (3.4)

where ro denotes the particle radius, εr denotes the ratio of the dielectric constants

of the particle (εp) and the medium (εm), εr = εp/εm. The reflected reference field at

the object plane is mapped into the image plane,

Er,m(r) = hr(r)⊗ Eo
r,m(r) (3.5)

where hr is the collection PSF. Consequently, the total intensity at the image plane

becomes the incoherent sum of the magnitude squared of the interfering reflected and

scattered fields within the NA of the objective lens. The total detected intensity can

be expressed as follows:

Idet(r) =
∑

m∈NA

[
|Er,m(r)|2 + |Es,m(r)|2 + E∗r,m(r)Es,m(r) + Er,m(r)E∗s,m(r)

]
(3.6)

As seen from equation 3.6, the physical model of the SPIR signal contains a

quadratic term that is nonlinear requiring non-trivial reconstruction methods for

recovering the object. To realize the simplified linear forward model in SPIR for

sub-wavelength objects, we refined the problem under three physically motivated as-

sumptions: (i) the particles of interest are weak scatterers, (ii) the light undergoes

only a single scattering event with the object, and (iii) the particles of interest and

the medium are composed of linear, homogeneous, and isotropic dielectric materials.

The first term describing the reflected light intensity in equation 3.6 dominates the

total measured intensity at the detector and acts as a background signal.

Ir(r) =
∑

m∈NA
|Er,m(r)|2 (3.7)

One can simplify equation 3.6 by subtracting the total reflected field intensity in
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equation 3.7 and normalizing the remaining signal with itself. Under the weakly-

scattering object assumption due to the volume-dependent particle polarizability (see

equation 3.4), the scattering field intensity (the second-term) becomes negligibly small

compared with the interferometric signal (the cross-terms). The resulting signal is

referred to the SPIR signal/contrast (signal-to-background ratio) described in equa-

tion 3.1 with the following form:

S(r) = I(r)− Ir(r)
Ir(r) ≈ A0

∑
m∈NA

[
E∗r,m(r)Es,m(r) + Er,m(r)E∗s,m(r)

]
(3.8)

where A0 denotes the scaling factor due to the reference field intensity and is usually

∼100 times smaller than the summation in equation 3.8. Note that the polarizability

tensor ↔α in equation 3.3 is set to be a diagonal matrix under the assumption (iii) for

the weakly-scattering BNPs and artificially synthesized nanostructures. Furthermore,

in the dipole limit with the aforementioned approximations, light-matter interaction is

linear and multiple scattering is negligible. The polarizability tensor ↔α in equation 3.3

can be set to be an identity tensor scaled with the polarizability (α0) in a single

direction, i.e., ↔α = α0
↔
I . As a result, by inserting equation 3.2 into equation 3.1, the

effective PSF of the system becomes:

h(r) =
∑

m∈NA

C0E∗r,m(r)
{ ↔

Gs,m(r)⊗ Er,m(r)
}

+ C∗0Er,m(r)
{ ↔

G∗s,m(r)⊗ E∗r,m(r)
} (3.9)

where C0 is a complex constant due to mapping the total driving field Eo
d,m(r) into the

detector plane. Since the ASR framework provides control over individual plane waves

illuminating the sample, the theoretical formulation provides an easy implementation

for both inverse problem and PSF engineering through the source plane.
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3.5 PSF calculations

The physical forward model of SPIR was developed on custom-built MATLAB soft-

ware using ASR formulation in the dipole limit where the size of the nanoparticle is

much shorter than the excitation wavelength [Avci et al., 2016]. The model calculates

the SPIR image of a dipole scatterer placed near a planar surface using the vectorial

formulation discussed in the results section. We used the polarizability tensor of a sil-

ica nanosphere because silica has dielectric characteristics, that is, nonresonant and

low-index, similar to biological nanoparticles. In the model, a spatially incoherent

light source with a uniform intensity profile is imaged into the back focal plane of the

microscope objective in Köhler geometry. Each point in the back-pupil is assumed to

have the same intensity. Thus, the sample is uniformly illuminated within the angular

spectrum of the system that is limited by the objective NA in epi-illumination. This

is a valid assumption owing to the integration sphere which eliminates any structural

attributes of the light source by reflecting each ray multiple times. The corresponding

PSFs were calculated for a defined illumination geometry and system parameters at

a given defocus position. Overall 41 defocus PSFs are generated for a 4 µm defocus

range with 100 nm step size.

3.6 Experimental validation of simulations

To experimentally validate the physical forward model, we first demonstrate defocus

profiles using 100 nm silica beads (nanocomposix, SISN100-25M). Silica (n ≈ 1.47)

beads have similar dielectric and optical properties to biological nanoparticles and

are great model nanoparticles for SPIR’s performance characterization. The defocus

profile of averaged ∼1462 silica beads captured in a single FOV has been shown by

the red curve in Figure 3·4(a). The defocus images in all experiments are acquired

over a 4 µm range with an empirically determined step size of 100 nm. The minimum
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Figure 3·4: (a) Defocus profiles of silica beads with the 100 nm nom-
inal diameter. The red curve indicates the mean SPIR contrast of
∼1462 beads detected across the full FOV. The shaded curve indicates
the standard deviation of the measured SPIR contrasts (b-d) (Top) The
normalized and background-subtracted experimental SPIR images and
(bottom) the calculated PSFs at the defocus positions (i-iii) from left
to right, respectively. Scale bar is 1 µm.

defocus range (∼2 µm) required to capture peaks and dips is proportional to the

depth of field (∝ 1/NA2). The SPIR contrast variation across the beads stems from

the dispersity in the beads’ dimensions. They are nominally spherical but can exhibit

eccentric (prolate/oblate) spheroid geometry. Furthermore, we verify the forward

model using the same beads. Although 100 nm beads have ∼10% SPIR contrast
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which is 10 times more than the typical shot-noise detection limit of ∼1% at a single

acquisition, they provide high SNR fringe contrast for better PSF evaluation. As

demonstrated in Figure 3·4(b), the calculated PSFs show great consistency with the

experimental data.
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Figure 3·5: Flow chart of computational nanosensing using defocus
curves in SPIR. (a) Schematic of defocus scan. The defocus images
are acquired by translating the sample along the optical (z) axis using
the piezo scanner. (b) (Top) Defocus stack images normalized with
background IN(r|z) and (bottom) the max-contrast image from the
normalized stack. (c) Background image INbg is obtained by median
filtering along the defocus dimension. (d) (Top) Background subtracted
SPIR signal IS(r|z) defocus stack and (bottom) max-contrast image
from the stack. (e) Reconstructed single image. Scale bars are 2 µm.

3.7 Reconstruction from defocus

The reconstruction framework is formulated to estimate the nanoparticle’s polar-

izability distribution by minimizing the least-squares of the difference between the
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measured SPIR contrast and the expected signal obtained from the linear forward

model which can be expressed as follows:

yl = Alx+ nl (3.10)

yl denotes the observed image, Al denotes the convolution operator associated with

the linear shift invariant PSF at a defocus position of subscript l, x denotes the

unknown underlying structure to be reconstructed, and nl denotes the unknown noise.

Since the generalized solution suffers from noise amplifications in the ill-conditioned

problems [Ralston et al., 2006], we employ the penalized least-squares to obtain a

more stable estimation from noisy SPIR measurements. The underlying object can

be estimated by minimizing the penalized least-squares cost function associated to

Tikhonov regularization. This least-squares problem in Fourier domain can be written

as:

min
N∑
l=1

∣∣∣∣H̃lP̃ − ĨSl
∣∣∣∣2 + τ |P̃ |2 (3.11)

where P̃ is Fourier transform of the polarizability distribution function p(r), H̃l and

Ĩl
S, respectively, are the calculated PSF and the normalized, background-subtracted

SPIR images in Fourier space at a particular defocus position l, and τ is the regular-

ization parameter. The regularization parameter τ is manually adjusted over a range

of values to achieve better noise-suppressing while preserving physical structure of

the sample. The solution for the Eq. 3.11 in the spatial frequency domain can be

expressed in closed-form,

∧
p(r|τ) = F−1

{ ∑N
l=1 H̃

∗
l Ĩ

S
l∑N

l=1 |H̃l|2 + τ

}
(3.12)

where F−1{·} denotes inverse Fourier transform. The solution of Eq. 3.12 has an

explicit inversion that can be easily implemented in computers using computationally

simple and memory-efficient fast algorithms [McLeod and Ozcan, 2016].
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To implement the reconstruction algorithms, we pre-process the raw defocus image

stack and obtain the normalized, background-subtracted intensity images (SPIR con-

trast) defined in the forward model. The reconstruction flow-chart using 50 nm silica

beads (nanocomposix, SISN100-25M) is demonstrated in Figure 3·5. First, we nor-

malize defocus images with their corresponding background intensity to account for

the intensity fluctuations during the acquisition. Heterogeneous background artifacts

such as black/white spots due to the dust and surface roughness on the substrate,

optical sensor, and collection optics are then removed from the image. These ar-

tifacts significantly limit the system performance because they typically have 2-3%

contrast that is comparable to the sample’s SPIR contrast (e.g., 1-2% for 50 nm silica

beads). Fortunately, these unwanted artifacts are relatively stationary within the de-

focus range such that median filtering along the axial dimension can be performed to

obtain the background signal. We note that the colorbar limit in the processed image

in Figure 3·5(d) is adjusted to achieve better visualization. The pre-processed images

are then fed into the Tikhonov regularized inversion algorithm in equation 3.12 to

reconstruct the nanoparticle sample.

3.8 Proof-of-concept experiments

Figure 3·6 demonstrates the reconstruction results of ∼1275 silica beads with 50 nm

diameter across a large FOV of 180 µm × 260 µm. To highlight background ar-

tifact suppression, we compare the normalized intensity signal with the calculated

background intensity and SPIR signal as shown in Figure 3·6(b-d). The cross-section

profiles of those images (see Figure 3·6(f)) show the median filtered background es-

timation clearly reveals the particle signal originally hindered in the raw images.

Moreover, it eliminates false identification of the artifacts that appear as diffraction-

limited spots (the dashed circles in Figure 3·6(c)). The substrate consists of L shape
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reference patterns which are etched down to the silicon substrate. These reference

regions facilitate the focus alignment. Also, Laplacian of Gaussian is implemented

to automatically determine the nominal focus position before the reconstruction. We

observe at least two-fold SNR improvement in the reconstructed images as shown

in Figure 3·6(g). Most strikingly, the reconstruction renders a high-SNR (improved

to > 4) signal from the undetectable low-SNR (< 1) SPIR signal in raw images.

The histogram indicates that these beads exhibit polydispersity in their size. Over-

all, the regularized reconstruction suppresses the noise artifacts and improves image

quality. We note here that more complex regularization operators in tandem with

image processing algorithms could achieve better SNR performance at the cost of the

algorithm’s computational complexity.

The interferometric detection of the scattering signal with a strong reference field

in SPIR allows for operating the camera at very close to the pixels’ full-well capacity.

Therefore, SPIR sensitivity in a single frame is limited by the photon shot-noise asso-

ciated with the reflected field intensity. Since the SPIR signal scales linearly with the

particle volume (r3), we anticipate that SPIR can detect silica nanoparticles as small

as 25 nm in diameter with the current settings. We note that the SPIR’s sensitivity

limit could be further improved by frame averaging and large well-depth cameras as

discussed in Chapter 2. Moreover, our polarizability reconstruction approach could

provide great sensitivity improvement for metallic nanoparticles which exhibit dis-

tinctive defocus profiles compared with the dielectric background signal. This comes

from the fact that the complex refractive index in metals induces an additional phase

change in the scattered field. Although our technique is only demonstrated using di-

electric silica nanoparticles, the forward model can be extended to metal nanoparticles

for digital microarray applications in SPIR [Sevenler et al., 2018].
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Figure 3·6: (a)Reconstructed image of silica beads with a 50 nm
nominal diameter. In total, ∼1275 silica beads are detected across the
full FOV after filtering out of range particle contrasts. Insets (b-e) are
the zoom-in regions indicated by the dashed square in (a). (b) The
normalized intensity image at defocus position of maximum contrast,
(c) the background image calculated from the defocus image stack,
(d) the background-subtracted normalized SPIR image calculated from
(b) and (c), and (e) reconstructed image inset indicated in (a). (f)
The cross-section profiles along the dashed line in (c). (g) The SNR
histogram of silica beads (N = ∼1275) detected in reconstructed image
(a) and normalized, the background-subtracted image at the maximum-
contrast defocus plane. Scale bars in (a) and (b-e) are 20 µm and 2 µm,
respectively.
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3.9 Conclusion

In summary, we developed a new image reconstruction framework by solving the

inverse scattering problem in SPIR microscopy. This framework successfully estimates

the background signal and reconstructs a single high-SNR image from an intensity-

only defocus image stack. Our computational imaging method provides means for

enhanced sensitivity performance and image quality that extends SPIR’s capability

of sensing to much smaller dielectric nanoparticles. The linear physical model of the

SPIR signal allows for computationally efficient inversion owing to the direct division

in the Fourier domain. Moreover, our method can compensate for the low SNR

particle signal in the individual images of the 3D stack that otherwise can be lost

in raw images. Although we only demonstrated this approach in dry samples, this

framework can be readily applied to dynamic in-liquid common-path interferometric

imaging configurations in which antibody captured nanoparticles exhibit mobility

less than a few nanometers owing to the strong multivalent interactions [Scherr et al.,

2016]. We expect this new computational imaging approach in SPIR microscopy

to advance the accuracy and sensitivity for the detection and characterization of

biological nanoparticles in a high-throughput manner.
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Chapter 4

High-resolution interferometic microscopy
by computational asymmetric illumination

4.1 Introduction

Label-free optical microscopy in the visible spectrum has been an indispensable tool

for studying biological nanoparticles (BNPs). In the previous chapters, we discussed

great sensitivity achieved by wide-field interferometric imaging techniques that have

demonstrated the label-free detection of very small BNPs such as exosomes [Daaboul

et al., 2016], viruses [Daaboul et al., 2010], and synthetic nanoparticles [Avci et al.,

2017a]. Recent advancements in interferometric microscopy techniques improved sys-

tem sensitivity with pupil engineering and led to single protein detection in sparse

samples, yet they do not address the inadequate lateral resolution [Young et al.,

2018, Cheng et al., 2019, Avci et al., 2017a]. This stems from the fact that these

techniques rely on sample illumination at a normal incidence angle to achieve en-

hanced nanoparticle visibility. Therefore, the diffraction-limited bandwidth is typi-

cally limited to λ/NA in such coherent detection systems, where λ is the illumination

wavelength and NA is the objective numerical aperture. The high-frequency sample

information can be accessed via oblique illumination in the coherent imaging sys-

tems [Haeberlé et al., 2010].

In this study, we introduce a computational imaging approach that extends single-

particle interferometric reflectance (SPIR) microscopy’s capability from direct de-



49

tection to detailed morphological characterization of sub-diffraction-limited parti-

cles. Recently, several computational coherent imaging techniques have demonstrated

great advancements in improving spatial resolution [Ralston et al., 2007, Soto et al.,

2018, Zhou et al., 2019, Zheng et al., 2013,Tian et al., 2014,Cotte et al., 2013,Tian

and Waller, 2015]. In particular, our work draws inspirations from Fourier ptycho-

graphic microscopy (FPM) [Zheng et al., 2013,Tian et al., 2014] and differential phase

contrast (DPC) [Tian and Waller, 2015]. In both FPM and DPC, the sample is il-

luminated from multiple incidence angles to encode the high-frequency information

about the sample into the finite passband of the imaging system. Next, a phase re-

trieval algorithm is applied to quantitatively recover the object with improved spatial

resolution from the captured low-resolution intensity images. In FPM, the sample

is modeled with a complex transmittance function that is nonlinearly related to the

intensity. In DPC, the forward model is simplified to be linear by directly relating

the weak permittivity contrast of the object to the captured intensity. In both cases,

a scalar diffraction theory is used to model the object-light interaction.

In contrast to FPM and DPC, SPIR microscopy utilizes interferometric enhance-

ment to detect the scattered light from sub-wavelength particles in which light-matter

interaction has a strong dependency on polarization. Therefore, we formulated the

SPIR signal in the dipole limit using vectorial Green’s functions and then estab-

lished a vectorial-optics-based linear forward model to relate the particle polarizabil-

ity function to the intensity measurements. Similar to FPM and DPC, we applied

both asymmetric illumination and efficient computational algorithms to improve the

lateral resolution of SPIR microscopy. For the sake of brevity, we referred to this par-

ticular refinement over conventional SPIR microscopy as “computational asymmetric

illumination SPIR”, or caSPIR. Our method performed a computational reconstruc-

tion of a single high-resolution image from a series of low-resolution intensity images
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captured under asymmetric illumination using an illumination (source) function de-

sign engineered for achieving maximum contrast and resolution. We performed this

reconstruction by solving a least-squares problem of the inverse scattering physical

model with Tikhonov regularization. To demonstrate the versatility of our system,

we quantified the shape and size of several types of low-refractive-index nano-objects.

We first validated the caSPIR technique on a nanofabricated artificial sample which

consists of nano-bars/words imprinted on a SiO2 layered substrate using the electron

beam lithography (EBL) process. We then demonstrated high-resolution, wide-field

imaging of mixed-morphology of Ebola virus-like particles and a more uniformly struc-

tured Ebola virus vaccine candidate to show bio-related applications of this method.

4.2 Experimental design of caSPIR

The experimental setup for caSPIR is illustrated in Figure 4·1a. The photo of the real

setup is shown in Chapter 2 Figure 2·8. A high-power LED with a spectral half-width

of ∼14 nm at 420 nm central wavelength (Lumileds) is butt-coupled to an integrating

sphere (Thorlabs). The coupled light undergoes multiple diffusive reflections on the

entire sphere surface. Thus, the integrating sphere provides highly uniform, source-

free, and spatially incoherent illumination. Note that the effect of integrating sphere

on temporal coherence is quite negligible because it is reflectance spectrum is almost

flat in a broad wavelength range (250 - 2500 nm). The custom-made 3D printed

circular sector aperture shown in Figure 4·2 is mounted on a manual rotation mount

(Thorlabs). The aperture is imaged into the back focal plane of the microscope ob-

jective (Nikon, 100×/0.9 NA) in Köhler geometry with unit magnification. Under the

conventional SPIR configuration, a graduated ring actuated iris diaphragm mounted

on a cage plate is mounted to control the illumination NA. The layered substrate un-

der observation is placed on a custom-built vacuum chuck is mounted on a closed-loop
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Figure 4·1: Single Particle Interferometric Reflectance (SPIR) mi-
croscopy. (a) Schematic of the experimental setup. IS, integrating
sphere; CSA, circular sector aperture; RM, rotation mount; L1-L2,
lenses; BS, 50:50 beam splitter; TL, tube lens. (b) Low-NA and (c)
full-NA illumination schemes in conventional SPIR. (d,e), asymmetric
illumination schemes in caSPIR with different rotation angles, 0◦ and
180◦ respectively (white dashed line denotes the boundary–back pupil
size–of spatial frequencies limited by objective NA). (f-i) Calculated
PSFs correspond to illumination schemes in (b-d), respectively. PSFs
are calculated for 100×/0.9 NA objective in air at 420 nm illumina-
tion wavelength. The illumination NAs are set 0.3 and 0.9 in (f,g),
respectively.

piezo-z stage (Micronix). A tube lens (Thorlabs) images the sample onto a mono-

color 12 MP charge-coupled device (CCD) camera (Pointgrey) which has 3.1 µm pixel

pitch providing more than twice the sampling rate required for Nyquist criterion – ∼

6.2 µm for 125 nm resolution–.

In principle, each point in the light source generates a plane wave that illuminates

the sample at an incident angle defined by its position in the transverse plane (see

Figure 4·1b-i). A point source further away from the optical axis illuminates the
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a b

Figure 4·2: Circular sector aperture. (a) 3D CAD illustration of 60◦
circular sector mask. (b) Left to right: 3D printed sector mask, rotation
mount, and circular iris aperture for low-NA illumination.

sample with the larger incident angle. Thus, the filling factor of the objective pupil

in the classical sense (circular filling) relates the maximum oblique incident angle on

the sample with the illumination numerical aperture (NA). Moreover, as depicted in

Figure 4·1a, the LEDs are butt-coupled to an integrating sphere. The coupled light

reflects multiple times (> 100) from a highly reflective surface and travels orders of

magnitude longer than the coherence length of the LED before exiting the integrating

sphere. This source scrambling provides uniform, source-free, and spatially incoherent

illumination on the sample satisfying our model’s assumptions.

4.3 Forward model of caSPIR

As discussed earlier, interferometric detection in SPIR microscopy realizes linear de-

tection of the scattered field for nanoscale objects. The forward model for SPIR signal

has been presented in Chapter 3, where we formulated the forward model for defocus

image reconstructions. The linear forward model for the SPIR signal in the dipole

limit where particles of interest are much smaller than the illumination wavelength

is analytically discussed. This model relates a particle polarizability function with

the measured intensity images. A complete picture of the SPIR signal with com-

prehensive theoretical foundations has been presented in recent studies [Avci et al.,

2017a, Sevenler et al., 2017,Avci et al., 2016] which are summarized in the previous
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chapters. The computational nanosensing study is limited to low-NA illumination

where a circularly symmetric illumination function is used. In this caSPIR study, we

built our forward model on the previously formulated model and extend it to par-

tially coherent asymmetric illumination for the caSPIR implementation. The PSFs

were numerically calculated in custom-built MATLAB software described in Chap-

ter 3 considering the illumination function and system parameters. Note that the

EBL sample has an 80 nm oxide layer in contrast to the other samples that are im-

mobilized on 60 nm oxide chips. Thus, two sets of PSFs were simulated to be used in

reconstructions in this study.

4.4 Illumination function optimization

In our earlier studies, we utilized pupil function engineering and demonstrated a

significant contrast enhancement by imposing the low-NA (0.3 NA) illumination con-

straint which limits the angle of incidence’s upper bound [Avci et al., 2017a]. The

theoretical explanation for the contrast enhancement by low-NA illumination was

rigorously reported in [Avci et al., 2017a]. The illumination NA effect on the image

contrast in Köhler geometry is also experimentally studied in reflected interferometric

microscopy using a glass substrate [Mahamdeh et al., 2018]. The low-NA illumination

is obtained by underfilling the objective pupil using an asymmetric circular source

function. We refer to the SPIR microscopy with a low-NA implementation as con-

ventional SPIR in which the emphasis has been on achieving high-contrast nanosized

object detection [Sevenler et al., 2017]. However, the contrast improvement comes at

the expense of a reduction in spatial resolution.

The trade-off between spatial resolution and SPIR contrast is an important limita-

tion for high-resolution visualization of sub-diffraction-limited nanoparticles, partic-

ularly under the classical (circular) illumination schemes. With Köhler illumination,
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Figure 4·3: Circular sector optimization. (Top) Circular sector illus-
tration and cross-section profiles along the center line for circular sector
angles ranging from 30◦ to 180◦. (Bottom) Annular aperture illustra-
tion at sector angle 60◦ and cross-section profiles along center line for
blocked NAs ranging from 0 to 0.75 NA. Normalized intensity values
are scaled with arbitrary unit.

the source function is imaged onto the objective pupil, and its radius directly deter-

mines the illumination NA and hence the maximum oblique angle incident on the

sample. Oblique illumination at large incident angles is critical for encoding the
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high-resolution sample information into the imaging system’s finite bandwidth. For

this reason, the low-NA illumination (Figure 4·1b,f) provides an overall fivefold con-

trast improvement over full-NA illumination (Figure 4·1c,g), but incurs lower quality

spatial resolution (∼320 nm at 420 nm wavelength). Since the maximum attainable

oblique angle under epi-illumination configurations is limited by the objective NA,

the sample under a full-NA illumination is illuminated at incident angles spanning

the full range of the objective NA. Thus, utilizing the entire objective pupil becomes

crucial for high-resolution imaging. To alleviate the loss of contrast with improved

resolution, multiple images obtained by asymmetric illumination can provide full-NA

equivalent resolution of SPIR while retaining the improved contrast sensitivity of a

low-NA configuration.

Two main benefits of the asymmetric illumination for the SPIR microscopy were

demonstrated in this work: (i) SPIR contrast is significantly enhanced (threefold)

compared with full-NA illumination in which BNPs of interest are often indistin-

guishable from the background. (ii) The high-resolution information from the sample

becomes accessible due to the oblique illumination at larger incident angles, unlike

in the conventional SPIR. In the implementation, we employed the asymmetric il-

lumination using a circular sector aperture in the conjugate plane of the back-pupil

(see Figure 4·1d,e). The circular sector’s radius matches the pupil size to access the

entire objective back-pupil. With this configuration, the system can generate plane

waves with incident angles within the objective NA’s full range. The circular aper-

ture partially covers the objective’s angular spectrum, so that, only plane waves with

particular azimuthal angles illuminates the sample. Thus, the aperture creates an

asymmetric illumination pattern that has a limited azimuthal content defined by the

sector angle. This angular asymmetry in the illumination leads to asymmetric PSF

compared with the PSFs corresponds to the classical illumination patterns as shown



56

in Figure 4·1g-h.
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Figure 4·4: Circular sector PSF optimization. Source-function illus-
trations and their corresponding PSFs and TFs.

We optimized the asymmetric illumination function to jointly achieve maximum

contrast and resolution in SPIR. We theoretically calculated the SPIR contrasts for

different circular sector angles ranging from 30◦ to 180◦. The SPIR contrast im-

proves with decreasing the sector angle and reaches a plateau at the smaller angles

as shown in Figure 4·3. This theoretical observation stems from the fact that the

system PSF is the incoherent superposition of PSFs corresponds to the individual

plane waves emanating from each point at the back-pupil (see equation 3.9). The

summation of the PSFs along the different asymmetric axes averages out the asym-

metry more at the large sector angles and thus decreases the contrast. Likewise,

the circular source-function centered at the back-pupil generates circularly symmet-

ric PSF because points symmetric about the origin cancel out the asymmetry. Since

the exposure time required for shot-noise-limited detection is linearly proportional to

the sector angle, employing the smallest sector angle is not practical for operating
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at the shot-noise limit. Also, the percentage change in the SPIR contrast from 30◦

and 60◦ is quite negligible, less than 1.3%. Accordingly, we determined the circular

sector angle as 60◦ to achieve a higher contrast relative to a semicircular aperture

with shot-noise-limited exposure time. Note that we expected to achieve similar per-

formance with a 90◦ sector angle. We further investigated the effect of the annular

aperture on the SPIR contrast. It is clearly seen that the annular aperture decreases

the SPIR contrast. Therefore, we determined the asymmetric illumination aperture

to be a circular sector.

Absolute value of 
transfer function

Centerline profiles

Point spread 
function

Full-NA 60° circular sector

Figure 4·5: Contrast and frequecny support comparison of full-NA
and asymetric illumination functions.

We further investigate the PSFs in the Fourier domain to analyze frequency sup-

port in circular sector illumination. Figure 4·4 compares full-NA, 180◦ and 60◦ PSFs,

TFs, and their imaginary and real parts. The full-NA illumination does not provide

any phase information due to symmetry of illumination, whereas DPC illumination’s

transfer function is asymmetric and non-negative. Moreover, the real part of the

60◦ TF is asymmetric compared to the 180◦ TF. Hence, the overall frequency cover-
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age is much more improved in smaller circular sector angles. We also compared the

cross-sections of PSFs and TF magnitudes in Figure 4·5. It is clearly shown that the

high-frequency support increases in small angles. One drawback of asymmetric illu-

mination is the loss of Fourier coverage along the axis of asymmetry. To recover these

missing frequencies and access the imaging system’s entire bandwidth, we obtained

multiple images of the same FOV along different asymmetric axes by rotating the

circular sector. Moreover, this combination of multiple images under various asym-

metric illumination doubles the effective numerical aperture of our technique [Tian

and Waller, 2015]. Although asymmetric illumination does not break the diffraction

limit, an increase in the bandwidth support of the associated PSF indeed provides

2× lateral resolution improvement. To acquire multiple image pairs in practice, we

manually rotate the 3D printed circular sector mask on the rotation mount shown

in Figure 4·2. We further emphasize that oxide thickness is also critical to achieving

high-contrast asymmetrically illuminated SPIR imaging. Figure 4·6 compares the

PSFs centerlines at different oxide thicknesses. The oxide thickness changes the con-

trast and the profile significantly. 60 nm oxide can achieve high-contrast for both

negative and positive peak values along the illumination axis.

4.5 Object reconstruction

We follow a reconstruction framework discussed in Chapter 3. Briefly, the linear

forward model, yj = Ajx + nj, was established using the vectorial SPIR model. yj

denotes the observed image, Aj denotes the convolution operator associated with the

shift invariant PSF for a particular asymmetric illumination geometry of subscript j,

x denotes the unknown underlying structure to be reconstructed, and nj denotes the

unknown noise. The underlying object can be estimated by minimizing the penalized

least-squares cost function associated to Tikhonov regularization as follows:
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60°

Illumination function

Figure 4·6: Oxide thickness effect on the SPIR contrast under 60◦
asymmetric illumination.

∧
x(α) = arg min

x

N∑
j=1

[
‖ Ajx− yj ‖2

2

]
+ α ‖ x ‖2

2 . (4.1)

Note that the first term in this optimization accounts for the data fidelity, and

the second term captures prior information regarding image behavior, with α being

a regularization parameter which trades off impact of the two terms. The closed-

form solution of the Tikhonov regularized least-squares minimization problem can be

expressed as:

∧
x(α) = F−1

{ ∑N
j=1[H∗j (Yj)]∑N
j=1 |Hj|2 + α

}
. (4.2)

where F−1{·} denotes the inverse Fourier operator, and H and Y denote the Fourier

transforms of A and y, respectively. The raw images for asymmetric illumination were

acquired by manually rotating the 60◦ circular sector aperture by 30◦ steps, results in

12 total images. After the asymmetrical illuminated images were acquired, the circu-
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lar sector was replaced with a graduated-ring diaphragm to acquire conventional SPIR

images. The conventional images were taken under low-NA (0.3) illumination. Then,

the images were reconstructed in MATLAB using the aforementioned closed-form so-

lution. The regularization parameter α was empirically chosen by visual inspection

to provide the best discrimination of the objects in the scene. All the images were

taken under the 100×/0.9 NA objective unless otherwise stated.

4.6 Experimental validation of caSPIR
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Figure 4·7: Experimental validation of caSPIR. (a) Experimental (left
two rows) images of 100 nm PS bead and theoretically (right two rows)
calculated PSFs corresponds to circular sector mask’s angle of axis of
the asymmetry. (b) Experimental caSPIR image of a single 100 nm PS
bead and cross-section profile. (c) Simulated caSPIR image of a delta
function and cross-section profile.

We experimentally validated our technique using polystyrene (PS) nanospheres

with 100 nm nominal diameter. A total of 12 sample images were acquired by rotat-

ing the source mount in 30◦ steps. The experimental images under each asymmetric

illumination show excellent agreement with the simulated PSFs (see Figure 4·7a). The
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resolution limit of caSPIR is experimentally measured from these images and then

benchmarked against the theoretically simulated results. During the reconstruction,

the low-resolution raw images were effectively superimposed in the Fourier space,

and a single high-resolution image of the PS beads was reconstructed by solving the

least square problem with Tikhonov regularization discussed above. As shown in

Figure 4·7b, the 100 nm PS bead cross-section had a full width at half maximum

(FWHM) of ∼ 179 nm by Gaussian fitting. The FWHM of system PSF can be then

estimated as ∼ 148 nm by performing deconvolution of the reconstructed PS bead’s

FWHM with its nominal size under a Gaussian object assumption. Furthermore,

we calculated the theoretical PSF by reconstructing the computationally generated

images. The images were obtained by convolving the calculated asymmetric illumi-

nation PSFs with a delta function. White Gaussian white noise with a signal-to-noise

ratio of 10 was added to each image, which matches the SNR of the experimental con-

ditions for the 100 nm PS bead. The FWHM of the cross-section in Figure 4·7c was

∼149 nm. This shows our theoretically determined PSF for the caSPIR technique

matches the measured PSF, hence, we can reliably reconstruct our objects under

these approximations. We also note that caSPIR provides a twofold improvement in

lateral resolution and surpasses the resolution limit of conventional interferometric

microscopy.

4.7 Resolution characterization

The methods described above for providing high-contrast/resolution images were fur-

ther validated using a custom-fabricated resolution target. Since there is no industry

standard resolution target for interferometric nanoparticle imaging, we imprinted di-

electric nanostructures at various sizes and geometries, e.g., bars and words, into a

SiO2 layered substrate using the EBL process as shown in Figure 4·8. We followed
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Figure 4·8: SEM image of example patterns imprinted on EBL sam-
ple. The sample is fabricated in colloboration with Prof. Ekmel Ozbay
at Bilkent University Nanotechnology Research Center (NANOTAM).

the previously reported EBL process [Işil et al., 2018]. Briefly, 80 nm SiO2 layer is

formed on silicon substrate by a plasma-enhanced vapor deposition coating. Then,

Hydrogen silsesquioxane (HSQ) was spin-coated as a resist material because trans-

forms into SiO2 after e-beam exposure. Nanostructure patterns were written on the

sample using EBL, followed by immersion with developer solution. Our EBL sam-

ple consists of feature groups defined by their constituent nanostructure geometries.

Elements within feature groups were fabricated with different dimensions of known

size. Each element was replicated 100 times in a 10 × 10 grid to account for possible

variations due to fabrication errors. The imprinted nanostructures resemble the mor-

phology of existing BNPs such as filamentous viruses and exosomes [Daaboul et al.,

2014,Daaboul et al., 2016]. Furthermore, dielectric properties of the EBL sample ma-

terial (SiO2), e.g., low refractive index (n ≈ 1.47) and polarizability, are comparable



63

to that of typical BNPs. Our EBL sample thus provides an invaluable validation tool

for investigating not only the proposed method but also prospective methodologies

in SPIR microscopy for biological studies.

Conventional SPIR caSPIR Cross-sections
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80 nm
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Figure 4·9: System evaluation of caSPIR with 250 nm separated nano-
bars. The EBL sample was inspected on FE-SEM (ZEISS, GeminiSEM
300) without any preparation process to preserve the sample. Scale bars
are 300 nm.

To systematically evaluate the performance of caSPIR, we imaged the bar nanos-

tructure (nanobars) feature groups from the EBL samples and compared them to

scanning electron microscopy (SEM) images. Each element had two orthogonal sub-

groups of three nanobars as shown in Figure 4·9. The nanobars were separated at

distances ranging from 250 nm down to 100 nm and have a nominal size of 80 nm

by 400 nm (see SEM images in Figure 4·10). The separation is defined as the edge-

to-edge distance of two successive bar structures. In Figure 4·10, we demonstrated

high-resolution recovery of these nanobars and presented their cross-section along the

indicated vertical and horizontal dashed lines. The caSPIR technique significantly

improved the lateral resolution down to 125 nm (edge-edge) according to the Spar-

row limit. By contrast, the diffraction-limited resolution of the conventional SPIR

is approximately 300 nm and nanobars even with 250 nm separation cannot be re-
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solved. As a result, caSPIR demonstrated at least twofold improvement in the lateral

resolution. Furthermore, caSPIR maintained similar high-contrast signal levels com-

pared to that of conventional SPIR. We note that for the direct comparison of the

two modalities, the conventional SPIR images were also reconstructed with Tikhonov

regularization using the theoretically calculated PSF with the aforementioned param-

eters.

Figure 4·10: System evaluation of caSPIR with bar nanostruc-
tures. The conventional SPIR and caSPIR images, and SEM images of
200 nm, 150 nm, 125 nm, and 100 nm separated nanobars. Vertical and
horizontal profiles of the conventional SPIR (blue) and caSPIR (red)
images. Scale bars are 300 nm.

To demonstrate its robustness, we generated reconstructions for various regular-

ization parameter values that are an order of magnitude larger and smaller than

the tuned parameter (see Figure 4·11). These results indicated that the parameter

choice was not critical within the close interval of its nominal value. Moreover, as

shown in Figure 4·12, the results from the L-curve were consistent with the man-

ually tuned parameter. The manually determined value fell on the corner of the
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L-curve for Tikhonov regularization as shown in Figure 4·12). Note that we first

determined the regularization parameters for both caSPIR and conventional SPIR

using the well-known EBL sample and then used the same parameters throughout all

reconstructions.

Figure 4·11: Regularization parameter sweep. Different solutions are
generated by sweeping the regularization parameter (α) from 0.1 ×
α0 to 10 × α0, where α0 = 0.01 is the chosen parameter. (Top)
Reconstructed caSPIR images of 250 nm separated nanobars. (Bot-
tom) Cross-section profiles along the horizontal nanobars. The results
demonstrate that the choice of the regularization parameter is not crit-
ical within the close range of the selected parameter.

Under asymmetric illumination, one possible concern arises when considering the

loss of frequency support along the axes of asymmetry in the reconstructed image.

Without multiple asymmetric illuminations at different angles of the asymmetry axis,

this frequency loss could create non-uniform resolution improvement that generates

artifacts in the object reconstruction. Especially, the results from orthogonal nano-

bars might raise the question of whether the resolution enhancement is only limited
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Figure 4·12: L-curve for the regularization parameter sweep in
Tikhonov regularized solution. It is calculated for caSPIR image in Fig-
ure 4·9. The selected regularization parameter (α = 0.01) falls nearby
the L-curve’s corner.

to along two axes, e.g., x and y. To address this concern, we imaged the nano-words

feature group in the EBL sample. As shown in Figure 4·13a, caSPIR recovered high-

resolution nanostructure features uniformly across multiple orientations over a large

field-of-view (FOV) of > 100 × 100 µm2. Image outsets (Figure 4·13b,c) further em-

phasized the resolution advancement along all directions. We also observed contrast

variations within each geometry such as S and B nano-letters in both conventional

and caSPIR images. These variations could be attributed to non-uniformity during

the fabrication process as shown in Figure 4·14. Overall, these results showed that

asymmetric images from multiple axes of asymmetry recover the missing frequency

support, in turn, improving the lateral resolution in all directions.

4.8 Sensitivity characterization

The interferometric detection in caSPIR has a noise-floor dominated by the shot-noise

because the interferometric signal has a very small contrast over a very large back-

ground signal due to reflected light. The detection sensitivity of caSPIR is limited by
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Figure 4·13: caSPIR imaging of nano-words. (a) Full FOV caSPIR
image. Insets (b) and (c) are the zoom-in region of interest areas of
caSPIR and conventional SPIR images, respectively. Scale bars in (a)
and (b,c) are 10 µm and 1 µm, respectively.

Figure 4·14: Fabrication non-uniformity in EBL sample. (a) caSPIR,
(b) conventional SPIR, and (c) SEM images of nano-word BU NANO.
Fabrication non-uniformity can be clearly seen at the corners of the
nano-letters. Scale bars are 1 µm

the camera’s shot-noise which can be calculated using the camera specifications in-

cluding well-depth. The full well capacity of the CCD sensor in the system is 6125 e-.
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During the acquisitions, the exposure time was set according to the background sig-

nal’s intensity histogram, filling ∼60% of the pixel wells to prevent the over-saturation

of the camera. The shot-noise for the background was estimated to be 61 e-. Thus,

the theoretical detection sensitivity to distinguish a signal from the background was

1.65% in a single captured image. This theoretical calculation was consistent with the

standard deviation of the background (1.7%) in a single asymmetric illumination in

Figure 4·15. However, the overall sensitivity limit of caSPIR depends on the sample’s

signal contrast. The maximum and minimum contrast values along the 100 PS bead’s

cross-section profile were ∼15% and ∼12%, respectively. As we stated in the previous

sections, the captured intensity contrast scales linearly with the sample’s volume. As

a result, we anticipate that caSPIR can detect PS beads with sizes down to ∼50 nm

for the aforementioned parameters, since this approximately reduces the contrasts to

1.88% and 1.5%, making the signal to noise ratio drop to around 1. We would also

like to emphasize that these limits are specific to camera configurations and could be

further improved by utilizing the full capacity of the pixel wells and frame averaging,

both of which will reduce the noise level. This stems from the fact that the scat-

tering signal does not have limitations associated with fluorescence detection such

as saturation and photobleaching. For instance, the noise floor can be reduced to

nearly 1.3% in a single acquisition by increasing the exposure time to saturate 95%

of the pixel well depth. Frame averaging reduces the shot noise by the square root of

the number of averaged frames. Figure 4·15 shows that SNR improved by averaging

more frames. In practice, excessive frame averaging is not possible because the mea-

surement accuracy could be hindered by unknown mechanical vibrations and sample

drift. Moreover, the background fluctuations due to optics and substrate become the

dominant source of artifacts. This can be further improved by flat-field correction

and background subtraction.
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Figure 4·15: Sensitivity characterization of caSPIR. 100 nm PS bead
cross-section profile captured under the asymmetric illumination with
different number of frames (N) averaged. The image is normalized
with the background signal, followed by background subtraction. The
standard deviation of the background is ∼0.017.

4.9 Artificial nanocarrier experiments

We next determined the system’s performance with low-index (n ≈ 1.46) poly (lactic-

co-glycolic acid) PLGA nanospheres/rods. Owing to its biodegradability and biocom-

patibility with well-established synthesis techniques, PLGA shows great promise for

drug delivery and nanomedicine applications including targeting, imaging, and ther-

apy. PLGA was approved by the Food and Drug Administration (FDA) as well

as the European Medicine Agency for drug delivery systems (DDSs). This versa-

tile polymer can deliver a large size range of hydrophobic and hydrophilic therapeutic

agents, ranging from small drug molecules to proteins, nucleic acids, and other macro-

molecules [Mir et al., 2017,Dinarvand et al., 2011,Chereddy et al., 2016,Pagels and

Prud’homme, 2015]. While PLGA microparticle DDSs like Atridox®, Sandostatin®,

Trelstar® and Lupro® depots are already in use clinically, several PLGA nanoparticle

DDSs are currently undergoing clinical trials [Mir et al., 2017]. Besides, PLGA’s

easy tunability of physicochemical properties, e.g., size, shape, and surface chemistry,
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enables desirable biological interactions and drug release profiles. The drug delivery

performance of particulate DDSs is strongly dependent on their physical parame-

ters. For this reason, the direct high-resolution imaging of PLGA nanocarriers at

high-throughput in a single experiment becomes highly desirable for accurate mor-

phological characterization.

4.9.1 Synthesis of PLGA nanospheres

Poly (D, L-lactide-co-glycolide) resomer® RG504H (PLGA, acid terminated, lac-

tide:glycolide 50:50, 38000-54000 Da), glycerol and mineral oil, dichloromethane (an-

hydrous, ≥99.8%), and polyvinyl alcohol (PVA, 98-99% hydrolyzed and 87-90% hy-

drolyzed) were purchased from Sigma-Aldrich (St. Louis, MO). PLGA nanospheres

were synthesized using a double emulsion solvent evaporation method. 10 mg PLGA

polymer was dissolved in 1.5 mL anhydrous dichloromethane. 0.15 mL MilliQ water

was added to it and the mixture was subjected to bath sonication (Branson Ultra-

sonicsTM CPX952139R) at 40 kHz for 3 min to form a water-in-oil (w/o) emulsion.

This primary emulsion was further emulsified by the addition of 10 mL of 0.5% PVA

(98-99.8% hydrolyzed) solution under vigorous stirring, followed by probe sonication

(Sonics and Materials Inc. VCX 600) at 20 kHz operating frequency for 40 s with

pulsation at 70% amplitude in an ice bath. The resulting double emulsion (w/o/w)

was kept stirring at 400 rpm overnight at room temperature for the evaporation of

dichloromethane. The PLGA nanospheres were retrieved by centrifugation of the

aqueous suspension at 9000 rcf for 20 min, followed by multiple washes with MilliQ

water. The washed nanoparticles were then resuspended in MilliQ water and stored

at 4◦C for further use.
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Figure 4·16: SEM micrographs of PLGA (a) nanospheres and (b)
nanorods, respectively. The PLGAs are fabricated in colloboration with
Prof. Samir Mitragotri at Harvard University. Scale bar is 1 µm

4.9.2 Fabrication of PLGA nanorods

Rod-shaped particles were fabricated using a previously reported one-dimensional

polymer film stretching method described in [Champion et al., 2007]. Briefly, ∼108

PLGA nanospheres were suspended in 80 mL 6.25% w/V aqueous solution of 87-

90% hydrolyzed PVA. 1.25% v/V glycerol was added as a plasticizer to lower the

glass transition temperature of the films and facilitate stretching. The mixture was

then cast into a film and dried for 24 hours at room temperature to immobilize

the PLGA particles. The dried films were mounted on a 1-D mechanical stretcher,

heated for 5 minutes at 70◦C in mineral oil, and stretched to obtain the desired prolate

geometry. The stretched films were cooled to room temperature for 10 minutes to

allow solidification of the particles in their new shape. Suitable sections were cut

from the stretched films for their dissolution in MilliQ water at room temperature

and were centrifuged at 8000 rpm for particle recovery. The isolated particles were

subsequently washed thrice with MilliQ water via centrifugation and finally passed

through a 100 µm filter, for the removal of residual PVA.
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4.9.3 Preparation of PLGA sample

PLGA rods and spheres with deionized water were suspended by vortexing for a

minute followed by 5 minutes of sonication at room temperature. They were mixed

1:1 without any dilution. Before immobilization of the sample, the SiO2 chip surface

was plasma ash treated with oxygen for 5 minutes. Doing so, the surface becomes

hydrophilic and the sample solution spreads over the surface. Then, the PLGA rod

and sphere mixture was spin-coated onto the chip surface at 3000 RPM for 10 seconds.

4.9.4 Experiments on PLGA nanocariers

Figure 4·17: caSPIR imaging of biodegradable PLGA nanospheres
and nanorods. (a-d) caSPIR images and (e-h) their corresponding con-
ventional SPIR images. Scale bars are 300 nm

We demonstrated high-resolution visualization of PLGA nanoparticles in Fig-

ure 4·17. The PLGA sample is prepared by spin coating the mixture of PLGA

nanospheres and nanorods on the SiO2 chip surface. PLGA nanorods, in prolate

geometry, are fabricated using a polymer film stretching method applied on the syn-

thesized PLGA nanospheres as detailed above. As shown in the SEM micrographs

of the spherical and rod-shaped PLGA nanoparticles in Figure 4·16, the fabricated
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nanoparticles exhibit polydispersity in both size and aspect ratio. Geometrical pa-

rameters of the PLGA nanocarriers in the EBL sample were characterized using field

emission scanning electron microscopy (FE-SEM). PLGA nanoparticles underwent a

sample preparation process which involves vacuum drying of 10 µL particle suspension

on an aluminum stub, followed by 5 nm thick coating with platinum-palladium using

EMS 150T S Metal Sputter Coater (Quorom Technologies, U. K.). The sputter-coated

PLGA samples were imaged using FE-SEM (ZEISS, Supra55VP). Having a large size

distribution with varying degrees of ellipticity (in prolate spheroid geometry) makes

these particles ideal for morphology characterization with caSPIR. With conventional

SPIR, the system’s low resolution in a high-throughput visualization of these poly-

disperse nanocarriers could lead mischaracterize their morphology. In particular,

nanorods with small eccentricity appear as spherical particles. As demonstrated in

Figure 4·17a-c, the caSPIR image outsets clearly show the particle elongation. In

addition, the caSPIR offers a more informative means for distinguishing closely sep-

arated particles indicated by arrows in Figure 4·17d,h. Based on these results, we

reasoned that advanced discrimination and morphological characterization in SPIR

microscopy highlights its utility in improving BNP visualization in a high-throughput

manner.

4.10 Virus experiments

4.10.1 Creation and use of Virus and VLP sample

Ebola VLPs was generated by transfection of HEK293FT cells with pCAGGS-based

plasmids encoding each EBOV structural protein, (GP, NP, VP30, VP35, VP24,

VP40) except for the viral polymerase, L, together with a plasmid encoding the red

fluorescent protein, mKate2, fused to VP40. The inclusion of mKate2-VP40 allowed

visualization of particles by conventional fluorescence microscopy and the amount
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used was optimized for VLP formation. Cells were plated in 10 cm culture dishes

to 80% confluency 2 hours prior to transfection. Each 10 cm dish was transfected

with a total of 15 µg of plasmid DNA using calcium phosphate [Chen and Okayama,

1987]. Transfection reagents were removed, and cells were washed with Dulbecco’s

Phosphate Buffered Saline (PBS) after 15 hours, followed by the addition of 10% Fetal

Bovine Serum containing DMEM. Cells were cultured at 95% humidity, 37◦C, 5% CO2

for 48 hours. The culture medium was collected and clarified by centrifugation (1500

× g) prior to the concentration of VLPs by ultracentrifugation at 159000 × g for 2

hr at 4◦ C through a 10 mM HEPES buffered (pH 7.4) isotonic 8.2% sucrose cushion.

Pellets were resuspended in Dulbecco’s PBS and banded through an isotonic iodixanol

gradient to remove trace culture medium contaminants. Aliquots of banded VLPs

were snap frozen in liquid nitrogen and stored at -80◦C until use.

In this study, VSV-based viruses that lack the endogenous VSV glycoprotein and

express the Ebola virus glycoprotein from an independent transcription start/stop

sequence placed in between the M and L genes of the VSV genome were used. Ex-

pression of the Ebola virus glycoprotein was confirmed by Western blotting using

glycoprotein-specific proteins. Virus stocks were prepared using Vero cells cultured

in DMEM supplemented with 10% FBS, as described previously [Garbutt et al., 2004].

Virus titers were determined by standard plaque assay methods and then diluted in

PBS before incubation. VLP amounts were assessed by Western blot of the Ebola

virus glycoprotein.

4.10.2 Antibody microarray assay preparation

60 nm SiO2 chips were coated with a solution of antifouling NHS copolymer (Lu-

cidant Polymers MCP-2) dissolved 1:100 in 1.2M Ammonium Sulfate. Antibodies

targeting the Ebola glycoproteins were spotted onto activated, polymer-coated chips,

as were non-specific antibodies (as controls) using the sciFLEXARRAYER S3 (Sci-
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Figure 4·18: caSPIR imaging of Ebola virus like particles. (a-c) (Left)
caSPIR images and (Right) SEM images. SEM image area in (c) is
indicated by a box. (d) caSPIR image. The Ebola VLP sample was
coated by gold using sputter coater (Cressington, 108) and imaged on
FE-SEM (ZEISS, Supra 55VP). Scale bars are 1 µm.

enion AG). Chips were dried overnight and then washed with Tris-buffered saline

+ 0.1% Tween20. Chips were then rinsed with milliQ water at least 6 times, and

removed from the dish at a 45◦ angle so that water wicks off the top surface, and

then dried on a KimWipe with N2 gas [Carter et al., 2017]. Chips were scanned

with a custom 1.5X magnification instrument (Nanoview Biosciences) to ensure the

correct spot morphology. Note that since both Ebola virus-like particles and recom-

binant vesicular stomatitis virus Ebola have the same surface glycoproteins, the same

microarray preparation protocol is followed for each.

For virus loading, chips were placed in 24 well plates, etched-side up. 750 µL

of virus solution was added to the wells containing the chips, and the plates were

put on an orbital shaker for 1 hour at ∼150 RPM. Chips were then removed from

the sample containing wells with forceps and placed in wells containing 0.1X PBS

(Gibco 10010023) + 0.01% Tween20, followed by washing on the orbital shaker for 5

minutes. This process was repeated twice, then the chips were placed in individual 60

mm dishes containing milliQ water, and rinsed by swirling for a few seconds. Chips
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were dried by removing them from their dishes at a 45◦ angle followed by placing

them face-up on a KimWipe.

4.10.3 Experiments on Ebola VLPs

To explore the potential of caSPIR in analyzing BNPs, we examined its ability to

accurately characterize a heterogeneous mixture of Ebola virus-like particles (EBOV

VLPs). Ebola virus is a highly pathogenic virus that has caused thousands of deaths

and explosive outbreaks. The infected cells produce multiple Ebola virions, showing

various shapes and size distributions. Some virions are filamentous, 90 nm width

and one to multiple microns in length, and the others appear in circular, 6, or toroid

shapes that can be 4-500 nm in diameter [Bharat et al., 2012]. The filamentous

Ebola virion has been suggested to have greater infectivity [Campbell et al., 2014].

For these reasons, direct high-resolution imaging of EBOV VLPs at high-throughput

in a single experiment becomes highly desirable for accurate morphological character-

ization. However, label-free visualization of these viruses in SPIR microscopy is even

more challenging than fabricated nanostructures because their smaller size and lower

refractive index lead to much weaker contrast. Fortunately, the refined SPIR with

asymmetric illumination provides simultaneous contrast and resolution enhancement

with high SNR.

EBOV-VLPs were obtained using a transfection protocol as detailed above. To

capture the EBOV-VLPs, we utilized a microarray printed on a SiO2 chip surface.

The microarray consists of ∼150 µm diameter antibody spots and negative control

spots that capture the rVSV-EBOV and other viral glycoproteins, respectively. Before

and after incubation, both positive and negative spots were imaged with conventional

SPIR to ensure the specific binding. caSPIR clearly resolved the various EBOV struc-

tures and discriminate against their morphological differences, consistent with the

SEM images as shown in Figure 4·18. We also observed that EBOV VLPs could form
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Figure 4·19: Ebola VLP cross-sections in caSPIR images. (a) caSPIR
image. b,c (Left to right) cross-section profiles indicated by dash lines
in (a), and SEM images of the indicated VLPs, respectively. Scale bars
are 1 µm.

branched filaments. The cross-section profiles in Figure 4·19b showed that caSPIR

can distinguish closely separated (<200 nm) VLP structures and revealed both bent

and straight VLP morphology. Furthermore, caSPIR images showed a higher contrast

at the tips of the viral particles. This result was consistent with the classic “shep-

herd’s crook” shapes where increased mass creates locally high polarizability and thus

leads to a more intense signal. Prior electron microscopy studies have shown that the

ability to measure the length and density of EBOV virions correlates with the number

of genomes incorporated [Beniac et al., 2012], suggesting that caSPIR could be used

to “count” the number of genomes incorporated into an Ebola virus particle.
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4.10.4 Experiments on Ebola VSVs

We also imaged a leading Ebola virus vaccine candidate (rVSV-EBOV). This vaccine

is a bullet-like (approximately 80 nm by 180 nm [Daaboul et al., 2014]) recombinant

Vesicular Stomatitis Virus (rVSV) that expresses EBOV glycoprotein and can be

captured for imaging by the same antibody used to capture and image EBOV VLPs.

rVSV-based vaccine candidates have shown great promise against Ebola disease and

are have been deployed to combat Ebola outbreaks in Africa [Henao-Restrepo et al.,

2017]. The promise of rVSV-vaccines brings with it a need to assess the quality of

vaccines produced for human use. In this context, characterizing the monodispersity

of the rVSV-based vaccine candidates and its distinctive “bullet” shape along with an

assessment of the genetic “payload” carried by a virion would aid vaccine development

and quality assurance.

As demonstrated in Figure 4·20a, we were able to simultaneously visualize more

than 1,350 rVSVs-EBOV in the FOV at high resolution. Since this technique provides

150 nm lateral resolution, it can be utilized on denser samples that have more than 104

particles in a FOV. As shown in Figure 4·20 b,c,f,g, caSPIR enables the morphologi-

cal characterization of rVSVs, which was previously not possible in SPIR microscopy.

Although two rVSVs indicated by a dashed circle in the caSPIR image (Figure 4·20d)

appear to be spherical, they are mischaracterized as an elliptical structure with con-

ventional SPIR (Figure 4·20h). This problem occurs because the background artifacts

are more pronounced in the conventional SPIR image reconstructions that recover the

object from a single illumination configuration. The main background artifact sources

include back-reflections from the optics and the surface roughness of the camera sensor

glass and SiO2 chip. Over different illuminations, these artifact components remain

stationary compared to the varying particle signal. Under multiple asymmetric il-

luminations, these static background artifacts become separated from the object’s
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Figure 4·20: caSPIR imaging of recombinant Vesicular Stomatitis
Virus Ebola model. (a) Full-FOV caSPIR image (∼1350 VSVs in the
FOV). (b-e) Zoom-in areas indicated by arrows in (a), and (f-i) their
conventional SPIR images, respectively. Scale bar in full-FOV image is
10 µm and scale bars in zoom-in areas in (b-i) are 300 nm.

signal and are greatly reduced. We note that the signal contrast from an individual

virion under asymmetric illumination has lower SNR compared when compared to

conventional SPIR. Yet with multiple illuminations, caSPIR achieves ultrasensitive

imaging of very small particles with high-SNR. We anticipate that combinations of

multiple low-NA illuminations from different parts of the back-pupil would allow for

additional SNR improvement. Moreover, caSPIR offers a more informative means

for distinguishing closely separated particles and thus prevents misleading morpho-
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logical characterizations of individual virions in dense samples. The high-resolution

images clearly discriminate two individual rVSV particles that were close enough to

appear as a single elongated particle in conventional SPIR (compare arrows in the

outsets in Figure 4·20d,e,h,i). With these improvements, the SPIR imaging platform

enables accurate morphological characterization of thousands of individual viruses

simultaneously.

4.11 Conclusion

In this chapter, we demonstrated high-throughput direct visualization of low-index

nanoparticles at sub-wavelength resolution. We formulated the vectorial PSF of

caSPIR using optical theory and implemented a computationally efficient linear in-

verse scattering approach. We demonstrated a two-fold improvement in lateral res-

olution of the conventional SPIR and achieved lateral resolution of ∼148 nm using

visible light (420 nm) under a 100×/0.9 NA objective. This wide-field technique pro-

vided a large field-of-view of 100 µm × 100 µm, allowing for sub-wavelength imaging

over 104 BNPs at once. We specifically focused on the concept demonstration of

this technique and its resolution capability using an artificial nanostructure sample

fabricated by an EBL process. To demonstrate the biological relevance, we studied

filamentous Ebola VLPs and an rVSV based Ebola virus vaccine candidate as model

viruses. These model viruses are surrogates of wild-type, clinically relevant pathogens.

Namely, Ebola VLPs have been shown to closely resemble Ebola virus [Bharat et al.,

2012] and the rVSV-EBOV resembles that of parent rhabdovirus [Ge et al., 2010].

Conventional approaches for morphological characterization of viruses in solution

use indirect methods such as fluorescent labeling often relying on genetic modifica-

tion of viral proteins [Brandenburg and Zhuang, 2007]. Historically, direct imaging

of unmodified viruses has relied on laborious imaging techniques such as electron



81

microscopy that can cause sample desiccation and degradation. Our low-cost light

microscopy technique, caSPIR, enables high-resolution imaging of BNPs without any

modification or sample preparation thus allowing for analysis of clinical isolates di-

rectly. To conclude, our study could enable exciting possibilities for high-throughput,

ultrasensitive, and label-free imaging and characterization of a broad-size spectrum

of biological nanoparticles at high resolution. In particular, with the integration of

the computational asymmetric illumination modality, this versatile wide-field inter-

ferometric microscopy technique – SPIR microscopy– could bridge the gap between

scanning electron microscopy and conventional optical microscopy.
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Chapter 5

Bond-selective interferometric microscopy

5.1 Introduction

In the previous chapters, we discussed various methods in SPIR microscopy to achieve

high-resolution and sensitive label-free imaging of biological nanoparticles. Although

we demonstrate that SPIR can reveal particle morphological information including

size and shape, the chemical composition of particles is inaccessible in interferomet-

ric measurements. To date, molecular specificity in these studies is limited to the

surface affinity of assays. Therefore, functional analysis of single biological nanopar-

ticles remains unsolved in interferometric microscopy techniques including SPIR and

iSCAT.

To obtain molecular information beyond the surface affinity, vibrational spectro-

scopic imaging methods have enabled molecular fingerprinting of molecules with high

chemical specificity [Cheng and Xie, 2015]. Inelastic Raman scattering or optical ab-

sorption has been utilized in various optical sensing methods to probe spectroscopic

signatures of chemical bonds. The Raman scattering microscopy techniques rely on

a non-linear scattering process to achieve diffraction-limited-resolution [Turrell and

Corset, 1996, Freudiger et al., 2008]. Fourier transform infrared (FTIR) microscopy

utilizes linear infrared (IR) absorption, yet the long illumination wavelengths in FTIR

limit its resolution to several microns which is inadequate for studying sub-cellular fea-

tures [Baker et al., 2014,Levin and Bhargava, 2005]. As a tip-based approach, atomic

force microscope infrared spectroscopy (AFM-IR) techniques can resolve structures
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at the nanoscale (20 nm) but its applications are typically limited to dry samples due

to contact requirement [Dazzi et al., 2012,Huth et al., 2012]. Recently developed mid-

infrared (mid-IR) photothermal (MIP) microscopy demonstrated optical detection of

photothermal effect induced by IR absorption of the specimen using a visible probe

beam [Zhang et al., 2016a]. In principle, the MIP contrast mechanism is similar to

those reported in the photothermal microscopy field [Boyer et al., 2002,Gaiduk et al.,

2010,Berciaud et al., 2006, Selmke et al., 2012]. This emerging technique have been

recognized widely in the chemical imaging field and continuously evolved in various

geometries including scanning-based [Zhang et al., 2016a,Pavlovetc et al., 2020,Samo-

lis and Sander, 2019] and wide-field [Bai et al., 2019,Zhang et al., 2019,Toda et al.,

2019,Tamamitsu et al., 2019,Tamamitsu et al., 2020, Schnell et al., 2020] illumina-

tion. A wide range of applications spanning from material science to life science has

been reported by scanning MIP techniques [Klementieva et al., 2020,Chatterjee et al.,

2018,Li et al., 2019,Zhang et al., 2021,Samolis et al., 2021].

Although its great sensitivity down to a single virus level [Zhang et al., 2021],

scanning MIP has inherent limitations associated with scanning itself such as slow-

ness, low-throughput, and mechanical instability. Bai et al. [Bai et al., 2019] has

overcome these challenges and demonstrated a wide-field MIP microscopy approach

by probing interferometric reflectance measurement. To achieve this on very fast

complementary metal-oxide-semiconductor (CMOS) cameras, a virtual lock-in cam-

era technique has been introduced. Camera-based MIP systems have been already

applied to extend various label-free imaging methods including low-coherence inter-

ference microscopy [Schnell et al., 2020], quantitative phase imaging [Zhang et al.,

2019,Tamamitsu et al., 2020], and dark-field imaging [Zong et al., 2021] and led to

applications in histopathology and living cells. However, individual nanoparticle de-

tection in wide-field MIP remains still challenging due to the very weak scattered
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light from nanoparticles. As a consequence, single nanoparticles are invisible under

strong background illumination.

In this chapter, we introduce bond-selective interferometric scattering microscopy

for biological nanoparticle fingerprinting. We utilize layered substrate to increase

interferometric contrast by reducing background and enhancing the scattered field.

By probing the mid-IR absorption-induced photothermal effect, this study enables

chemical specificity beyond the surface affinity. Our technique provides vibrational

spectroscopic sample information which is not accessible in the previous wide-field

interferometric scattering microscopy approaches. A theoretical framework for the

interferometric photothermal contrast mechanism is discussed. The system perfor-

mance is evaluated using poly (methyl methacrylate) (PMMA) film and beads. To

show chemical imaging of biological nanoparticles, we provided examples of Staphy-

lococcus aureus (S. aureus), Escherichia coli (E. coli), and Candida albicans (C. albi-

cans). The results show promise for high-throughput and sensitive label-free imaging

of a broad size range of individual bio-nanoparticles, including viruses and exosomes,

with high chemical specificity.

5.2 Theoretical considerations

5.2.1 Interferometric photothermal contrast mechanism

As described in Chapter 2, wide-field interferometric microscopy utilizes common-

path interferometry configuration for highly sensitive and stable coherent detection

of scattered light from nanoparticles. To minimize the IR absorption by thin layer,

we use 70 nm Si3N4/Si substrate as depicted in Figure 5·1. The nitride film thickness

d is nearly λSi3N4/4 where λSi3N4 is the wavelength of the light propagating in the

nitride layer. This specific layer thickness not only minimizes the reflected light

through destructive interference but also enhances the total scattered light through
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Figure 5·1: Layout of the common-path interferometric detection,
nanoparticle is placed on top of 70 nm Si3N4/Si layered substrate. The
visible incidence field (Ei) scatters from sample (Es) and reflects off
the substrate surface (Er). The mid-IR pump beam absorbed by the
nanoparticle causes temperature rise (∆T ) and induces change in parti-
cle’s polarizability (∆α) which is a function of size and refractive index
change. The pump is incident on the sample with an oblique angle
(θ =∼ 62◦) close to the Brewster’s angle to improve the IR transmis-
sion and to avoid absorption by the OL.

the constructive self-interference of the forward and backward scattered light.

The photothermal signal in our system is measured by probing the change in the

interferometric signal. The IR absorption increases the temperature around the vicin-

ity of the nanoparticle. This temperature rise ∆T induces a change in the particle’s

size and refractive index depending on its linear thermal-expansion βr = 1/rdr/dT

and thermo-optic βn=1/ndn/dT coefficients. As a result, the nanoparticle’s polar-

izability and the scattered field amplitude change, whereas the reference field is un-

touched. This process is referred to as the photothermal effect which causes the

temperature-dependent signal change. Our formulation, in principle, is similar to

the earlier reported photothermal signal theory based on the scattered field from the
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medium fluctuations [Berciaud et al., 2006,Selmke et al., 2012]. We use the interfer-

ometric scattering contrast mechanism discussed in Chapter 2. Using equation 2.12,

we can express the signal difference ∆S between IR-on (Shot) and IR-off (Scold) states

as follows:

∆S = Shot − Scold = 2|Er|∆|Es|and∆|Es| = |Ehot
s | − |Ecold

s |, (5.1)

where Ehot
s = Es(T0 + ∆T ) and Ecold

s = Es(T0) are respectively the scattered fields

at the IR-on and IR-off states with the pre-IR pulse temperature of T0. Equation 5.1

implies that the interferometric photothermal signal is detected through the linear

detection of the scattering amplitude change with a strong reference field [Huang

et al., 2021]. This has a similar detection principle to that of the interferometric

signal. Similar to equation 2.13, the photothermal image contrast can be expressed

as the interferometric contrast difference at two states.

∆Sc = Shotc − Scoldc = 2∆|Es|
|Er|

= Sc
∆|Es|
|Ecold

s |
. (5.2)

We measure the photothermal signal as the intensity difference at the camera. To

generalize the photothermal signal quantification, we define the intensity modulation

fraction which can be expressed as the ratio of the photothermal signal to the inter-

ferometric signal at the pre-pulse state MPT = ∆S/Scold. By plugging equation 2.9,

the modulation fraction can be calculated as follows [Zhang et al., 2021]:

MPT = ∆S
Scold

= ∆Sc
Scoldc

= ∆|Es|
|Es|

∝ ∆α
α
≈ 3∆T

(
βr + 2εp

(εp + 2εm)(εp − εm)βn
)
. (5.3)

The equations above indicate that the photothermal signal contrast scales with

the modulation fraction and interferometric contrast. Therefore, reference reduction

through either substrate engineering [Avci et al., 2016] or pupil engineering [Avci
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et al., 2017a,Cole et al., 2017,Cheng et al., 2019] could enhance the visibility of the

photothermal signal. The photothermal modulation is typically in negative five-six

orders of magnitude for a given 1K temperature rise (see Figure 5·2). For example,

PMMA has linear thermal expansion coefficient of βr = 90 × 10-6 K-1 [Mark et al.,

2007] and thermo-optic coefficient of nPMMAβn = -1.1 × 10-4 K-1 [Kasarova et al.,

2010] with a refractive index of nPMMA = 1.49 [Tsuda et al., 2018]. The modulation

fraction for a PMMA bead surrounded in air then becomes nearly 0.01% at ∆T =

2K.

3×10 -4
Cold
Hot

Figure 5·2: Simulated scattering polar plots of 100 nm PMMA bead
on silicon substrate in the hot PHot(θ) and cold Pcold(θ) states and
corresponding photothermal polar plot obtained by subtracting hot and
cold states, PPT (θ) = PHot(θ) − PCold(θ). The signals are normalized
by the maximum intensity value in the cold state. The simulation
parameters at 520 nm illumination wavelength: θincident = 0◦, nmedium
= 1, nsilicon = 4.2,nPMMA = 1.49, dn/dT = - 1.1 × 10-4 K-1, dr/dT =
90 × 10-6 K-1, T0 = 298 K.

5.2.2 Theoretical simulations

To accurately characterize the photothermal contrast mechanism, we developed an an-

alytical model considering imaging optics and system parameters. We employ image

field representation of optical fields that provides better means for physical optical

system simulations. Our model is built upon the previously developed theoretical

framework for interferometric scattering calculations from an arbitrary shape and
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size particle near a substrate [Sevenler et al., 2017] and extends to the photothermal

signal. The photothermal imaging simulation is split into two steps: (1) numerical

evaluation of far-field scattered field from a particle and (2) calculating image fields

using diffraction integrals. To do so, we first define the system geometry including the

substrate, medium, and particle dielectric functions as well as the illumination wave-

length (λ). The vectorial scattered fields at the infinity (Escat,∞) are then calculated

using metallic nanoparticle boundary element method (MNPBEM) toolbox [Wax-

enegger et al., 2015]. NMPBEM numerically solves full Maxwell’s equations for the

dielectric environment in which the particle and surrounding medium have homo-

geneous and isotropic dielectric functions. In calculations, it utilizes the boundary

element methods (BEM) [García de Abajo and Howie, 2002] which is a computa-

tionally efficient approach for simple geometries. It should be noted that MNPBEM

accounts for the substrate effect on internal and driving electric fields using Green’s

functions. This is very important for accurate analysis of the total back-scattered

field considering the reflections from the surfaces. After numerically calculating the

far-field scattered field, we perform image formation integrals using angular spectrum

representation (ASR) of vectorial electric fields. The ASR framework has been a

powerful tool for a rigorous and accurate description of the field propagation in the

homogeneous media [Novotny and Hecht, 2006]. The electric field distribution at the

image plane can be explained by the superposition of the far-field scattered fields as

follows:

Escat(x, y, z) = A0
j

2π

∫∫
√
k2

x+k2
y≤kNA

1
kz

Escat,∞

(
kx
k
,
ky
k

)
ej(kxx+kyy±kzz) dkx dky (5.4)

where A0 is scaling factor associated with the far-field calculations at the infinity,

k = λ/2π is the wavevector, and kz =
√
k2 − k2

x − k2
y is the wavevector along the
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optical axis z. The integral limits impose filtering pupil function defined by objective

NA. Therefore, the scattered radiation profile has of great importance for contrast

calculations. The image field intensity is then calculated at the camera plane. To

incorporate the photothermal effect into the model, the same steps are iterated after

updating the particle size and refractive index using the thermo-optic [Kasarova et al.,

2010] and thermal-expansion coefficients [Mark et al., 2007] explained above. The

simulation geometry is defined for a 500 PMMA bead (n = 1.49) placed on top of a

silicon substrate (n = 4.2). We set the imaginary part of the silicon refractive index

to zero since it is negligibly small compared with the real part at the illumination

wavelength (λ = 520 nm). We assumed plane wave illumination from above. This is a

valid approximation for the nearly collimated sample illumination in the experiments.

To speed up the successive simulations, reflected Green’s functions are pre-calculated

and stored in the memory. The reference field image is similarly calculated using

Fresnel’s reflection coefficients and mapped into the image field. The final image

becomes the intensity of the coherent sum of both image fields.

5.2.3 Temperature dependence of photothermal signal

The scattering signal is differentiable in the temperature domain. We can write the

derivative of the scattered field Escat as follows:

lim
∆T→0

∆T dEscat(T )
dT

= Escat(T + ∆T )− Escat(T ) (5.5)

In our system, the infrared (IR) absorption induced the temperature change is less

than 5 K for a 500 nm PMMA bead. Also, we numerically demonstrate that the scat-

tered field modulation depth (∆E/E) for a 1 K temperature increase is about 10−4.

This modulation depth is determined by the sample’s thermo-optic and thermal-

expansion coefficients. Applying the chain rule on equation 5.5, the modulation depth
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Figure 5·3: Simulated temperature dependence of photothermal sig-
nal for 500 nm PMMA bead. Simulation parameteres are the same in
Figure 5·2

for |∆E| � |E| can be written in a linear form,

∆E
E

= ∆T dEscat(T )
dT

= ∆T
[
∂Escat(r, n)

∂r

dr

dT
+ ∂Escat(r, n)

∂n

dn

dT

]
(5.6)

Together, our assumption in equation 5.6 holds for small temperature changes

owing to the sample’s linear temperature response and very small thermal coefficients

in the -4 orders of magnitude at the room temperature [Mark et al., 2007]. The

simulated photothermal response curve as a function of ∆T is shown in Figure 5·3.

We point out that this linearity breaks at the large temperature changes of ∆T >30

K. This stems from the fact that the photothermal effect induces a strong change in

the scattered field which scales with the third power of the particle’s size. That is

to say, the modulation depth should be within the range of 0.01 for the assumption

of the scattered field’s linear temperature dependence. Otherwise, the modulation

depth dependent temperature change calculations can be performed by polynomial

curve fitting to the theoretical findings.
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(a) (b)

Figure 5·4: (a) Temperature distribution when a 500 nm PMMA bead
is heated by the IR pulse. The time is at 500 ns after the rising edge
of the IR pulse. (b) Temperature rising for different sizes of PMMA
beads.

5.2.4 Photothermal effect COMSOL simulations

The analytical model introduced discussed can be used to calculate the photother-

mal image formation of a specific sample with known size and refractive index. To

investigate the photothermal process, the size and refractive index of both “hot” and

“cold” states need to be known. With the known thermo-optic ( dn
dT
) and thermal-

expansion ( dr
dT
) coefficients, the temperature of “hot” and “cold” states need to be

solved. The transient temperature profile for a particle placed on a silicon substrate

is simulated in COMSOL Multiphysics. We performed the simulations in two steps.

First, we numerically evaluate the absorbed mid-infrared power Pabs by a 500 nm

PMMA particle. The total absorbed power is related to the mid-infrared beam inten-

sity I and the absorption cross-section σabs, Pabs = σabs ·I. Using the particle’s optical

parameters including the size and dielectric constant, the absorption cross-section is

calculated in the electromagnetic wave, frequency domain module. The mid-infrared

beam intensity at the center of the IR focus is input from the experimentally measured

power and beam size. The experimental details are explained in the results section.
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In the second step, we calculate the transient temperature rise using the COMSOL’s

heat transfer in the solids module which takes the pre-calculated absorbed power as

an input from the initial step. To do so, we define the geometry in which the bead

sits on top of the substrate. The bead is treated as a uniform heat source, which is

reasonable as a result of the roughly uniform absorbed power distribution from the

simulation result in the first step. The thermal diffusion process is calculated as the

following equations:

ρCp
∂T

∂t
+∇ · q = Q (5.7)

q = −k∇T (5.8)

where ρ is the density of the material, Cp is the heat capacity at constant pressure,

T is temperature, t is time, k is the thermal conductivity. The COMSOL’s heat

transfer in the solids module can numerically solve these equations and obtain the

temperature distribution in the time and space domain of the full system.

The transient temperature response of the PMMA bead in the time domain can

be obtained. The temperature is calculated from the temperature distribution by

integrating the temperature of the whole volume of the PMMA bead and dividing

by the volume. Figure 5·4b shows the transient temperature response from different

size parameters ranging from 50 to 500 nm. These plots are calculated for the exper-

imentally obtained pulse parameters used in Figure 5·4a. It is clearly seen that ∆T

decreases with the size since the heat dissipation constant is much faster for smaller

particles. Therefore, the small nanoparticles require a much shorter IR pulse width.
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Figure 5·5: Schematic of wide-field interferometric mid-infrared pho-
tothermal microscopy. L1-L2: achromatic doublets; BS: beam-splitter;
M1: gold mirror; P1: parabolic gold mirror; AOM: acousto-optic mod-
ulator; OL: objective lens.

5.3 Experimental considerations

5.3.1 Experimental setup

The schematic of our bond-selective interferometric scattering microscopy is illus-

trated in Figure 5·5. The green pump beam is frequency-doubled from a femtosecond

(fs) laser (Chameleon, Coherent) operating at 80 MHz with 1040 nm wavelength and

100 fs pulse width by second-harmonic generation (SHG) process using a non-linear

crystal. The resulted laser beam has a 520 nm central wavelength with a 9 nm band-

width, reducing speckles in the images owing to its low temporal coherence length.

Before the SHG, the fs beam is chopped by an acousto-optical modulator (AOM,

R23110-0.5, Gooch and Housego) at 200 kHz with a 50% duty-cycle square waveform.

To provide wide-field sample illumination, the green laser is focused on a microscope

objective’s (CFI TU Plan Fluor EPI 50×, NA 0.8, Nikon) back-pupil plane in Köhler
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illumination configuration using a field lens (L1) with a 75 mm focal length. This

illuminates the sample of interest with a plane wave at an incident angle defined by

its location at the objective back-pupil. The objective lens is mounted on an objec-

tive piezo scanner (MIPOS 100 SG RMS, Piezosystem Jena) to adjust the objective

nominal focus and acquire defocus image scans. To hold the substrate stable in the

vertical direction, the substrate is held by a custom-built vacuum chuck mounted on a

tip/tilt kinematic mount. The sample is translated by a manual XYZ stage with dif-

ferential adjusters (PT3A/M, Thorlabs). To achieve normal incidence on the sample,

we ensure that the green laser is focused at the center of the back-pupil by adjusting

the two tip/tilt mirrors before the field lens. The normal incidence realizes a radially

symmetric point spread function (PSF) [Yurdakul et al., 2020]. We utilize this fact to

fine-tune the mirrors by imaging spherical beads. The epi-illuminated sample is then

imaged onto a 5.0 MP monochromatic area-scan CMOS camera (GS3-U3-51S5M-C,

FLIR) through a tube lens (L2).

5.3.2 Backside IR illumination

(a)

θ

s

p

p

p

p

Op�cal axis

(b)

Figure 5·6: Back-side IR illumination optimization. (a) Calculated
transmission of silicon substrate for polarized IR beam at various an-
gle of incidence. Simulation parameters: ν̃illumination = 1650 cm−1,
nsilicon = 3.4, nmedium = 1. The imaginary part of silicon refractive
index is omitted in the transmission calculations. (b) Topological po-
larization rotation of IR light from s to p polarization state.



95

A pulsed mid-IR tunable quantum-cascaded laser (QCL, MIRcat, Daylight solu-

tions) illuminates the substrate from the backside at an oblique angle of ∼61◦ which

goes beyond the objective’s acceptance angle of 53◦. The collimated IR beam is fo-

cused on the substrate’s front surface using a parabolic gold mirror (P1). There are

two main reasons for using the oblique IR illumination: (1) it avoids the IR absorption

by the objective lens which creates random signal fluctuations and (2) it can improve

the IR transmission that enhances the photothermal signal. To increase the IR trans-

mission in the silicon substrate, we utilized Brewster’s angle in which p-polarized light

reflection reduces to nearly zero. To do so, we topologically rotate the polarization

state of the factory default IR from s-polarized to p-polarized as shown in Figure 5·6.

We use two 45◦ gold mirrors in a periscope configuration but pointing each other at

a 90◦ axial rotation such that the incident beam along the x-axis propagates at the

y axis. The first mirror reflects the light upwards and upon this reflection the polar-

ization state changes from s to p. The second mirror preserves its polarization state

with respect to the optical axis of the substrate. The arrangement of the mirrors was

placed accordingly to this design right after the IR laser output. The IR beam is

incident at the angle of 61◦. As shown in the transmission simulations, this oblique

illumination provides 84% transmission for p polarization compared with 20% trans-

mission in the initial s polarization state. The simulations are numerically calculated

using Fresnel’s reflection coefficients. The calculations omit the nitride layer since it

has negligible absorption. Overall, the IR transmission is enhanced about four-fold

compared to that of the initial s-polarized beam, providing higher IR power on the

sample.

5.3.3 Camera-based photothermal signal detection mechanism

To measure the photothermal signal in the wide-field system, we employed the virtual

lock-in camera detection reported in [Bai et al., 2019]. As shown in Figure 5·7a,
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while a pulse train of visible beam continuously illuminates the sample, the IR beam

simultaneously illuminates the sample at every other camera frame. In other words,

the IR beam is turned on and off at the subsequent frames. We refer the IR-on

and IR-off frames to “hot” and “cold”, respectively. The photothermal image is then

obtained by taking the difference image, subtracting the cold frames from the hot

frames. The time delay td denotes the delay between individual IR and visible pulses.

The camera, visible, and IR beams are synchronized by a pulse generator master

clock which externally triggers each instrument. The pulse generator (9254-TZ50-

US, Quantum composers) outputs three pulse waves with different duty cycles, pulse

widths, and time delays. This allows for individually controlling the AOM, camera

exposure, and mid-IR QCL. The AOM is triggered at 200 kHz with a 200 ns pulse

width to obtain the 200 ns visible pulse train. The camera is triggered at 200 Hz using

the duty cycle mode at 1 on and 999 off. To obtain the hot and cold frames, the mid-

IR QCL laser is externally triggered at 200 kHz using duty cycle mode at 1000 on and

1000 off. The IR-pulse width is set to 1 µs using QCL’s internal settings. The time

delay td was set to ∼500 ns to maximize the photothermal signal. td is empirically

determined by measuring the transient photothermal response via time-gated pump-

probe approach [Zhang et al., 2019]. For the particle of interest, the photothermal

signal peaks around the same delay. Therefore, we keep the delay constant unless

otherwise noted.

The image acquisition and hardware, that is the piezo scanner and pulse gen-

erator, control is implemented on a custom-built Python. For acquisition, we use

an open-source Python module named “PySpin” provided by the camera company.

The camera captures the frames sequentially at each trigger pulse and transfers them

to the computer via the universal serial port. Each image is self-normalized by the

average intensity at a predetermined region of interest out of the IR spot. This min-
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Figure 5·7: (a) Virtual camera lock-in detection. The synchronization
and timing are controlled by the pulse generator which externally trig-
gers the pump, probe, and camera. T period of the IR and pump pulse
which is set to 200 kHz. The camera frame rate is set to 200 Hz. The
pump beam is modulated at 100 Hz such that odd frames are IR-on
(Hot) and even frames are IR-off (Cold). Time delay td between the
pump and probe beams are controlled for transient thermal response
measurements and maximized photothermal signal. Zoom-in shows the
pump and probe pulses monitored by an oscilloscope. (b) Block dia-
gram of electronic connections for system control and signal detection.
The pulse generator generates the master clock at 200 kHz and triggers
the components at the aforementioned frequencies. (c) Experimental
photothermal image calculation by subtracting the cold frame from the
hot frame. The sample is 500 nm PMMA beads on the nitride sub-
strate. The IR wavelength is tuned to the 1729 cm-1 vibrational peak
of the C=H bond.

imizes the effect of the possible visible laser intensity fluctuations across the multiple

frames. Even/odd-numbered frames are then temporally stored in the memory and

directly averaged into a single 2D array at their corresponding data arrays as “hot”

and “cold”, respectively. A large number of frame averaging is required to obtain high

SNR that can distinguish the photothermal signal from the background noise. We
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typically acquire 10000 frames in total, that is, 5000 hot and 5000 cold. The frames

are averaged in real-time. This computationally efficient image acquisition approach

significantly reduces the memory and space requirement for a large number of frames

(O(N)→ O(1)). In other words, only two averaged hot and cold images (a few MBs)

are saved on the disk at the end of each photothermal image acquisition, instead of

saving gigs of image data to average at the post-process. We note that all images can

also be saved for the SNR characterization experiments.

5.4 System validation and characterization

5.4.1 IR spot visualization

To evaluate our system’s performance, we first demonstrated the mid-IR absorption

by a thin film of PMMA spin-coated on a silicon substrate. As shown in Figure 5·8, the

IR focus on the substrate was elongated along the horizontal axis due to the oblique

incident angle. This provided nearly 30 µm × 60 µm of FOV for the photothermal

detection. The IR focus can be adjusted to a more circular spot by changing the

parabolic mirror’s position with respect to the substrate, but the defocused IR focus

could reduce the IR intensity and thus the photothermal signal. For the sake of the

proof-of-concept experiments with high-SNR, we kept the IR focus smaller. Note

that, we cropped the rectangular image FOVs into squares to obtain symmetric data

visualization throughout the manuscript.

5.4.2 Noise analysis

Our photothermal microscopy in practice can achieve shot-noise-limited sensitiv-

ity. The noise-floor in the interferometric signal is dominated by the photon shot

noise [Taylor and Sandoghdar, 2019]. However, the wide-field laser illumination cre-

ates heterogeneous background across the FOV. The interferometric contrast from
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Figure 5·8: Bond-selective interferometric imaging of PMMA thin-
film on top of a silicon substrate. Interferometric MIP images at C=O
stretching absorption peak of 1729 cm-1 and off-resonance wavenumber
of 1600 cm-1 . The dashed square indicates the region of interest in the
analyzed photothermal images. Photothermal image acquisition time:
10 s (1000 frames). IR power: 6.05 mW @ 1729 cm-1 and 5.73 mW @
1600 cm-1. Scale bar: 20 µm

nanoscale samples can be buried under such heterogeneity. Luckily, the photother-

mal detection is immune to those variations, providing nearly background-free im-

ages [Boyer et al., 2002]. The differential images only have the shot-noise contribu-

tion from the background signal. Although there exist contrast variations across the

pixels, the shot-noise level variations become quite negligible owing to relatively small

differences.

We experimentally evaluated the noise in our imaging system. We measured the

noise in differential frames of the same FOV captured at a various number of collected

photons (P). This minimized the background fluctuations due to the nonuniform laser

illumination. Figure 5·9 shows our noise calculations in the logarithmic scale. The

fitted curve as a function of P was αP 0.498 with a constant scaling factor of α. The ex-
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(b)(a)

Figure 5·9: SNR analyis. (a) Calculated noise in a single photother-
mal image for different collected photons (P). The fitted curve (αP 0.498)
has a slope of 0.498 in logarithmic scale, indicating shot-noise-limited
detection. The total number of electrons in a single pixel is nearly 10
ke-. (b) Photothermal SNR calculated for different number of frames
(N ) averaging. The fitted curve (αN0.505) has a slope of 0.505 in loga-
rithmic scale, indicating random noise-source with minimal mechanical
instability and fixed pattern artifacts.

ponent of the curve was very close to the theoretical value of 0.5. This indicated that

our camera grants the shot-noise-limited detection for sufficiently saturated frames.

The aforementioned modulation fraction was in the orders of the camera’s shot-noise

limited contrast which is defined by 1/
√

P. Frame averaging of shot-noise-limited

images can reduce the noise floor by a factor of the square root of the number of

frames N. Therefore, multiple difference images were averaged in practice to obtain

the photothermal signal with good data fidelity. The PMMA film was a great ex-

ample of SNR improvement upon frame averaging since a single photothermal frame

had an SNR of 1.2. The SNR was calculated by dividing the maximum signal by

the background standard deviation outside the IR spot. As shown in Figure 5·9,

the experimental image SNR was consistent with the theoretical curve which scales

with αN0.505. This indicated that the photothermal SNR can be greatly improved

by frame averaging with minimal mechanical noise during the acquisition. Further-
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more, SNR can be improved by using a large pixel-well-depth camera recently used

in interferometry measurements [Schnell et al., 2020].

(a)

(c)

(b)

1200 cm-1

1729 cm-1Cold

1600 cm-1 (d)

Figure 5·10: Bond-selective interferometric imaging of 500 nm PMMA
beads. (a) Interferometric cold image. (b-c) Interferometric MIP im-
ages at C=O stretching absorption peak (1729 cm-1) and off-resonance
(1600 cm-1), respectively. (d) Cross-section profile indicated by the
white dashed line along the single bead in (b). The FWHM of the
Gaussian fit is nearly 300 nm. The minimum and maximum points
coincide at 500 nm separation (∆feature = 500 nm). The beads in
the interfaces appears to be Gaussian-shaped objects with (∆bead =
350 nm), resulting in the deconvolved PSF with 357 nm FWHM
(∆PSF =

√
∆2
feature −∆2

bead = 357 nm). Photothermal image acquisi-
tion time: 50 s. IR power: 2 mW @ 1729 cm-1 and 3.8 mW @ 1600 cm-1.
Scale bars: 10 µm

5.4.3 Resolution analysis

Next, we perform proof-of-principle experiments on 500 nm PMMA nanospheres to

demonstrate photothermal imaging of individual particles. The PMMA beads have
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a refractive index similar to biological nanoparticles, having similar particle polariz-

ability for a given size (see equation 2.9). Therefore, the interferometric contrast from

PMMA beads is very close to those from the same size viruses or bacteria. A 100 mm

double side polished 100 nm low-pressure chemical vapor deposition (LPCVD) Ni-

tride (Si3N4) on silicon (Si) wafer with 500 µm thickness (University Wafer) was first

etched down to ∼70 nm. A photolithography process was then used for patterning

the reference regions for easy focus finding, followed by dicing to 10 mm × 20 mm

rectangular chips. Half of the substrate interfaces with the vacuum chuck, the re-

maining part is used for samples. A stock solution of 500 nm PMMA nanospheres

(MMA500, Phosphorex) was diluted with deionized water by 1:10, followed by a spin

coating on the nitride substrate. Figure 5·10a shows the interferometric image from

a cropped FOV, showing nearly a contrast level of 2. To obtain chemical imaging

of these beads, we target the carboxyl group around the C=O stretching absorption

peak at 1729 cm-1. This resonance photothermal image has an SNR of 9. When the

IR wavelength is tuned to off-resonance at 1600 cm-1, we observe no photothermal

contrast. As we expected, the background heterogeneity due to the laser illumination

is greatly reduced in the photothermal images. This shows consistency with the dif-

ferential images obtained under interferometric scattering microscopy [Ortega Arroyo

et al., 2014]. Furthermore, our photothermal measurements can achieve diffraction-

limited lateral resolution in the visible spectrum (see Figure 5·10d). According to

Rayleigh’s resolution definition, the first minimum of the cross-section profile across

the 500 nm beads coincides with the peak value around 500 nm. Under Gaussian

object [Yilmaz et al., 2015] approximation, the deconvolved PSF is 357 nm which is

close to λ/2NA.
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Figure 5·11: Experimental validation of photothermal image forma-
tion modeling. (a) Experimental and (b) simulated photothermal image
of a 500 nm PMMA bead at 1729 cm-1. (c) Modulation depth (∆I/I)
cross-section profiles in (a-b). (d) Temperature change (∆T ) histogram
of the detected 500 nm PMMA beads. The temperature change is cal-
culated at each bead’s peak contrast using the linear relationship with
the modulation depth. Scale bar: 1 µm.

5.4.4 Validation of theoretical calculations

This experimental validation data is obtained in a dark-field version of our setup

since it can achieve better SNR for a given particle size. The probe part of this

setup is conceptually the same as in the previously discussed 4f setup in [Avci et al.,

2017a]. This setup blocks 99.9% of the reflected light at the conjugate plane of

the objective back focal plane. The image formulation framework detailed above

was verified in two steps using the experimental photothermal image of a 500 nm

PMMA bead. We first calculate the modulation depth from the BEM simulation



104

-2000 -1500 -1000 -500 0 500 1000 1500 2000
Delay, td (ns)

0

0.2

0.4

0.6

0.8

1

1.2

N
or

m
al

iz
ed

 p
ho

to
th

er
m

al
 s

ig
na

l (
a.

u.
)

0

0.5

1

1.5

2

2.5

Te
m

pe
ra

tu
re

 c
ha

ng
e 

(K
)

Experimental
Simulation

Figure 5·12: Transient temperature response analysis. Experimental
and simulated transient temperature response for 56 particles. The
temperature decay time constant is 915 ns.

using the PMMA’s optical and thermal coefficients at ∆T = 1 K. Since the

modulation depth can be linearly related to the small temperature changes ∆T (see

Figure 5·3), ∆T of the PMMA beads can be obtained backward from the experimental

results. The experimental photothermal modulation depth image of a 500 nm PMMA

bead on the silicon substrate is shown in Figure 5·11. The modulation depth was

calculated as the ratio between photothermal image and peak contrast value at the

cold state. Figure 5·11b is a simulation photothermal modulation depth image which

is scaled to the same maximum value in Figure 5·11a. The cross-section profiles in

Figure 5·11c show consistency between the experimental and simulated results. We

then calculated the ∆T histogram for PMMA beads as shown in Figure 5·11d. The

maximum temperature rising across the FOV was calculated as nearly 2 K which is

consistent with the COMSOL simulations.

The simulated temperature rising and the experimental photothermal signal ver-

sus delay scan of 56 individual PMMA beads with a 500 nm diameter is shown in

Figure 5·12. For each specific delay value, the photothermal signal is proportional to

the integrated temperature change within the time window of the probe pulse, which
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Experimental
Fitted curve

Figure 5·13: Photohermal signal stability in frame averaging. The
phothothermal SNR of 500 nm PMMA beads calculated at different
number of frames averaging. The experimental data is fit to an expo-
nential function y = αxn with n = 0.43. IR power: 6 mW @ 1729 cm-1.

has a 200 ns pulse width as introduced in the previous section. In other words, the

curve shape of the experimental delay scan is a convolution of the simulated temper-

ature curve with the 200 ns probe pulse. Figure 5·12 shows that the experimental

delay scan curve is not distorted too much compared to the simulation, which means

the 200 ns pulse width is short enough to probe the highest temperature change.

We point out that the transient response curves depend on sample size and IR pulse

shape. Considering the pulse shape and particle size in this study, the time delay is

carefully determined to obtain the maximum photothermal signal during the exper-

iments. The photothermal images are then acquired using the optimized delay scan

value that corresponds to the highest photothermal signal.

5.4.5 Mechanical stability in acquisitions

Figure 5·13 further shows the noise analysis of 56 PMMA beads over a different

number of frames averaging N . The noise is calculated as the standard deviation of

the photothermal image background nearby the particles. The exponential fit to the
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Figure 5·14: Photothermal signal of 500 nm PMMA beads at dif-
ferent number (N ) of averaged frames. Ppump =, ν̃pump = 1729 cm−1

vibrational peak of the C=H bond, camera FPS: 400 Hz, scale bar: 10
µm.

experimental SNR values was found to be SNR ∝ N0.43. The slight variation from

the theoretical value of 0.5 could be attributed to the mechanical noise in the imaging

system. The photothermal image results at different frame averaging have been also

shown in Figure 5·14.

5.5 Biological experiments

5.5.1 Bacteria and Fungi sample preparation

We used two strains of bacteria S. aureus ATCC 6538 and E. coli BW 25113 in

this study. These strains were obtained from the American Type Culture Collection

(ATCC) and the Biodefense and Emerging Infections Research Resources Repository

(BEI Resources), respectively. To prepare bacteria samples for chemical imaging,

bacterial strains were first cultured in cation-adjusted Mueller-Hinton Broth (Thermo

Fisher Scientific) media and grown to the logarithmic phase. 1 mL of bacteria sample

was centrifuged, washed twice with purified water, and then fixed by a 10% (w/v)

formalin solution (Thermo Fisher Scientific). To load the bacteria sample, 2 µL of

either S. aureus or E. coli bacteria solution was incubated on the substrate at room

temperature until the surface dried.



107

1650 cm-1

1729 cm-11549 cm-1

Cold(a)

(c)

(b)

(d)

Figure 5·15: Bond-selective interferometric imaging of S. aureus bac-
teria. (a) Interferometric cold image. (b-d) Multi-spectral MIP images
at discrete wavenumbers; (b-c) Amide I (1650 cm-1) and II (1549 cm-1)
bands, and (d) C=O bond (1729 cm-1). The left two arrows in DC
image (a) indicates sample like features which disappear in MIP im-
ages. The upper right arrow indicates that the negative interferometric
contrast from S. aureus due to its size appears to be negative in the
MIP images. IR powers: 12.4 mW @ 1650 cm-1, 9 mW @ 1549 cm-1,
and 6.05 mW @ 1729 cm-1. Photothermal image acquisition time: 50 s
(5000 frames). Scale bars: 10 µm

5.5.2 Bond-selective bacteria imaging

To demonstrate bond-selective interferometric imaging of single biological nanoparti-

cles, we study bacteria and fungi as testing models. Figure 5·15 shows hyperspectral

imaging of spherical S. aureus bacteria directly immobilized on the substrate. The

interferometric image clearly shows their size variation across the FOV, since the

contrast is related to the particle’s size. To target major protein absorption peak in
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Amide I band, the IR wavelength is tuned to 1650 cm-1. The obtained photothermal

image has a strong photothermal contrast with an SNR of about 60, indicating the

rich protein content in S. aureus cells. Furthermore, Amide II band at 1549 cm-1 and

off-resonance C=O stretching bond at 1729 cm-1 show the distinctive spectroscopic

imaging at the same FOV. The weak-contrast at off-resonance wavelength comes from

the residual IR absorption in the vibrational fingerprint region [Li et al., 2019]. Ow-

ing to the chemical specificity, photothermal detection is immune to the scattered

signal from the unspecific immobilized particles. The interferometric particle signal

indicated by the left arrow in Figure 5·15 disappears in the photothermal images,

showing no contrast. The dark contrast particles (see e.g., the middle arrow), seems

to be associated with unwanted signals based on the one-to-one comparison. However,

the dark contrast particle indicated by the right arrow has photothermal contrast.

This result further emphasizes the chemical specificity of our technique which was

inaccessible in the conventional interferometric microscopy. We also point out that

the photothermal contrast could be a positive or negative sign. This stems from the

fact that thermo-optic and thermal expansion counteract each other. Their overall

effect on the photothermal signal strongly depends on the particle’s size [Li et al.,

2017]. Either one could be dominant or cancel each other. Thus, some materials of a

certain size could be invisible in this technique.

Next, we image rod-shape E. coli bacteria in the fingerprint region as shown in

Figure 5·16. Similar to the S. aureus cells, the hyperspectral images are acquired at

Amide I (1650 cm-1) and II (1549 cm-1) bands and C=O stretching bond (1729 cm-1).

The Amide I band shows the strongest photothermal signal with an SNR of about 22,

which is three-fold less than the S. aureus cells. Nevertheless, E. coli photothermal

images also exhibit distinctive signal levels at the Amide II band and C=O bond.

The C=O bond has a much weaker photothermal contrast. We also observe that one
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Figure 5·16: Bond-selective interferometric imaging of E. coli bacte-
ria. (a) Interferometric cold image. (b-d) Multi-spectral MIP images
at discrete wavenumbers; (b-c) Amide I (1650 cm-1) and II (1549 cm-1)
bands, and (d) C=O bond (1729 cm-1). IR powers: 12.4 mW @
1650 cm-1, 9 mW @ 1549 cm-1, and 6.05 mW @ 1729 cm-1. Photother-
mal image acquisition time: 50 s (5000 frames). Scale bars: 10 µm

of the E. coli cells have negative photothermal contrast although its interferometric

image contrast is positive. Interestingly, another E. coli with negative interferometric

contrast has positive photothermal contrast. These results indicate that photothermal

signal signs of the same type of particles could vary even for similar interferometric

contrast levels due to the difference in their size and shape. Together, these two

distinctive bacteria results show the promise of this bond-selective interferometric

scattering microscopy for high-throughput and multiplex differentiation of diverse

bacteria populations.
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5.5.3 Bond-selective fungi imaging
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Figure 5·17: Bond-selective interferometric imaging of C. albicans.
(a) Interferometric cold image of C. albicans. (b-d) Multi-spectral MIP
images at discrete wavenumbers; (b) protein Amide I band (1650 cm-1),
(c) CH2 bending (1450 cm-1) in lipid and protein bonds, (d) off-
resonance (1800 cm-1), and (e) C=O stretching (1742 cm-1) in phos-
pholipid esters. (f) Cross-section profile indicated by the white dashed
line along the lipid droplet in (e). The FWHM of the Gaussian fit is
1.64 µm. IR powers: 11.35 mW @ 1650 cm-1, 11 mW @ 1450 cm-1,
8.7 mW @ 1800 cm-1, 12.9 mW @ 1742 cm-1. Photothermal image
acquisition time: 20 s (1000 frames). Scale bar: 20 µm

We further investigate the capability of our technique on micron-scale single cells.

We image C. albicans fungi which have oval morphology. Since these cells are several

microns in diameter larger than diffraction-limited resolution, the temporal coher-

ence of the laser source hinders visualizing inside the cells due to the speckle noise.

To address this limitation, we replace the green laser illumination with a partially

coherent blue light-emitting diode (LED). This greatly reduces the speckle noise as

shown in Figure 5·17. The LED illumination is achieved in Köhler configuration

which provides source-free and highly uniform sample illumination. We note that the
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frame rate in this experiments is set to 1250 frame/s using a fast CMOS camera (IL5,

Fastec Imaging). To measure the protein distribution inside the cells, we tune the

IR wavelength to 1650 cm-1 at Amide I band and 1450 cm-1 at the Amide III band.

The strong signal from protein bonds is obtained whereas the off-resonance image at

1800 cm-1 shows no contrast. To avoid the lipid absorption peak, the off-resonance

wavelength is set to 1800 cm-1 in contrast to bacteria samples. Furthermore, we tar-

get the phospholipid ester band at 1742 cm-1 to visualize the lipid droplet inside the

fungi cells. The photothermal image reveals a micron-scale lipid droplet in one of

the cells. The Gaussian fit to the lipid droplet indicated by the dashed line has an

FWMH of 1.64 µm. Our findings show great promise for the understanding of such

subcellular organelles with high chemical specificity.

5.6 Conclusion

In summary, we introduced the bond-selective interferometric scattering microscopy

that enables fingerprinting individual nanoparticles captured on the layered substrate.

We utilize 70 nm Si3N4/Si substrate to increase interferometric contrast by reducing

the reference background. The analytical framework of the interferometric photother-

mal signal mechanism is formulated and a direct relation between the interferometric

contrast and the photothermal signal has been presented. We demonstrate proof-of-

principle biological experiments on S. aureus, E. coli and C. albicans. Our technique

provides high-throughput molecular information beyond affinity-specific molecular

specificity without any labeling. Moreover, this direct chemical imaging method

could open up exciting possibilities for functional bio-nanoparticle analysis. Over-

all, our refined bond-selective interferometric microscopy has a great promise for

high-resolution and high-throughput spectroscopic imaging of a broad size range of

biological nanoparticles without any labeling.
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Chapter 6

Conclusions

6.1 Summary

In this thesis, we introduce new theoretical and experimental concepts in single-

particle interferometric reflectance (SPIR) microscopy. We discuss the analytical

model of the common-path interferometric signal that underlines our physical under-

standing of the contrast mechanism in the presented approaches. The experimen-

tal realizations include careful discussions on the trade-off considerations in imple-

mentation and instrumentation. We show remarkable advancements in the imaging

system’s sensitivity, resolution, and chemical specificity. We establish the vectorial-

optics-based linear forward model in common-path interferometric detection, relating

the sample’s polarizability with intensity images. We develop computational imag-

ing methods using this forward model to expand the capability of conventional SPIR

microscopy to previously unreached levels that can achieve an exceptional lateral res-

olution of 150 nm and sensitivity down to a single 25 nm low-index dielectric nanopar-

ticle. Lastly, we introduce bond-selective SPIR microscopy that enables spectroscopic

imaging in the vibrational fingerprint region by utilizing the mid-infrared induced pho-

tothermal effect. As a versatile microscopy platform, SPIR has a great promise for

high-resolution and multiplexed accurate visualization and chemical characterization

of a broad size range of individual biological nanoparticles with its high sensitivity.

The simplicity of our technique would allow other researchers to implement SPIR

with relatively minor modifications to their existing light microscopy, thus, enabling
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broad impact. We expect that SPIR microscopy has the potential of providing a

simple, easy-to-use, and low-cost alternative for single nanoparticle detection and

characterization beyond the classical limits of ordinary light microscopy.

6.2 Future Research Directions

6.2.1 Label-free nanoscopy in common-path interferometric microscopy

We demonstrated 150 nm lateral resolution in the computational asymmetric illumi-

nation SPIR microscopy project. In the future direction of this project, we speculate

that a path forward exists for improving the resolution down to 100 nm. The source

function could be optimized for higher SPIR contrast, and high-NA objectives with

a shorter wavelength light source could be utilized. Moreover, since the PSF model

is vectorial, i.e., it includes the polarization of fields, we speculate that a further

enhancement for both contrast and resolution can be achieved by using polarization

diversity. Similarly, polarization could also allow for better localization of rod-shaped

metallic nanoparticles such as gold and silver. Especially, elongated nanoparticles

show strong signal dependency with respect to the angle between the polarization

axis and the particle’s long axis.

The most practical add-on would perhaps be through automation of the imag-

ing/acquisition system. In the current project, the images were acquired by manually

rotating the illumination mask introducing a considerable delay between consecutive

images hence limiting the temporal resolution. Therefore, fully-automated control of

illumination configuration, for example using a spatial light modulator or galvo scan-

ner in the illumination path, would enable dynamic measurements with a significant

increase in spatiotemporal resolution. Such devices would also allow for the imple-

mentation of complex source functions including scanning individual or multiplexed

low-NA illuminations across the back-pupil.
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Lastly, the linear forward model can incorporate coupled dipole method that con-

siders multiple scattering [Chaumet et al., 2004]. This could potentially improve

the accuracy of light scattering description. Reconstructions can be extended to

quantify 3D complex permittivity functions. Particularly, prior sample information

such as dielectric coefficients could be utilized in iterative reconstruction algorithms

to retrieve complex dielectric structures at a nanoscale resolution far beyond the

diffraction limit [Zhang et al., 2016b]. In addition, complex iterative reconstruction

algorithms and physics-based learning approaches could be incorporated to enhance

the reconstruction quality and resolution.

6.2.2 Mid-infrared photohermal nano-imaging/sensing

The bond selective interferometric microscopy’s scope was currently limited to wave-

length scale (∼ 500 nm) nanoparticles due to the availability of the laser sources and

camera. Photothermal imaging of sub-100 nm particles requires a much shorter pump

and probe pulses less than 100 ns as a consequence of the direct relationship between

heat dissipation and particle size. By employing such light sources, interferometric

mid-IR photothermal microscopy can achieve chemical sensitivity levels within the

reach of the existing interferometric techniques. This will require special design and

instrumentation care due to the temporal and spatial coherence of the laser source.

To overcome this problem, the adaptive mirrors, rotating diffusers, and AOM could

be coupled into the system. Furthermore, the weak photothermal signal can be sig-

nificantly improved by pupil-engineering in both illumination and collection paths.

Lastly, a linear forward model of the system can be formulated from the analytical

theory established in this dissertation. This would significantly improve the sensitiv-

ity and resolution beyond the reach of any other previously reported MIP techniques

in the literature. Together, chemical optical nanoscopy in the vibrational fingerprint

region could be realized on individual biological nanoparticles including viruses.
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