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ABSTRACT

In the last few decades, the study of many-body quantum systems far from equilibrium

has risen to prominence, with exciting developments on both experimental and theoretical

physics fronts. In this dissertation, we will focus particularly on the adiabatic gauge poten-

tial (AGP), which is the generator of adiabatic deformations between quantum eigenstates

and also related to “fidelity susceptibility", as our lens into the general phenomenon. In

the first two projects, the AGP is studied in the context of counter-diabatic driving proto-

cols which present a way of generating adiabatic dynamics at an arbitrary pace. This is

quite useful as adiabatic evolution, which is a common strategy for manipulating quantum

states, is inherently a slow process and is, therefore, susceptible to noise and decoher-

ence from the environment. However, obtaining and implementing the AGP in many-body

systems is a formidable task, requiring knowledge of the spectral properties of the instanta-

neous Hamiltonians and control of highly nonlocal multibody interactions. We show how

an approximate gauge potential can be systematically built up as a series of nested com-
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mutators, remaining well-defined in the thermodynamic limit. Furthermore, the resulting

counter-diabatic driving protocols can be realized up to arbitrary order without leaving the

available control space using tools from periodically-driven (Floquet) systems. In the first

project, this driving protocol was successfully implemented on the electronic spin of a ni-

trogen vacancy in diamond as a proof of concept and in the second project, it was extended

to many-body systems, where it was shown the resulting Floquet protocols significantly

suppress dissipation and provide a drastic increase in fidelity. In the third project, the AGP

is studied in the context of quantum chaos wherein it is found to be an extremely sensitive

probe. We are able to detect transitions from non-ergodic to ergodic behavior at pertur-

bation strengths orders of magnitude smaller than those required for standard measures.

Using this alternative probe in two generic classes of spin chains, we show that the chaotic

threshold decreases exponentially with system size and that one can immediately detect

integrability-breaking (chaotic) perturbations by analyzing infinitesimal perturbations even

at the integrable point. In some cases, small integrability-breaking is shown to lead to

anomalously slow relaxation of the system, exponentially long in system size. This work

paves the way for further studies in various areas such as quantum computation, quantum

state preparation and quantum chaos.
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Chapter 1

Introduction

1.1 General statement

In the last few decades, the study of many-particle quantum systems far from equilibrium

has risen to prominence, with exciting developments on both experimental and theoreti-

cal physics fronts. With the emergence of quantum simulators, such as ultracold atoms in

optical lattices (Schäfer et al., 2020; Langen et al., 2015) and trapped atomic ions (Blatt

and Roos, 2012), it is possible to experimentally study the coherent dynamics of quan-

tum many-body systems for long times. These developments have stimulated considerable

theoretical research (Eisert et al., 2015; Polkovnikov et al., 2010) including thermaliza-

tion (or the lack thereof) in generic interacting systems (D’Alessio et al., 2016; Deutsch,

2018; Abanin and Papić, 2017; Abanin et al., 2019), and quantum information propaga-

tion (Lewis-Swan et al., 2019; Swingle, 2018).

Since it is impossible to study all potential non-equilibrium behaviors in any single

thesis, we will focus particularly on the adiabatic gauge potential (AGP) (Kolodrubetz

et al., 2017), which is also related to the “fidelity susceptibility", as our lens into the gen-

eral phenomenon. The AGP is the generator of adiabatic deformations between quantum

eigenstates. It also characterizes the distance between nearby eigenstates (also known as the

Fubini-Study metric (Kolodrubetz et al., 2017; Page, 1987; Kobayashi and Nomizu, 1963;

Provost and Vallee, 1980)). It has deep connections to surprising range of topics, including

quantum state preparation (Torrontegui et al., 2013; Guéry-Odelin et al., 2019), quantum

computing (Hartmann and Lechner, 2019; Takahashi, 2017), efficient heat engines (Vil-
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lazon et al., 2019), quantum speed limits (Bukov et al., 2019), quantum chaos (Pandey

et al., 2020; Villazon et al., 2020), and quantum computational complexity (Wurtz and

Polkovnikov, 2020; Wurtz et al., 2020).

A partial explanation for why the AGP shows up in so many different contexts could

be the ubiquitous nature of adiabatic processes in physics. For example, adiabatic pro-

cesses occur in quantum annealing (Santoro and Tosatti, 2006; Santoro and Tosatti, 2008)

in the transport of ultra-cold atoms (Krinner et al., 2014), in many-body state engineer-

ing (Bernien et al., 2017), and in quantum thermodynamics (Salamon et al., 2009; Rezek

et al., 2009)). Also, adiabatic-related concepts are useful for model-building in theoretical

physics (e.g. adiabatic continuity in Landau’s Fermi-liquid theory).

1.2 Overview of the dissertation

This thesis is primarily composed of three papers (Boyers et al., 2019; Claeys et al., 2019;

Pandey et al., 2020) studied in two different contexts – quantum state preparation and

quantum chaos.

We start by introducing AGP in chapter II where we provide different derivations to

emphasize its different defining characteristics and to present the historical development of

the field.

In chapter III and IV, we study the AGP in the context of quantum state preparation.

Conventionally, adiabatic processes are used for those quantum state preparation proto-

cols which are inherently slow and therefore, susceptible to noise and decoherence from

the environment. Alternatively, the AGP can be used to construct Hamiltonians that ef-

fectively speed up adiabatic evolutions; these are called “counter-diabatic (CD) Hamil-

tonians". However, the AGP is a highly non-local operator for complex systems which

makes it experimentally infeasible to implement these CD Hamiltonians. Using tools of

Floquet engineering, a non-local CD Hamiltonian can be mapped to local, periodically-
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driven Hamiltonian. In chapter III, we implemented this driving protocol successfully on

the electronic spin of a nitrogen vacancy in diamond as a proof of concept (Boyers et al.,

2019). In chapter IV, we extended our periodic driving protocol to many-body systems

(Claeys et al., 2019). Specifically, we first showed how an approximate gauge potential

can be systematically built up as a series of nested commutators, remaining well-defined

in the thermodynamic limit. In the second part of the chapter, we showed the resulting CD

driving protocols can be realized up to arbitrary order without leaving the available control

space using tools from periodically-driven (Floquet) systems.

In Chapter V, we study how the AGP norm can be used as an extremely sensitive probe

of quantum chaos. Specifically, the norm of the AGP shows a remarkably different, and ex-

tremely sensitive, scaling with system size for integrable and chaotic systems: polynomial

versus exponential. In two generic classes of spin chains, we found that the AGP can detect

transitions from integrable to chaotic behavior at perturbation strengths orders of magni-

tude smaller than those required for standard measures like energy level statistics (Brody

et al., 1981; Guhr et al., 1998; Mehta, 2004). Due to the AGP norm’s exponential sensi-

tivity, we found a novel regime in which the quantum system is chaotic but not ergodic,

i.e. it shows exponential sensitivity to small perturbations but doesn’t satisfy the eigenstate

thermalization hypothesis. In a follow-up project (Villazon et al., 2020), this regime was

also found in a central disordered spin chain.

In Chapter VI, we conclude with outlook for future.
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Chapter 2

Introduction to Adiabatic Gauge Potential

2.1 Chapter overview

In this chapter, we present a selective historical review with the goal of introducing key

ideas useful for later chapters. The idea of CD driving was first introduced independently

by Demirplak and Rice in 2003 (Demirplak and Rice, 2003) and by Berry (which he called

transitionless driving) in 2009 (Berry, 2009); later in 2013, Jarzynski proposed that CD

driving “can be usefully framed in terms of a generator of adiabatic transport " (Jarzynski,

2013). These ideas were then synthesized in Kolodrubetz et al ’s review (Kolodrubetz et al.,

2017) where the the authors proposed to call the additional velocity-dependent term in CD

driving the “adiabatic gauge potential" (AGP), drawing upon the similarity with gauge

potentials that appear in electromagnetism.

Following this review, we present first Demirplak and Rice’s derivation, wherein the

AGP is introduced by performing a transformation to a moving frame defined by an in-

stantaneous eigenbasis in which the Hamiltonian is diagonal. Secondly, we present Berry’s

derivation using a reverse-engineering technique starting from the standard adiabatic theo-

rem’s equation. Thirdly, we discuss Jarzynski’s derivation, wherein the AGP is introduced

as a generator of adiabatic transport. Finally, we introduce the expression for a “regularized

AGP" in terms of long-time evolution of a local perturbation operator, which emphasizes

that the AGP is in general highly non-local in operator space for generic complex systems.

For a more complete review of CD driving and other related ideas in the field, see the

recent review on Shortcuts to Adiabaticity, cf. (Guéry-Odelin et al., 2019)
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2.2 Derivations of the AGP

2.2.1 Demirplak and Rice’s moving frame derivation

Let us consider a Hamiltonian H with an externally tuned parameter λ 1. For a system

of spins and particles in a box, the magnitude of the magnetic field and the volume, re-

spectively, are examples of parameters λ. As we tune the parameter λ, the eigenstates and

eigenvalues will vary. Specifically,

H(λ)|n(λ)〉= En(λ)|n(λ)〉, (2.1)

where |n(λ)〉 is the eigenstate with corresponding eigenvalue En.

We introduce the AGP by doing a transformation to the moving frame characterized by

the instantaneous energy basis. This is similar in spirit to the rotating frame transformation

one employs for periodic time-dependent Hamiltonians. Just as the periodic Hamiltonian

is static in rotating frame (Bukov et al., 2015), our time-dependent Hamiltonian is diagonal

in the moving frame.

Specifically, let’s go to the moving frame |ψ̃〉 = U†(λ(t))|ψ〉, where U is the unitary

operator that diagonalizes the Hamiltonian H. In this frame, the time evolution is given by:

i~∂t |ψ̃〉= ( U†HU︸ ︷︷ ︸
diagonal

−i~λ̇ U†
∂λU︸ ︷︷ ︸

off-diagonal

)|ψ̃〉

where the first and second terms are diagonal and non-diagonal, respectively, in the in-

stantaneous eigenbasis. The second term is responsible for excitation between eigenstates

depending upon how high the velocity λ̇ is. Though Rice and Demirplak didn’t use the

term “AGP" in their paper, we recognize the second term as the AGP in the moving frame,

i.e. Ãλ = i~U†∂λU . From now on, we work in units with ~= 1 throughout this chapter.

1Note that we will be working with a single parameter λ, but our approach can be generalized easily for
multiple parameters.
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If we add the AGP term to the Hamiltonian H, then the new Hamiltonian will be diago-

nal in the moving frame; this leads to transitionless driving at an arbitrarily fast rate. Such

a Hamiltonian is called the “CD Hamiltonian" 2, i.e., HCD (Demirplak and Rice, 2003;

Demirplak and Rice, 2005) HCD = H0 + λ̇Aλ where AGP in lab frame Aλ is:

Aλ =UÃλU† = i∂λ (2.2)

If we were interested in computing the matrix elements of the AGP in the energy eigen-

basis, the above equation is not convenient to use, as we need to analytically compute

derivatives of the eigenstates; we are interested in studying generic many-body systems

whose spectra are not necessarily analytically known. With this goal in mind, we can de-

rive an alternative expression of matrix elements of the AGP in the energy eigenbasis using

the Hellman-Feynman theorem (Berry, 2009):

〈m|Aλ|n〉=−i
〈m|∂λH|n〉

Em−En
,m 6= n (2.3)

For applying CD driving to many-body systems, we note that the eqn. (2.3) already

highlights an important issue: since the gauge potential is defined in the eigenbasis of the

instantaneous Hamiltonian, it requires exact diagonalization. Furthermore, for increasing

system sizes, it is clear that the denominator can become exponentially small, which can

lead to divergent matrix elements and as a result, gauge potential can be ill-defined in the

thermodynamic limit. We will later show how to regularize the AGP to deal with this issue.

Using eqn (2.3), we can derive another equivalent expression of AGP (Jarzynski, 2013;

Kolodrubetz et al., 2017):

[H,∂λH +[H,Aλ]] = 0 (2.4)

As the name suggests, the AGP has a gauge freedom which corresponds to the gauge free-

2Our notation differs from Rice and Demirplak who called the additional term in the Hamiltonian as the
CD Hamiltonian
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dom in choosing the phases of eigenstates. In the martix form of the AGP (eqn. (2.3)) ,

this corresponds to choosing the diagonal elements while in the operator form (eqn. (2.4)),

it corresponds to the gauge transformation Aλ→ Aλ + f , where f is any function such that

[ f ,H] = 0.

2.2.2 Berry’s reverse engineering derivation

The derivation of Demirplak and Rice is quite general, depending upon the unitary transfor-

mation chosen. In discussing that derivation, we had chosen instantaneous energy eigen-

basis in which Hamiltonian is diagonal, but we could derive a gauge potential for any

unitary transformation. As a result, we didn’t pay much attention to the adiabaticity of the

wavefunction explicitly. In Berry’s derivation, we correct that perspective by starting from

the standard equation for the wavefunction that satisfies the adiabatic approximation and

then finding the additional term in Hamiltonian (which is the AGP) that ensures the whole

Hamiltonian satisfies Schrödinger equation with the adiabatic wavefunction, no matter how

fast the quantum state is driven.

Setting the stage As mentioned in the previous section, let’s suppose the parameter λ(t)

is changed from one value to another. We are working in the basis of instantaneous eigen-

states. The Hamiltonian in this basis will be diagonal, i.e. H0 = ∑n εn|n〉〈n|, where both

eigenstates and eigenvalues will vary through parameter λ. The wavefunction will satisfy a

time-dependent Schrödinger equation given by:

iλ̇
d

dλ
|ψ(λ(t))〉= H0(λ(t))|ψ(λ(t))〉 (2.5)

where time has been parametrized through λ(t). We are interested in the dynamics when

the parameter is changed slow enough 3. Under adiabatic conditions, we can derive that the

3The adiabatic approximation is valid when rate of change of energy levels is smaller than energy gap,
i.e. λ̇|〈m(t)|∂λ|n(t)〉| � ωmn. Recently it was shown that this simple quantitative condition can lead to
inconsistency in certain cases and is not sufficient to ensure adiabaticity (Marzlin and Sanders, 2004; Tong
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wavefunction is given as |ψad(λ(t))〉 = ∑n cneiγn|n〉 where cn are characterized by initial

wavefunction and γn is:

γn =−
λ(t)∫

λ(0)

dλ

λ̇
ε(λ)+ i

λ(t)∫
λ(0)

dλ〈n|∂λn〉, (2.6)

where the first term corresponds to dynamical phase and the second corresponds to geo-

metrical/Berry phase 4.

Reverse engineering To achieve transitionless quantum driving, Berry proposed that we

can add a velocity dependent term in the Hamiltonian λ̇Aλ so that even though wavefunc-

tion is not adiabatic for the total Hamiltonian H0 + λ̇Aλ, it is adiabatic for the original

Hamiltonian H0 for all times (and not just at the end-point). In this spirit, we solve for the

expression of λ̇Aλ which satisfies the following equation:

iλ̇
d

dλ
|ψad(λ(t))〉= (H0 + λ̇Aλ)|ψad(λ(t))〉 (2.7)

After plugging the expression of adiabatic wavefunction (eqn. (2.6)) to Schrödinger equa-

tion, we get:

Aλ = i∑
n
|∂λn(λ)〉〈n(λ)|− 〈n(λ)|∂λn(λ)〉|n(λ)〉〈n(λ)| (2.8)

where the sum is over n eigenstates 5.

Alternatively, one could derive the AGP for a different choice of phases of the eigen-

states that corresponds to the expression in the previous subsection (Berry, 2009; Tor-

et al., 2005). However, despite the new additional conditions proposed in (Tong et al., 2007), it doesn’t take
away the fact that adiabatic conditions are slow processes.

4Note that 〈n|∂λn〉 is a purely imaginary number. Otherwise, the norm of the wavefunction would not be
preserved (Griffiths and Schroeter, 2018).

5Quantum transitionless driving for all states might not be relevant for some experiments. Instead one
might be interested in avoiding a mixture of certain eigenstate, while letting other eigenstates mix among
themselves. To take a concrete example of a three-level system, let’s suppose we are interested in preserving
the groundstate but letting the other two levels mix. In that case, instead of having to sum over all eigenstates,
we would have just one term in the AGP, i.e. AGS

λ
= i∂λ|GS(λ)〉〈GS(λ)|.
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rontegui et al., 2013). If we choose eigenstates as |ñ〉= e−
∫

dλ〈n|∂λn〉|n〉, then we can write

adiabatic wavefunction as |ψ̃ad(t)〉= ∑ñ cñe−i
∫ t

0 dt ′εñ(t ′)|ñ〉. Starting with |ψ̃ad(t)〉 and plug-

ging it into (2.7), then the AGP will be:

Ãλ = i∑
ñ
|∂λñ〉〈ñ|= i∂λ (2.9)

where sum over all the eigenstates was done to get the second equality.

The two expressions of the AGP differ in their particular gauge chosen which corre-

sponds to the gauge freedom we have in choosing phase of the eigenstates: the AGP in

eqn. (2.8) has all of its diagonal elements to be zero while the later one in eqn. (2.9) has

non-zero diagonal elements.

2.2.3 Jarzynski’s generator of adiabatic transport derivation

In his 2013 paper (Jarzynski, 2013), Jarzynski showed that the AGP is the generator of the

adiabatic transformations. Apart from providing a powerful geometrical interpretation of

the AGP, his proposal helped formulate a classical analogue of transitionless driving which

was missing in the previous two derivations we discussed.

In particular, Jarzynski showed that the AGP associates infinitesimal displacements

in parameter space, λ→ λ+ δλ with displacements in Hilbert space |ψ〉 → |ψ〉+ |δψ〉
according to the following rule:

i|δψ〉= δλAλ|ψ〉 (2.10)

where we chose Aλ to be given by (2.8) which corresponds to a particular gauge choice.

Hence, for an eigenstate |n〉 that is being displaced infinitesimally to |n〉+ |δn〉, we have up

to first order in δλ:

|n〉 → |n〉+ |δn〉= (1− iδλAλ)|n〉= eiφnδλ|n(λ+δλ)〉 (2.11)
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where φn = i〈n|∂λn〉. If we start in an eigenstate |n(λ0)〉 and repeatedly apply eq. (2.11)

along a curve λs, starting from λ0 and ending at λ f , then the eigenstate is transported along

the curve exp(i
∫

dλφn(λ))|n(λ f )〉. Mathematically, we have

lim
N→∞

N

∏
i=1

e−iAλδλi|n(λ0)〉= exp(i

λ f∫
λ0

dλφn(λ))|n(λ f )〉, (2.12)

where δλi = (λ f −λ0)/N. Thus, we see that the AGP escorts the system along the eigen-

states of the Hamiltonian as the parameter λ is varied.

Two-level system example Let’s consider a two-level Hamiltonian in which we rotate

the spinor in x-z plane:

H = cosθσz + sinθσx. (2.13)

It’s easy to diagonalize the Hamiltonian and show that eigenvalues are ε± = ±1 and

eigenvectors are:

|e〉= cos(θ/2)|+〉+ sin(θ/2)|−〉, |g〉=−sin(θ/2)|+〉+ cos(θ/2)|−〉, (2.14)

where

|+〉=
[

1
0

]
, |−〉=

[
0
1

]
. (2.15)

We see that for θ = 0, eigenvectors point in z-direction and for θ = π/2, eigenvectors point

in x-direction. Hence, as we tune θ from 0 to π/2, the eigenvectors rotate in x-z plane.

For this Hamiltonian, we can show that AGP Aθ =
1
2

σy. Now let us verify eq. (2.11) by

showing the effect of AGP acting on |e(θ)〉 under infinitesimal rotation. In the first order
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of δθ, we have:

e−iAθδθ|e(θ)〉 = e−iσyδθ/2|e(θ)〉 (2.16)

= (1− iσyδθ/2)|e(θ)〉 (2.17)

= (1− iσyδθ/2)[cos(θ/2)|+〉+ sin(θ/2)|−〉] (2.18)

= |e(θ)〉+δθ/2[cos(θ/2)|−〉− sin(θ/2)|+〉] (2.19)

= |e(θ)〉+δθ∂θ|e(θ)〉 (2.20)

= |e(θ+δθ)〉. (2.21)

In comparison to eqn. (2.11), here the phase factor of e−〈e|∂θe〉δθ is 1 as 〈e|∂θe〉= 0.

Now we can repeatedly apply this equation to get:

lim
N→∞

N

∏
i=1

e−iAθδθi|e(θ = 0)〉= |e(θ = π/2)〉 (2.22)

where δθi =
π

2N .

Thus, we see that the AGP Aθ escorts the system along the eigenstates of the Hamilto-

nian as the parameter θ is varied.

Equivalently, it can be shown that the AGP satisfies the following equation (Jarzynski,

2013):

−i[H,Aλ] = ∂λH−diag (∂λH) (2.23)

〈n|Aλ|n〉 = 0 (2.24)

where the first equation is general while the second equation is a particular gauge choice

in which diagonal elements of the AGP are chosen to be zero. With this gauge choice, it is

easy to show (2.24) is equivalent to Berry’s expression (2.8) using the identity eqn. (2.3).
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2.2.4 Regularized AGP

Derivation

Let’s re-write the AGP matrix elements in the energy eigenbasis:

〈m|Aλ|n〉=−i
〈m|∂λH|n〉

Em−En
(2.25)

For a many-body Hamiltonian, the number of states in Hilbert space grows exponen-

tially in system size, while the energy bandwidth grows linearly with system size. Thus,

distance between any two nearby eigenvalues is exponentially small in system size, i.e.,

min(Em−En) ∼ e−S, where S is entropy and S ∼ κL where κ is entropy density. If there

are non-zero off-diagonal elements of 〈m|∂λH|n〉, then the AGP is ill-defined. This is

known as “the small denominator problem" (Kolodrubetz et al., 2017).

To resolve this problem, we introduce a small energy cutoff µ that regularizes our AGP:

〈m|Aλ|n〉=−i lim
µ→0

〈m|∂λH|n〉
ω2

mn +µ2 ωmn (2.26)

where ωmn = Em−En. This has a clear physical intuition: instead of considering transi-

tions (matrix elements) between individual eigenstates, we now only consider transitions

between energy shells of width µ. For eigenstates with ωmn� µ , this reproduces the exact

AGP, whereas in the limit ωmn� µ , the AGP no longer diverges but reduces to a constant.

Using the Laplace transform, it can be shown that (Claeys et al., 2019; Jarzynski, 1995):

Aλ =−i lim
µ→0

∞∫
0

e−µt [∂λH(t)−∂λH(−t)]dt (2.27)

where ∂λH(t) = Ū†∂λHŪ and Ū = e−iHt is the propagator in artificial time as we evolve

∂λH while keeping λ fixed. Notably, Jarzynski in 1995 (Jarzynski, 1995) derived the above

equation that solves (2.24), albeit for classical equations. Also, we note that the inverse of

µ limits the growth ∂λH(t) in operator space. In the chapter V, we will show that when µ is
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appropriately chosen, the AGP is an extremely sensitive probe of quantum chaos.

Using Baker-Campbell-Hausdorff formula to express ∂λH(t) in terms of commutators

and then integrating out time, we get:

Aλ = lim
µ→0

−i
µ

∞

∑
n=0

(−1)nC(2n+1)

µ2n+1 (2.28)

where C(n) is n-commutator of H and ∂λH, i.e. C(n) = [H, [H, n times . . . , [H,∂λH]]]]. We

define the first term as C(1) = [H,∂λH], second term as C(2) = [H, [H,∂λH]] = [H,C(1)] and

so on and forth.

The expression (2.28) is useful as it gives a powerful way to find the AGP in terms of

operators, and it can be easily generalized to the classical world by replacing commutators

with Poisson brackets. However, for complex systems, performing the summation over the

various commutator terms is a challenging task – in contrast to simple systems in which

commutator series is algebraically closed, each term in commutator series for complex

systems keeps spitting out new non-local operators which might lead to divergences. This

will be illustrated by taking a couple of examples in the following subsection.

Applications

We present a couple of examples to illustrate the usefulness of expressing the AGP in terms

of commutators (eqn. (2.28)).

The AGP for a two-level system Let’s consider a two-level quantum system, or qubit,

which is modeled using Landau-Zener Hamiltonian:

H = ∆σz +λ(t)σx (2.29)

where the σx,y,z are Pauli matrices. To determine the AGP using (2.28), let’s compute the

commutators:
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C(1) = 2i∆σ
y (2.30)

C(2) =−4∆(−∆σ
x +λσ

z) (2.31)

C(3) = α
2C(1) (2.32)

where α2 = 4(∆2 +λ2). Hence, we get:

Aλ = lim
µ→0

−i
µα

C(1)
∞

∑
n=0

(−1)n
(

α

µ

)2n+1

= lim
µ→0

−i
µ2 +α2C(1)

=
1
2

∆

∆2 +λ2 σy

We see that this is an example in which the algebra closes, as C(3) gives an operator

proportional to C(1). This makes it easy to compute AGP in this case. Also, it makes sense

that AGP is proportional to σy as that is the generator of rotation in x-z plain.

The AGP for a four-body system This is a slightly more complex problem than the

previous two-level system that we considered. Here we see that the C(3) is composed of

two additional operators (a two-body T2 and a three-body T3 operator) apart from C(1).

When we track the higher-order commutators of T2 and T3, we find that all higher-order

commutators that contribute to AGP are a mixture of these three operators –C(1),T2,T3 .

H =−J
2

∑
j=−1

σ
x
jσ

x
j+1−λ(σz

0 +σ
z
1) (2.33)
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C(1) =−2iJσ
y
0(σ

x
−1 +σ

x
1)−2iJσ

y
1(σ

x
0 +σ

x
2)

C(2) =−8J2(σx
1σ

x
−1 +1)σz

0 +4Jλσ
x
0(σ

x
−1 +σ

x
1)

−8J2(σx
0 σ

x
2 +1)σz

1 +4Jλσ
x
1(σ

x
0 +σ

x
2)−8Jλσ

y
1σ

y
0

C(3) = α
2C(1)+T2 +T3

where two body operator T2 = −24iJλ2(σ
y
0σx

1 + σ
y
1σx

0) , the three body operator T3 =

32iJ2λ(σx
−1σ

z
0σ

y
1 +σ

y
0σ

z
1σx

2), C(2)
T2

= [H, [H,T2]] and C(2)
T3

= [H, [H,T3]].

On further computation, we find that:

C(2)
T2

= δ1C(1)+δ2T2 +δ3T3 (2.34)

C(2)
T3

= ε1C(1)+ ε2T2 + ε3T3 (2.35)

where δ1 = 96J2λ2, δ2 = 16λ2, δ3 = 9λ2, ε1 = 64Jλ3, ε2 =
32
3 Jλ and ε3 = α2.

Let us summarize here in a more meaningful way what we have so far:

C(3) = α
2C(1)+T2 +T3

C(2)
T2

= δ1C(1)+δ2T2 +δ3T3

C(2)
T3

= ε1C(1)+ ε2T2 + ε3T3

(2.36)

We can use the above information to write three coupled homogeneous recurrence equa-

tions, which are linear in C(2n+1), C(2n)
T2

and C(2n)
T3

:

C(2n+1) = α
2C(2n−1)+C(2n−2)

T2
+C(2n−2)

T3

C(2n)
T2

= δ1C(2n−1)+δ2C(2n−2)
T2

+δ3C(2n−2)
T3

C(2n)
T3

= ε1C(2n−1)+ ε2C(2n−2)
T2

+ ε3C(2n−2)
T3

(2.37)
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The advantage is that these equations have constant coefficients. Let’s formulate this in

matrix form: C(2n+1)

C(2n)
T2

C(2n)
T3

=

α2 1 1
δ1 δ2 δ3
ε1 ε2 ε3


C(2n−1)

C(2n−2)
T2

C(2n−2)
T3

 (2.38)

Hence, we can write vn = T nv0 where

vn =

C(2n+1)

C(2n)
T2

C(2n)
T3

 ,T =

α2 1 1
δ1 δ2 δ3
ε1 ε2 ε3

 ,v0 =

C(1)

T2
T3

 (2.39)

where C(0)
T2

= T2 and C(0)
T3

= T3.

We note that T n = (PDP−1)n = PDnP−1, where D is diagonal matrix and P is the

similarity transformation that diagonalizes T . Finally, we can write vn = PDnP−1v0

What we are actually interested in is adiabatic gauge potential for which we need to

sum over n-Commutators C(2n+1)

Aλ = lim
µ→0

−i
µ

∞

∑
n=0

(−1)nC(2n+1)

µ2n+1

= lim
µ→0

−1
µ

∞

∑
n=0

C(2n+1) i2n+1

µ2n+1

= lim
µ→0

−1
µ

G
(

z =
i
µ

)

where G(z) = ∑
∞
n=0C(2n+1)z2n+1 is the generating function (Wilf, 2005).

We find that:

lim
µ→0

−1
µ

G
(

z =
i
µ

)
= α

∗a1 +β
∗b0 +δ

∗c0 (2.40)

where
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α
∗ =−i

(δ2ε3−δ3ε2)

detT

β
∗ =−i

(ε2− ε3)

detT

δ
∗ =−i

(δ3−δ2)

detT

(2.41)

where

detT = δ3
(
ε1−α

2
ε2
)
+δ2

(
α

2
ε3− ε1

)
+δ1 (ε2− ε3) (2.42)

More details are given in A.

For more complex problems (e.g., the non-integrable spin chain) which I am not pre-

senting here, every higher-order commutator produces a new operator that didn’t appear in

previous commutator. This can be understood through the operator spreading eqn. (5.11)

where local perturbation operator ∂λH gets highly non-local as it evolves in time through

the higher-order commutators that shows up in ∂λH(t).

2.3 Summary

In this chapter, we presented four derivations of the AGP with a goals of emphasizing the

different defining characteristics of the AGP and presenting a (selective) historical devel-

opment of the field. Firstly, Rice and Demirplak’s derivation was presented, which is quite

general for any unitary transformation; though gauge potentials can be defined for any

unitary transformation, this thesis is interested in the adiabatic transformation. Secondly,

Berry’s derivation was presented, which is quite explicit about adiabaticity of the wave-

function as it starts from the standard adiabatic approximation equation. Thirdly, Jarzynski

gave a powerful geometrical intuition to think about AGP in terms of generating adiabatic

transport in Hilbert state space, which opened the door to generalize AGP for classical sys-

tems. At the end, the fourth derivation of the regularized AGP showed how the AGP for

many-body systems needs a regularizer and how it leads to the AGP being expressed in
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terms of operator spreading which helped us understand that the AGP is a highly non-local

operator for generic complex systems. Also, we presented here some unpublished calcu-

lations that showed how computing the AGP through commutator expansion for generic

complex systems is a daunting challenge.
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Chapter 3

Floquet-engineered Quantum State
Manipulation in a Noisy Qubit

This chapter was published in Physical Review A (Boyers et al., 2019).

3.1 Introduction

Accurate manipulation of quantum systems is a fundamental goal in many areas of quantum

science, ranging from quantum information science through quantum simulation to quan-

tum sensing. Control over the quantum state of a system is crucial as a preparatory step

for a subsequent computation or simulation (Bloch et al., 2008), or as a goal in itself, as in

adiabatic quantum computation (Farhi et al., 2000; Albash and Lidar, 2018). Some quan-

tum states are “easy” to prepare, for example, by cooling the system to the ground state

of its Hamiltonian. However, a number of applications require access to quantum states

that are “difficult” to prepare with high fidelity. For example, quantum annealing (Santoro

and Tosatti, 2006; Santoro and Tosatti, 2008) requires finding the quantum ground state of

a complex many-body Hamiltonian, and entanglement-assisted quantum sensing requires

preparation of entangled states of large numbers of qubits in order to achieve sensitivity

beyond the standard quantum limit (Jones et al., 2009). One of the standard approaches

to state preparation is to use adiabatic evolution: initialize the system in an eigenstate of

a simple, easy to prepare Hamiltonian and then adiabatically change the Hamiltonian to

a new one with one of the eigenstates (typically the ground state) being the desired tar-

get state. This approach has been used for transport of ultra-cold atoms (Krinner et al.,
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2014), many-body state engineering (Bernien et al., 2017), and quantum thermodynamics

(Salamon et al., 2009; Rezek et al., 2009).

Adiabatic evolution is a generic strategy, but the evolution rate must be much smaller

than the energy gaps in the system. Therefore, this approach is slow and susceptible to de-

coherence due to inevitable interactions with the environment (Huang et al., 2011). Short-

cuts to adiabaticity are methods of achieving faster adiabatic evolution, in order to maintain

high fidelity in the presence of decoherence and noise. One technique is counter-diabatic

(also known as transitionless) driving (Berry, 2009; Demirplak and Rice, 2003; Demirplak

and Rice, 2005; Bason et al., 2012; Zhang et al., 2013). In this approach, transition-

less evolution at arbitrary velocities is achieved by adding additional velocity-dependent

counter terms to the Hamiltonian. However, for complex quantum many-body systems,

these additional counter terms are, in general, highly non-local operators and, as a result,

typically experimentally inaccessible. A related technique involves fast-forward driving

protocols, which use only operators available in the original Hamiltonian but employ more

complex time dependence to achieve high fidelity (Masuda and Nakamura, 2009). Two

main strategies have been proposed for finding fast-forward protocols. The first uses meth-

ods from optimal control theory to analytically or numerically find driving protocols that

achieve near-unit fidelity (Judson and Rabitz, 1992; Caneva et al., 2011; Glaser et al., 1998;

Hegerfeldt, 2013; Farhi et al., 2014). Although successful in many cases, such protocols

are hard to compute for generic quantum systems (Day et al., 2019). The second strat-

egy is based on a recently-proven statement that any fast-forward drive can be obtained

as a unitary transformation of a counter-diabatic drive (Bukov et al., 2019; Petiziol et al.,

2018). In this approach, the problem of finding a fast-forward protocol can be decomposed

into finding a counter-diabatic protocol first, and then finding the time-dependent unitary

transformation that converts the counter-diabatic Hamiltonian into the original one, with

modified time-dependent couplings. However, once again, there is no general method for
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finding this transformation for many-body systems.

Here we use Floquet engineering to construct an approximate fast-forward protocol

from a counter-diabatic protocol. By driving the system at high frequency we introduce

a time-scale separation between the periodic modulation and the change of the protocol

control fields. This separation allows us to construct the aforementioned transformation

and results in protocols that become asymptotically exact in the limit of infinite frequency.

This Floquet-engineered fast-forward driving can achieve nearly unit fidelity with a target

state for short protocol duration and protects the quantum system against decoherence, as

illustrated in fig. 3·1. In this work we apply this approach to a qubit, but the methodology

can be generalized to more complex quantum systems by including higher harmonics of

the fundamental Floquet frequency (see appendix B.1). To demonstrate the feasibility of

the suggested approach, we experimentally implemented the Floquet-engineered protocol

in a single qubit based on a nitrogen-vacancy (NV) center in diamond and compared its

performance with the conventional fast-forward protocol in presence of external noise.

3.2 Model

Consider a two-level quantum system, or qubit, with the following Hamiltonian

H(t) = ∆σz +λ(t)σx (3.1)

where the σx,y,z are Pauli matrices, and we work in units with ~ = 1 throughout the paper,

i.e. energies are measured in Hz. For a spin-1/2 system, ∆ is proportional to the magnitude

of the static magnetic field in the z-direction, and λ(t) is proportional to the magnitude of

the time-dependent magnetic field in x-direction, serving as the external control parameter.

The initial state |ψ0〉 = | − x〉 and the target state |ψt〉 = |x〉 are eigenstates of σx, see

fig. 3·1(a). The fidelity of the protocol is defined as the overlap of the final spin state |ψ(t)〉
with the target state: F(t) = |〈ψ(t)|ψt〉|2. The initial and target states are adiabatically
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connected but separated by an avoided crossing at λ = 0. For an adiabatic protocol the

relative change of the instantaneous gap has to be much smaller than the gap: λ̇/∆� ∆.

This puts a strong constraint on the minimal required time to implement an adiabatic linear

sweep protocol: τ� λ/∆2. If this time is comparable to, or longer than the decoherence

time of the qubit, the adiabatic protocol never achieves high fidelity, as in fig. 3·1 (b).

A counter-diabatic protocol introduces an additional control field that keeps the system

in the instantaneous ground state (Berry, 2009; Kolodrubetz et al., 2017):

HCD(t) = ∆σz +λ(t)σx +
1
2

∆λ̇

∆2 +λ2 σy. (3.2)

For a qubit, the σy control, corresponding to a time-dependent magnetic field in y-direction

for a spin-1/2, is as easy to implement as σx. However, for generic many-body systems the

counter-diabatic Hamiltonian would require access to a large number of multi-qubit oper-

ators, that, in general, are experimentally inaccessible. Fast-forward protocols avoid this

complication (Bukov et al., 2019; Masuda and Nakamura, 2009) by performing a virtual

rotation around the x-axis, producing a control Hamiltonian that involves only the control

fields Bz,Bx corresponding to the original operators σz,σx:

HFF = Bz(t)σz +Bx(t)σx (3.3)

= ∆

√
1+
(

λ̇Γ

)2
σz +

(
λ+

1
2

d(arctan λ̇Γ)

dt

)
σx,

where Γ−1 = 2(λ2 +∆2). While this transformation is easy to construct for a qubit, it is a

formidable task to find it in many-body systems (Bukov et al., 2019).

Our approach to constructing the fast-forward Hamiltonian exploits the idea of Flo-

quet engineering as a way of implementing the unavailable counter-diabatic term by using
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3.3 Experiment

We experimentally implemented the Floquet-engineered fast forward protocol in a qubit

formed by the electronic spin of a nitrogen-vacancy (NV) center in diamond. The spin

state of the negatively-charged NV center has a long coherence time, even at room tem-

perature, and its electronic level structure allows robust spin polarization, manipulation,

and readout (Taylor et al., 2008; Childress et al., 2014). In order to avoid hyperfine ef-

fects due to the nitrogen nuclear spin, the experiment was operated at the magnetic field

corresponding to the NV excited state level anti-crossing, where optically pumping the NV

center polarizes both the NV electron and nuclear spin (Jacques et al., 2009) (see appendix

B.2). We manipulated the NV center spin by radio-frequency fields with carrier frequency

ω0 near its |ms = 0〉 ↔ |ms =+1〉 transition, thus implementing the effective Hamiltonian

in eq. (3.1) in the frame rotating at this frequency. The gap ∆ was controlled by detuning

ω0 from the spin transition frequency, and the parameter λ corresponds to the amplitude of

the driving field, which is swept as a function of time.

We performed quantum state manipulation protocols using the pulse sequence in fig. 3·3
(a). We initialized the NV spin into the |−x〉 eigenstate with a laser pulse followed by a π/2

pulse around the y-axis. The spin then evolved under the corresponding protocol Hamil-

tonian, and its final spin state |ψ〉 was detected by applying another π/2 pulse around the

y-axis, followed by a measurement of spin-dependent fluorescence. To track the evolution

of the system throughout the protocol, we switched off the control fields after a variable

time t, halting state evolution.

To characterize the performance of our scheme, we carried out the linear Landau-Zener

sweep of λ(t)/2π in the range±1.5MHz over time τ = 6µs at a fixed gap ∆/2π = 0.1MHz.

The data points, together with a simulation, are shown in fig. 3·3. As a second benchmark,

we measured the performance of the conventional fast-forward protocol by implementing

the Bz and Bx control parameter sweeps given in eq. (3.3). The values of the gap and the
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in presence of the inevitable coupling to a noisy environment. We introduced such an in-

teraction in our experiments by coupling the NV spin to a source of magnetic noise with

controlled amplitude γrms and spectral bandwidth δ f (see appendix B.2). This noise adds

a stochastic term γ(t)σz to the Hamiltonians in (3.1), (3.3), and (3.4), which induces tran-

sitions between the initial and final qubit states. Measurements of the fidelity of the fast-

forward and the Floquet-engineered protocols in the presence of this noise are shown in

fig. 3·4. The Floquet-engineered fast forward protocol is more robust to the environmental

decoherence: it maintains its high-fidelity performance up to factor of 3 larger noise am-

plitude and factor of 5 greater noise bandwidth than the conventional fast-forward protocol

with the same parameters. This can be understood by noting that the Floquet-engineered

fast forward protocol performs counter-diabatic driving in the frame rotating at the Floquet

frequency ω. Since in this frame the noise spectrum is shifted away from zero frequency, it

can efficiently induce qubit transitions within a protocol of duration τ only if it has spectral

overlap with the qubit. That is, the spectral bandwidth of the noise is δ f & ω−λ0/(τ∆),

where the qubit spectral bandwidth is approximately λ0/(τ∆). This sets the noise band-

width of approximately 5MHz at which the fidelity starts to drop, as seen in fig. 3·4 (b).

This mechanism of protecting a qubit against environmental noise is similar to the methods

of dynamical decoupling (Viola et al., 1999; de Lange et al., 2010) and further simulations

demonstrating this effect can be found in Appendix B.5. This argument breaks down if

the noise amplitude is comparable to, or larger than, the magnitude of the σz term in the

corresponding Hamiltonian since the noise can no longer be treated perturbatively.

3.4 Conclusion

Our approach demonstrates a new tool for high-fidelity quantum state manipulation in pres-

ence of environmental decoherence. The method based on Floquet engineering has the

potential to be directly generalizable to high-fidelity state preparation in complex many-
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body quantum systems, where the counter-diabatic and the fast-forward protocols are much

harder to realize. Additional promise is demonstrated by the robustness of our scheme to

external noise. Our Floquet-engineering approach may find applications in a broad range

of fields that rely on high-fidelity preparation of quantum states of noisy or open quantum

systems, such as adiabatic quantum computing, quantum simulation, and quantum sensing

beyond the standard quantum limit with entangled and squeezed states (Albash and Lidar,

2018; Pichler et al., 2018).

In the late stages of our work we became aware of Ref. (Petiziol et al., 2018) where a

similar theoretical strategy of designing fast-forward protocols is proposed.
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Chapter 4

Floquet-engineering Counterdiabatic Protocols
in Quantum Many-body Systems

This chapter was published in Physical Review Letters as one of the Editors’ Suggestions

(Claeys et al., 2019).

4.1 Introduction

Adiabaticity presents one of the fundamental tools in physics, ranging from heat engines

in thermodynamics to quantum state preparation and computation (Nielsen and Chuang,

2000; Chandra et al., 2010; Vinjanampathy and Anders, 2016; Bohn et al., 2017). However,

true adiabatic control can only be obtained using slow driving and asymptotically long time

scales. While faster driving leads to diabatic excitations and resulting dissipative losses,

the inevitable presence of decoherence and noise in realistic quantum systems limits the

available timescales, preventing true adiabaticity. Various methods have been proposed in

order to achieve so-called “Shortcuts to Adiabaticity” both theoretically (Chen et al., 2010;

del Campo, 2013; Torrontegui et al., 2013; del Campo and Kim, 2019) and experimentally

(Couvert et al., 2008; Bowler et al., 2012; Walther et al., 2012; Bason et al., 2012; An et al.,

2016; Du et al., 2016; Zhou et al., 2017; Zhang et al., 2013; Kölbl et al., 2019), mimicking

adiabatic dynamics without requiring slow driving.

One way of circumventing this loss of fidelity at finite driving rates is through coun-

terdiabatic (CD) or transitionless driving – a velocity-dependent term is added to the con-

trol Hamiltonian, exactly compensating the diabatic contributions to the Hamiltonian in
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the moving frame (Demirplak and Rice, 2003; Demirplak and Rice, 2005; Berry, 2009;

Kolodrubetz et al., 2017). This term is known as the adiabatic gauge potential (or gauge

connection), encoding the geometry of eigenstates (Kolodrubetz et al., 2017). However,

while this potential may be exactly obtained in few-body systems, its construction in gen-

eral requires diagonalization of the Hamiltonian in the full Hilbert space, prohibiting its use

in general many-body systems. Furthermore, the resulting operator tends to involve highly

nontrivial and nonlocal couplings not present in the control Hamiltonian, preventing its ac-

tual implementation (Zwick et al., 2014; Saberi et al., 2014; Hatomura and Mori, 2018).

While various applications of STA in many-body systems have been investigated, these

generally impose restrictions on the studied system (for a recent review, see (Guéry-Odelin

et al., 2019))– either dynamic symmetries or scaling laws (Deffner et al., 2014; Diao et al.,

2018), Born-Oppenheimer dynamics (Duncan and del Campo, 2018), underlying Lax pairs

(Okuyama and Takahashi, 2016). Various effors have also been made to use STA to coun-

teract the Kibble-Zurek mechanism in critical systems (del Campo et al., 2012; del Campo

and Sengupta, 2015).

Restricting driving to available (local) couplings led to the development of fast-forward

(FF) protocols (Masuda and Nakamura, 2009; Torrontegui et al., 2012; Patra and Jarzyn-

ski, 2017; Bukov et al., 2019), which only follow the adiabatic path at the beginning and

end of the driving. However, there exists no general way of constructing these for complex

systems. One specific class of FF protocols is those where CD driving is realized through

Floquet-engineering: high-frequency oscillations are added to the control so that the re-

sulting Floquet Hamiltonian mimics the CD Hamiltonian. In few-body systems, this has

already been used for high-fidelity quantum state manipulation both theoretically in closed

(Ribeiro et al., 2017; Petiziol et al., 2018; Petiziol et al., 2019) and open systems (Villazon

et al., 2019), and experimentally in a noisy qubit (Boyers et al., 2019).

Here, we propose a method of (i) finding an efficient and controlled approximation to
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the gauge potential, remaining well-defined in many-body systems, which can then (ii) be

systematically realized through Floquet-engineering by resonantly oscillating the instanta-

neous Hamiltonian with the driving term. Effectively, we propose a general strategy for

designing fast adiabatic protocols, applicable both in small quantum systems to achieve

high fidelity for state preparation and in large systems, quantum or classical, to suppress

dissipative losses. This is illustrated on few- and many-body systems.

4.2 Methods

Consider a control Hamiltonian H (λ) dependent on a control parameter λ. Our goal is to

transport a stationary state or distribution, at an initial value of the control parameter λi, to

one corresponding to a final value λ f . In the standard approach, this is done by adiabatically

changing λ(t) from λi to λ f , which is often impractical because of the necessary access

to long timescales. The key idea of CD driving is to vary the parameter λ(t) at a finite

rate while simultaneously compensating the diabatic excitations by explicitly adding an

auxiliary term as

HCD(t) = H (λ)+ λ̇Aλ. (4.1)

Adiabatic control at arbitrary driving rates and for arbitrary initial states is realized provided

the adiabatic gauge potential Aλ (Kolodrubetz et al., 2017) satisfies

〈m|Aλ|n〉= i〈m|∂λn〉=−i
〈m|∂λH |n〉

εm− εn
, (4.2)

where |n〉 and εn are the eigenstates and the energy spectrum of the instantaneous Hamilto-

nian, H (λ) |n〉 = εn |n〉. The CD term then exactly compensates non-adiabatic transitions

between eigenstates.

The expression (4.2) already highlights the issues with many-body CD driving: since

the gauge potential is defined in the eigenbasis of the instantaneous Hamiltonian, it requires

exact diagonalization. Furthermore, for increasing system sizes the denominator (εm− εn)
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can become exponentially small, leading to divergent matrix elements and an ill-defined

gauge potential in the thermodynamic limit (Jarzynski, 1995; Kolodrubetz et al., 2017).

Physically, at least in chaotic systems, the exact gauge potential also cannot be local be-

cause no local operator is expected to be able to distinguish general many-body states with

arbitrary small energy difference (D’Alessio et al., 2016). Considering a system with a

gapped ground state, using Lieb-Robinson bounds a quasi-local operator can be obtained

reproducing the action of the exact gauge potential on this ground state, since no diver-

gences occur in this case (Bachmann et al., 2017).

In the following, we propose an approximate gauge potential defined as

A(`)
λ

= i
`

∑
k=1

αk [H , [H , . . . [H︸ ︷︷ ︸
2k−1

,∂λH ]]], (4.3)

fully determined by a set of coefficients {α1,α2, . . . ,α`}, where ` determines the order of

the expansion. The exact gauge potential can be represented in this form in the limit `→∞

(see Appendix C). Instead we consider a small finite value of ` and treat the expansion

coefficients as variational parameters, which can be obtained by minimizing the action S`

S` = Tr
[
G2
`

]
, G` = ∂λH − i[H ,A(`)

λ
]. (4.4)

The exact gauge potential is known to follow from the variational minimization of an action

(Sels and Polkovnikov, 2017). However, it is not a priori clear what (local) operators should

be included in the variational basis. The total number of possible operators increases expo-

nentially with their support, limiting the brute-force minimization to highly local operators

with restricted support. Furthermore, it is far from guaranteed that such operators will be

experimentally realizable. The main finding of the present work is that the proposed ansatz

tackles both problems simultaneously. (i) The number of variational coefficients can be

kept small while still returning an accurate approximation to the exact gauge potential. As

such, Eq. (4.3) can be seen as a variational ansatz including only the most important contri-



34

butions with the maximum range of operators set by `. (ii) In addition, this gauge potential

can be engineered with a simple Floquet protocol. This realization is possible because

the high-frequency expansion of the Floquet Hamiltonian shares the commutator structure

of Eq. (4.3). This expansion exhibits the symmetries of the exact solution, and as addi-

tional bonus we remark that this ansatz has a well-defined classical limit, where even the

local-operator basis becomes infinite-dimensional. In classical systems, the commutators

in Eq. (4.3) only need to be replaced by Poisson brackets.

Since the action is simply the Hilbert-Schmidt norm of G`, this method has the clear

advantage that the action can be calculated without explicitly constructing the operator ma-

trix in the full Hilbert space. There are various ways of motivating Eq. (4.3) (see Appendix

C including Refs. (D’Alessio and Rigol, 2014; Abanin et al., 2015; Kuwahara et al., 2016;

Mori et al., 2016).): it can be seen as an expansion in the Krylov subspace generated by

the action of G`, or by noting that such commutators appear through the Baker-Campbell-

Hausdorff expansion in the definition of a (properly regularized) gauge potential, or by

noting that its matrix elements share the general structure of those of the exact gauge po-

tential. Namely, evaluating Eq. (4.3) in the eigenbasis of H returns

〈m|A(`)
λ
|n〉= i

`

∑
k=1

αk 〈m| [H , [H , . . . [H︸ ︷︷ ︸
2k−1

,∂λH ]]]|n〉

= i

[
`

∑
k=1

αk(εm− εn)
2k−1

]
〈m|∂λH |n〉 . (4.5)

This can be compared to the exact expression (4.2), containing a state-dependent factor

〈m|∂λH |n〉 and a prefactor only dependent on the excitation frequency ωmn = (εm− εn).

The variational optimization can then be seen as approximating the exact prefactor 1/ωmn

by a power-series prefactor a(`)
λ
(ωmn) ≡ ∑

`
k=1 αkω2k−1

mn for the range of relevant excitation

frequencies set by 〈m|∂λH |n〉.
While such an approximation is generally impossible due to the divergence of 1/ωmn



35

near ωmn = 0 and the divergence of the power series for ωmn→ ∞, the approximation does

not need to hold in these limits. First, for large ωmn the matrix elements of local operators

〈m|∂λH |n〉 typically decay exponentially with ωmn (D’Alessio et al., 2016), leading to a

negligible contribution to the gauge potential. Second, there are physical motivations for

allowing transitions for small ωmn. When speeding up adiabatic driving in the presence of

an energy gap ∆, only transitions with ωmn ≥ ∆ need to be suppressed in order to achieve

unit fidelity, and in more general gapless regimes corresponding to e.g. excited states the

resulting excitations will be confined to a narrow energy shell, the width of which decreases

with the order ` of the expansion.
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Figure 4·1: Variationally-obtained power-series prefactor a(`)
λ
(ωmn) for

Eq. (4.6). Dotted line corresponds to exact prefactor 1/ωmn. Parameters
L = 14, J = 1, hx = hz = 0.3, λ = 1.

We illustrate how this expansion works in Fig. 4·1, for a non-integrable Ising chain with

H = J
L

∑
i=1

σ
z
i σ

z
i+1 +λ

(
hz

L

∑
i=1

σ
z
i +hx

L

∑
i=1

σ
x
i

)
, (4.6)

where no exact gauge potential can be obtained in the thermodynamic limit. It is clear that
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the variational optimization returns a gauge potential optimized for a relevant window of

excitation frequencies, where the approximation necessarily improves with increasing `.

The resulting gauge potential can immediately be used to reliably speed up adiabatic

protocols taking H (`)
CD (t) = H (λ)+ λ̇A(`)

λ
(λ). While this presents a guaranteed improve-

ment in fidelity, it also requires access to interaction terms not necessarily available within

the protocol, where the only interactions that are generally present are those of H (λ) and

∂λH (λ). Remarkably, this CD Hamiltonian can be realized as an effective Floquet Hamil-

tonian by simply oscillating these two terms at high frequency. Consider

HFE(t) =
[

1+
ω

ω0
cos(ωt)

]
H (λ)

+ λ̇

[
∞

∑
k=1

βk sin((2k−1)ωt)

]
∂λH (λ), (4.7)

with βk the Fourier coefficients of the additional drive and ω0 a reference frequency typ-

ically set by the excitation energy of the system, both of which will be determined later.

Floquet theory allows for the definition of a time-independent Floquet Hamiltonian repro-

ducing time evolution over a single driving cycle (with T = 2π/ω)

exp(−iHFT )≡ T exp

−i
t+T∫
t

HFE(t ′) dt ′

 . (4.8)

The limit where the driving term scales with the frequency is known to give rise to non-

trivial Floquet Hamiltonians HF in various scenarios (Goldman and Dalibard, 2014; Gold-

man et al., 2015; Bukov et al., 2015; Mentink, 2017; Claassen et al., 2017).

More specifically, the proposed series expansion for the adiabatic gauge potential can

be implemented in the infinite-frequency limit ω→ ∞, realizing (stroboscopic) CD driv-

ing. This Floquet Hamiltonian can be obtained from the Magnus expansion, presenting

a series expansion of HF in powers of the inverse-frequency. Essentially, the ω → ∞

limit combined with the scaling of H with ω guarantees that only commutators of the
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form [H , . . . , [H ,∂λH ]]] survive in the Magnus expansion, which can then be found as

HF = H (λ)+ λ̇AF (see Appendix C), with

〈m|AF |n〉= i
∞

∑
k=1

βkJ2k−1

(
ωmn

ω0

)
〈m|∂λH |n〉 , (4.9)

where Jk are Bessel functions of the first kind. Again, this reproduces the correct struc-

ture of the gauge potential, where the frequency-dependent prefactor is now expressed in

terms of Jk. For small ωmn/ω0, Jk(ωmn/ω0) ∝ ωk
mn, which can be used to stroboscopically

engineer the CD term by choosing the Fourier harmonics in such a way that the Floquet

prefactor reproduces the power series (4.5) in the relevant range of excitation frequencies.

In first approximation, this can be done by restricting time-evolution to ` harmonics and

setting

`

∑
k=1

βkJ2k−1

(
ωmn

ω0

)
=

`

∑
k=1

αkω
2k−1
mn +O(ω−2

0 ). (4.10)

Analytic expressions can easily be obtained for matching the harmonics to the coefficients

in the gauge potential up to arbitrary order and, if necessary, higher-order harmonics can

be added to compensate the O(ω−2
0 ) corrections order by order (see Appendix C). As an

illustration, taking β1 = 2α1ω0 and β2 = 2ω0(24α2ω2
0 + 3α1) for the expansion with two

terms, the resulting protocol approximately reproduces the CD evolution at stroboscopic

times t = n ·T,n ∈ N . In finite systems, the exact gauge potential can always be obtained

from a large enough ansatz, which can be reproduced as a Floquet Hamiltonian from a

similarly large number of harmonics, such that exact counterdiabatic driving can always

be realized through Floquet-engineering. However, while this protocol does not introduce

new interactions in the Hamiltonian, the additional cost is that it requires high-frequency

oscillations of both H and ∂λH rather than just ∂λH .
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Figure 4·2: Fidelity in the 2-qubit system (4.11) for UA, CD and FE pro-
tocol. Increasing ω further suppresses the Floquet oscillations. Parameters
J =−1, hz = 5, τ = 0.1, ω0 = 10 ·2π and ω = 250 ·ω0.

4.3 Applications

This procedure can now be applied on various systems with increasing complexity. In all

examples, we consider a specific driving protocol λ(t) = sin2 (π

2 sin2 ( πt
2τ

))
, ramping from

λ(0) = 0 to λ(τ) = 1 in such a way that λ̇ and λ̈ vanish at the beginning and end of the

protocol. λ behaves as an annealing parameter, and as first measure for the effectiveness of

the protocol we initialize the system in the ground state for λ = 0 and calculate the fidelity

of the time-evolved state w.r.t. the instantaneous ground state F2(t) = | 〈ψ(t)|ψ0(λ(t))〉 |2.

First consider a two-qubit system, for which all calculations can be performed analyti-

cally (see Appendix C),

H (λ) = J
(
σ

x
1σ

x
2 +σ

z
1σ

z
2
)
+hz(λ−1)

(
σ

z
1 +σ

z
2
)
. (4.11)
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The first-order expansion leads to

A(1)
λ

=−Jhz

2

(
σ

y
1σx

2 +σx
1σ

y
2
)

J2 +4(λ−1)2h2
z
. (4.12)

Remarkably, this already returns the exact adiabatic gauge potential as presented in Ref. (Pe-

tiziol et al., 2018). This can be understood either by noting that [H , [H , [H ,∂λH ]] ∝

[H ,∂λH ], such that the higher-order commutators do not introduce new operators in the

expansion, A(`)
λ

∝ A(1)
λ

, and the variational approach can be seen as a resummation of all

higher-order terms exactly determining the prefactor. Second, this system behaves as a

two-level system since any instantaneous Hamiltonian only couples |↓↓〉 and |↑↑〉, leading

to a single excitation frequency which can be exactly cancelled by a single commutator.
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Figure 4·3: Fidelity in the 2-qubit system (4.14) for the UA, CD and FE
protocol with ` = 1,2. Parameters τ = 0.1, J = 1, h = 2, ω0 = 10 · 2π and
ω = 2.5 ·102` ·ω0.

The resulting CD driving can be realized up to O(ω−2
0 ) using a single harmonic as

HFE(t) =
[

1+
ω

ω0
cos(ωt)

]
H (λ(t))

− λ̇
2hzω0 sin(ωt)

4J2 +16(λ(t)−1)2h2
z

(
σ

z
1 +σ

z
2
)
. (4.13)
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The results are illustrated in Fig. 4·2, where the duration of the protocol has been chosen

in such a way that τ is too small for the unassisted (UA) protocol to accurately prepare the

final Bell state |ψ0(λ = 1)〉 = 1√
2
(|↑↑〉+ |↓↓〉). Exact CD driving returns unit fidelity by

definition, which can be well approximated (with a final error of the order 10−5) using the

proposed Floquet-engineered (FE) protocol.

Next, consider a two-qubit system behaving as a three-level system,

H (λ) =−2Jσ
z
1σ

z
2−h

(
σ

z
1 +σ

z
2
)
+2hλ(σx

1 +σ
x
2) , (4.14)

where the total spin-0 state |↑↓〉−|↓↑〉 decouples from the rest of the Hilbert space. Transi-

tionless protocols in three-level systems have recently attracted experimental (Vepsäläinen

et al., 2019) and theoretical (Martínez-Garaot et al., 2014; Song et al., 2016; Vepsäläinen

et al., 2018) interest, since exact protocols can no longer be trivially obtained. As shown in

Fig. 4·3, the fidelity for the unassisted protocol is 67%, increasing to 92% for `= 1, before

reaching approximate unit fidelity (up to an error 10−6) for ` = 2. Again, for ` = 2 the

variational approach returns the exact gauge potential, without any reference to exact diag-

onalization, since only two excitation frequencies are present. The FE protocol accurately

reproduces the CD protocol.

Magnetic trap. – Moving to many-body systems, we consider the non-integrable Ising

chain. Rather than simply changing the magnetic field uniformly, we will consider a more

involved protocol where a local Gaussian magnetic trap is moved across the chain, similar

to the ‘optical tweezers’ problem (Sørensen et al., 2016). In this problem, a set of initially

localized spins are to be moved across the model while minimizing dissipation. The full
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Hamiltonian is given by

H (λ) = H0−ht

L

∑
i=1

exp
[
−(i− ct(λ))

2

w2
t

]
σ

z
i , (4.15)

H0 = J
L−1

∑
i=1

σ
z
i σ

z
i+1 +hz

L

∑
i=1

σ
z
i +hx

L

∑
i=1

σ
x
i , (4.16)

with ct(λ) = (1−λ)i0 +λi f . Tuning λ from 0 to 1 then drags the center of the trap ct(λ)

with strength ht and width wt from site i0 to i f .

Rather than the fidelity, we consider the absorbed energy

E(t)−E0(t) = 〈ψ(t)|H (λ(t))|ψ(t)〉−〈ψ0(t)|H (λ(t))|ψ0(t)〉 , (4.17)

as a measure for dissipation, as shown in Fig. 4·4a for ` = 1,2,3. It is clear that, for

the given protocol duration, the UA protocol fails in reproducing the final state. This is

remedied by including the CD terms with ` = 1,2,3, reducing dissipation and absorbed

energy by a factor 20 1. The Floquet drive succeeds in reproducing the CD results, with only

minor deviations at intermediate times when E0(t) becomes extremal. The CD driving is

also crucial in reproducing the final spin profile σ
z
i (Fig. 4·4b). While the proposed method

seems to work particularly well for this type of model, as also observed in the optical

case (Sels, 2018), this is representative for more general many-body systems. Finally,

note that it was not the derivation of the gauge potential and the Floquet drive that was

the computational bottleneck, but rather the time evolution as validation of the protocol.

The former remain applicable for arbitrary large system sizes and should similarly lead to

significant suppression of energy losses.

1This corresponds to an increase in the final fidelity from 2.8% to 90%
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4.4 Conclusion and outlook

It was argued that the adiabatic gauge potential can be efficiently constructed as a series

of variationally-optimized nested commutators. While constructions of the gauge potential

and CD driving in complex systems generally rely on dynamical symmetries or exactly-

solvable models, the proposed expansion can be constructed without having to resort to

exact diagonalization and remains well-defined in general (chaotic) many-body systems.

Due to the similarity between this series and the Magnus expansion in periodically-driven

systems, this potential is easily realized through Floquet-engineering, such that the result-

ing approximate counterdiabatic/transitionless driving protocols can be realized via Flo-

quet driving without introducing additional terms in the Hamiltonian. As illustrated on

two-qubit systems and a non-integrable Ising chain, a small number of terms can already

result in a drastic increase in fidelity in few- and many-body systems. This presents the

usual trade-off in fast-forward protocols, where an increase in fidelity can be obtained pro-

vided precise control over the driving and access to large interaction strengths is available

(Demirplak and Rice, 2008; Funo et al., 2017; Zheng et al., 2016).

In practice, this protocol is expected to mainly be useful when no efficient CD protocol

can be obtained or realized, as in ergodic systems, and when a few commutators already

provide a large increase in fidelity (as when e.g. the induced gap is large). The number of

necessary commutators is expected to increase with a decreasing gap, with an additional

drawback being the high energetic cost of the oscillations (by now common in Floquet

systems), where higher orders necessitate higher driving frequencies and access to higher

harmonics. The presented method requires neither the presence of dynamical invariants,

scaling laws, or the closing of the commutators under some Lie algebra, common require-

ments for CD driving in complex systems.

Future applications and extensions are plenty. Current simulations were performed on

spin systems, but this method can immediately be extended towards bosonic or fermionic
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models. While the expansion of the gauge potential is particularly convenient for CD driv-

ing (where only a single state is involved), the exact potential contains information about

the geometry of all quantum states, adiabatic deformations, integrability and its violations,

approximate conservation laws,..., which can also be extracted from the current approx-

imation. These methods should allow for the construction of approximately-conserved

operators, and the similarity of the proposed expansion to the Magnus expansion allows for

the realization of integrable gauge potentials analogous to integrable Floquet Hamiltonians

(Gritsev and Polkovnikov, 2017).
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Chapter 5

Adiabatic Eigenstate Deformations as a Sensitive
Probe for Quantum Chaos

This chapter was published in Physical Review X (Pandey et al., 2020).

5.1 Introduction

Finding signatures of chaos in the quantum world has been a long-standing puzzle (Haake

et al., 2013; Stöckmann, 1999; Berry, 1989). In the last few years exciting progress has

been made on characterizing the effects of chaos on dynamical properties of quantum

many-body systems, see Fig. 5·1 (Shenker and Stanford, 2014; Maldacena et al., 2016;

Rakovszky et al., 2018; Nahum et al., 2018; Von Keyserlingk et al., 2018; Swingle, 2018;

Khemani et al., 2018; Kudler-Flam et al., 2020). Classical chaos is usually described in

terms of an exponential sensitivity of trajectories to initial conditions (Cencini et al., 2010).

However, the quantum world precludes any definition of chaos in terms of physical tra-

jectories due to the Heisenberg uncertainty principle. Alternatively, chaos can be defined

in terms of the absence of integrability. Classical Liouville-Arnold integrability is formu-

lated in terms of independent Poisson-commuting integrals of motion. Again, although

there have been many attempts to characterize quantum integrability in a similar way, no

such unique definition exists (Caux and Mossel, 2011; Yuzbashyan and Shastry, 2013;

Yuzbashyan et al., 2016; Ilievski et al., 2016).

In the last two decades, Random Matrix Theory (RMT) (Brody et al., 1981; Guhr et al.,

1998; Mehta, 2004) has shown outstanding success in the understanding of quantum chaos.
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statistical properties (e.g. through level statistics or the spectral form factor (Müller et al.,

2004; Bertini et al., 2018)) of a particular quantum system with the predictions of RMT: (1)

remove any symmetries; and (2) rescale the spectrum, setting the local mean level spacing

to unity (also called unfolding the spectrum). Firstly, if symmetries are not removed, energy

levels in different symmetry sectors don’t have any correlations, so that spectra of chaotic

systems can show Poissonian distributions (Gubin and F. Santos, 2012; Kudo and Deguchi,

2003). However, finding all symmetries of a many-body Hamiltonian is computationally

hard without any physical intuition, since this effectively involves searching for all possible

(local) operators that commute with the Hamiltonian. Secondly, there are various methods

to unfold the spectrum, and it is known that statistics, especially ones measuring long-range

correlations, can be sensitive to the adopted unfolding procedure (Gómez et al., 2002).

Moreover, the procedure can also exhibit finite-size effects. In light of these issues, it is

advisable rather to use the ratio of two consecutive level spacings (Oganesyan and Huse,

2007; Atas et al., 2013) or survival probability (see Ref. (Torres-Herrera and Santos, 2017;

Schiulaz et al., 2019)).

Here we propose an alternative tool to detect chaos in quantum systems, based on the

rate of deformations of eigenstates under infinitesimal perturbations. Mathematically, the

distance between nearby eigenstates (also known as the Fubini-Study metric (Kolodrubetz

et al., 2017; Page, 1987; Kobayashi and Nomizu, 1963; Provost and Vallee, 1980) ) can be

expressed as the Frobenius norm of the so-called adiabatic gauge potential (AGP) (Berry,

2009; Demirplak and Rice, 2005; Demirplak and Rice, 2003; Kolodrubetz et al., 2017),

which is exactly the operator that generates such deformations. It is straightforward to

show that this norm should scale exponentially with the system size in chaotic systems

satisfying ETH (Kolodrubetz et al., 2017). In this sense, quantum chaos manifests itself

through an exponential sensitivity of the eigenstates to infinitesimal perturbations, which

can be viewed as an analogue to classical chaos, reflected in the exponential sensitivity of
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trajectories to such perturbations. Moreover, unlike standard probes of RMT such as the

spectral form factor (see e.g. Ref. (Šuntajs et al., 2019)) or the closely related survival

probability (see Ref. (Torres-Herrera and Santos, 2017; Schiulaz et al., 2019)), as well

as level statistics, which only depend on the eigenvalues of the Hamiltonian, the AGP

norm is sensitive to both the level spacings and the specific kind of adiabatic deformation

(perturbation).

We find that the norm of the AGP shows a remarkably different, and extremely sensi-

tive, scaling with system size for integrable and chaotic systems: polynomial versus expo-

nential. In our method, we do not need to remove any symmetries before computing the

AGP norm needed in the analysis of the level spacing distributions and do not need to av-

erage over different Hamiltonians, which is necessary to analyze the (non self-averaging)

spectral form factor. We show that one can detect chaos through the sharp crossover be-

tween the polynomial and exponential scaling of the norm. The sensitivity of this norm

to chaotic perturbations is orders of magnitude greater than that of the aforementioned

methods. Using this approach, we find several, previously-unexpected, results for a par-

ticular but fairly generic integrable XXZ spin chain with additional small perturbations: i)

The strength of the integrability-breaking perturbation scales exponentially down with the

system size, much faster than in previous estimates (Modak and Mukerjee, 2014; Modak

et al., 2014); ii) integrability-breaking deformations immediately lead to an exponential

scaling of the norm of the AGP, showing that chaotic perturbations can be already detected

in the integrable regimes; and iii) in the presence of small integrability-breaking terms, the

system can exhibit exponentially slow relaxation dynamics, which is similar to the slow

dynamics observed in some classical nearly-integrable systems like the Fermi-Pasta-Ulam-

Tsingou (FPUT) chain (Gallavotti, 2007; Danieli et al., 2017; Pace and Campbell, 2019).

We also find that such relaxation dynamics are very different for observables conjugate (see

Eq. (5.2) below) to integrable and chaotic directions (perturbations) of the Hamiltonian. We
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find similar results for an Ising model, where the integrability is broken by introducing a

longitudinal field.

The connection with relaxation is not surprising, since one representation of the AGP

is in terms of the long-time evolution of a local operator conjugate to the coupling. Hence,

our results relate to recent studies of information propagation through operator growth

in quantum many-body systems (Eisert et al., 2015; Swingle, 2018; Lewis-Swan et al.,

2019), where chaotic and integrable systems are again expected to exhibit qualitatively

different behavior (e.g. in operator entanglement (Zhou and Luitz, 2017; Alba et al., 2019)

and Lanczos coefficients (Parker et al., 2019; Avdoshkin and Dymarsky, 2019)). Whereas

most of the previous works focused mainly on short-time effects, here we effectively focus

on dynamics and operator growth at times that are exponentially long in the system size

(Fig. 5·1).

5.2 Adiabatic Gauge Potential

Before proceeding, let us define the adiabatic gauge potential (AGP) and discuss some of

its key properties. Given a Hamiltonian H(λ) depending on a parameter λ, the adiabatic

evolution of its eigenstates as we vary this parameter is generated by the AGP as (in units

with ~= 1):

Aλ|n(λ)〉= i∂λ|n(λ)〉, H(λ)|n(λ)〉= En(λ)|n(λ)〉. (5.1)

Using the Hellmann-Feynman theorem, it is easy to see that the matrix elements of the

AGP between such eigenstates are given by

〈m|Aλ|n〉=−
i

ωmn
〈m|∂λH|n〉, (5.2)

where ωmn = Em(λ)− En(λ), ∂λH is the operator conjugate to the coupling λ, and we

have made the dependence on λ implicit. The diagonal elements of Aλ can be chosen

arbitrarily due to the gauge freedom in defining the phases of eigenstates. A convenient
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choice consists of setting all diagonal elements equal to zero. For simplicity we will assume

there are no degeneracies in the spectrum, but as will be clear shortly, this assumption is

not necessary and does not affect any of the results below. We define the L2 (Frobenius)

norm, also called Hilbert–Schmidt norm, of this operator as:

||Aλ||2 =
1
D ∑

n
∑

m6=n
|〈n|Aλ|m〉|2, (5.3)

where D is the dimension of the Hilbert space.

This expression should scale exponentially with the system size in chaotic systems sat-

isfying ETH: ||Aλ||2 ∼ exp [S], where S is the entropy of the system (Kolodrubetz et al.,

2017). Within ETH, the off-diagonal matrix elements of local operators, including ∂λH,

scale as 〈m|∂λH|n〉 ∝ exp[−S/2] (Srednicki, 1994; D’Alessio et al., 2016) while the mini-

mum energy gap between states, ωmn, scales as exp [−S]. The scaling of individual matrix

elements was already explored in the literature to study the crossover between chaotic and

non-ergodic behavior, e.g. in the context of disordered systems (Serbyn et al., 2015; Crow-

ley and Chandran, 2019) and integrability breaking (LeBlond et al., 2019; Mondaini and

Rigol, 2017). As we will demonstrate, the exponential scaling of the norm of the AGP

can be used to detect the emergence of chaotic behavior in the system with tremendous

(exponential) precision.

However, Eq. (5.2) is not particularly convenient: the norm of the exact AGP can be

dominated by the smallest energy difference between eigenstates, and as such it is highly

unstable and difficult to analyze, especially close to the ergodicity transition. Accidental

degeneracies in the spectrum that are lifted by ∂λH also cause the norm to formally be

infinite. To resolve this issue, it is convenient to instead define a ‘regularized’ AGP as

follows:

〈m|Aλ(µ)|n〉=−i
ωmn

ω2
mn +µ2 〈m|∂λH|n〉, (5.4)
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where µ is a small energy cutoff. For the sake of brevity, we are going to drop the argu-

ment µ and unless specified otherwise Aλ refers to the regularized AGP. This has a clear

physical intuition: instead of considering transitions (matrix elements) between individual

eigenstates, we now only consider transitions between energy shells with width µ. For

eigenstates with |ωmn| � µ, this reproduces the exact AGP, whereas in the limit |ωmn| � µ,

the AGP no longer diverges but reduces to a constant. Alternatively, within the operator

growth representation (see Eq. (5.11) below), µ−1 has the interpretation of a cutoff time.

Numerically, this regularization has the immediate advantage that it gets rid of any problem

with (near-)divergences. Note that µ does not need to be system-size independent for this.

Interestingly, as long as µ ∝ exp[−S], the norm of the AGP within chaotic systems should

also remain proportional to exp[S]. We can use this flexibility in defining µ to our advan-

tage, choosing it to be parametrically larger than the level spacing to eliminate any effect

of accidental degeneracies, but still exponentially small to minimize the deviation from the

exact AGP. We find that choosing µ(L) ∝ Lexp[−S(L)], where L is the system size, is the

most convenient choice (see Appendix D.1).

From Eqs. (5.3) and (5.4) the norm of the regularized AGP reads

||Aλ||2 =
1
D ∑

n
∑

m6=n

ω2
mn

(ω2
nm +µ2)2 |〈m|∂λH|n〉|2 (5.5)

=

∞∫
−∞

dω
ω2

(ω2 +µ2)2 | fλ(ω)|2, (5.6)

where in the second equation we replaced the summation with an integration over the en-

ergy difference ωmn = Em(λ)−En(λ) and also defined the response function
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| fλ(ω)|2 =
1
D ∑

n
∑

m6=n
|〈n|∂λH|m〉|2δ(ωnm−ω) (5.7)

=
1
D ∑

n

∞∫
−∞

dt
4π

eiωt〈n|{∂λH(t),∂λH(0)}|n〉c,

where {...} stands for the anti-commutator and connected correlation function is given

as:

〈n|∂λH(t)∂λH(0)|n〉c = 〈n|∂λH(t)∂λH(0)|n〉−〈n|∂λH(t)|n〉〈n|∂λH(0)|n〉. (5.8)

Formally, this function represents an average over eigenstates n of the sum of the squares

of the off-diagonal matrix elements |〈n|∂λH|m〉|2 with a fixed energy difference ωmn = ω,

which can also be obtained as the Fourier transform of the non-equal time correlation func-

tion of ∂λH. Within the ETH ansatz, this function exactly coincides with the (averaged over

eigenstates) square of the function fλ(ω) introduced by M. Srednicki (Srednicki, 1994), ac-

cording to

〈m|∂λH|n〉= fλ(ω, Ē)e
−S(Ē)/2

σmn, (5.9)

ω = Em−En, Ē = (En +Em)/2, (5.10)

with σnm a random variable with zero mean and unit variance. Recently it was shown

that the function | fλ(ω)|2 remains well defined and smooth in generic integrable sys-

tems (LeBlond et al., 2019; Brenes et al., 2020b; Brenes et al., 2020a).

Alternatively, it is convenient to rewrite the regularized AGP as a time integral (Jarzyn-

ski, 1995; Claeys et al., 2019):

Aλ =−1
2

∞∫
−∞

dt sgn(t)e−µ|t| (∂λH)(t), (5.11)
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where sgn(t) is the sign function and

(∂λH)(t) = eiHt(∂λH)e−iHt (5.12)

is the operator conjugate to the coupling λ in the Heisenberg representation. The exponen-

tial factor exp[−µ|t|] can be seen as a particular choice of a filter function in the context

of quasi-adiabatic continuation (Hastings, 2010; Bachmann et al., 2012; Bachmann et al.,

2017). Notably, Eq. (5.11) remains valid for classical systems (Jarzynski, 1995) and there-

fore the scaling of the AGP norm can be used to detect classical chaos, which we leave for

future work.

Further, Eq. (5.11), makes clear that the inverse of the parameter µ plays the role of

a cutoff time, limiting the growth of (∂λH)(t) in the operator space. Note that this time

is much longer than the time scales generally studied in literature (e.g, the time scale

characterizing the ballistic propagation of information tLR = L/vLR, where vLR is the Lieb-

Robinson velocity and L is the system size)(Eisert et al., 2015; Swingle, 2018; Lewis-Swan

et al., 2019). One of the outcomes of our work is that an exponential sensitivity to detecting

the onset of chaos requires access to exponentially long time scales (Fig. 5·1).

5.3 Numerical results

We can now compare with results for the AGP in integrable/non-ergodic models. Specifi-

cally, we move to the analysis of the norm of the regularized AGP for a specific integrable

XXZ model with open boundary conditions (Orbach, 1958; Yang and Yang, 1966; Suther-

land, 2004; Gaudin, 2014; Franchini, 2017), whose Hamiltonian is given below:

HXXZ =
L−1

∑
i=1

(σx
i+1σ

x
i +σ

y
i+1σ

y
i )+∆

L−1

∑
i=1

σ
z
i+1σ

z
i . (5.13)

We will now consider the effects of various integrability-breaking terms. Although the

thermodynamics of the above model can be solved exactly using the Bethe ansatz (Orbach,
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1958; Yang and Yang, 1966; Sutherland, 2004; Gaudin, 2014; Franchini, 2017), we still

don’t have access to matrix elements of general local operators 〈n|∂λH|m〉 and the exact

AGP remains out of reach even in the integrable limit. Consequently, there are also no

results on the scaling of the AGP with increasing system size.

For reference, we also analyze an Ising model in the presence of a longitudinal field

whose Hamiltonian is given below:

HIsing =
L−1

∑
i=1

σ
z
i+1σ

z
i +hz

L

∑
i=1

σ
z
i +hx

L

∑
i=1

σ
x
i . (5.14)

where open boundary conditions are chosen for the chaotic Ising model. This model has a

trivially-integrable limit at zero longitudinal field hz = 0, which maps to a system of free

fermions (Sachdev, 2007). In this non-interacting (free) limit, the AGP can be computed

analytically (del Campo et al., 2012; Kolodrubetz et al., 2017) (see Appendix D.2). In the

presence of the longitudinal field, this model shows a Wigner-Dyson type distribution of the

energy level spacings, which is particularly pronounced at the parameters hx = (
√

5+5)/8

and hz = (
√

5+1)/4 (Kim and Huse, 2013). We will use these values when computing the

AGP in the chaotic regime.

In Fig. 5·2, we show the AGP norm scaled by the system size ||Aλ||2/L 1 for the in-

teracting XXZ model and the Ising model both at the chaotic and non-interacting points.

Fig. 5·2 clearly shows the remarkably different scalings with system size L for chaotic, in-

tegrable and free models. For chaotic models, the scaled AGP norm shows the exponential

scaling expected from ETH. For the free model, the scaled norm is system-size independent

up to exponentially small corrections away from the critical point (see Appendix D.2). For

the integrable XXZ model, the scaled AGP norm shows a nontrivial polynomial scaling:

||Aλ||2/L ∝ Lβ. We find that the exponent β is non-universal and depends on the choice of

the anisotropy ∆ (see Appendix D.4). We have chosen λ = hx for both the integrable and

1We divide the norm of the AGP by the system size for extensive perturbations, to account for the trivial
extensivity of the AGP
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and ||Aλ||2 is polynomially (not exponentially) large, the function fλ(ω) must vanish as

ω→ 0. This behavior is to be contrasted with chaotic systems where at small ω this function

saturates at a constant value, in agreement with the Random Matrix Theory (D’Alessio

et al., 2016).

5.4 Integrability breaking

Having established the scaling of the AGP norm in three different regimes, we will move

to the analysis of integrability breaking by small perturbations and focus on a more generic

XXZ model. As an integrability-breaking term, we choose a magnetic field coupled to a

single spin in the middle of the chain, acting as a single-site defect,

V = σ
z
d(L+1)/2e, (5.15)

where d(L+1)/2e stands for the smallest integer greater than or equal to (L+1)/2. Then

we analyze the AGP for the total Hamiltonian

H = HXXZ + εdV, (5.16)

as a function of the integrability-breaking parameter εd . Interestingly, in Ref. (Santos,

2004) it was argued based on the same model that even a single site defect is sufficient

to induce chaos in the thermodynamic limit. In Appendix D.5, we analyze an extensive

integrability-breaking perturbation by considering H = HXXZ +∆2V with V = ∑i σ
z
i+2σ

z
i

and find the results to be consistent. The similarity between the effects of local and global

perturbations on spectral properties was also found in Ref. (Torres-Herrera and Santos,

2014).

A challenging question is how quickly chaos emerges when a non-ergodic, or integrable

system, is subjected to an integrability-breaking perturbation. In classical systems with few

degrees of freedom, it is known from KAM theory that integrable systems are stable against
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namic limit (Rabson et al., 2004; Santos and Rigol, 2010; Modak and Mukerjee, 2014;

Modak et al., 2014), with the potential exception of many-body localization (Nandkishore

and Huse, 2015; Abanin and Papić, 2017), although the precise scaling of the critical per-

turbation strength with the system size remains an open question. A standard limitation

of numerical approaches (using e.g., level statistics or spectral form factor) addressing this

question is the small system sizes amenable to simulations, where it is possible to reliably

extract the data.

In Fig. 5·3 a) we show the scaling of the norm of the AGP as a function of the system

size for different perturbation strengths εd . We choose the zero magnetization subspace of

the XXZ chain with number of spins up N↑ = bL/2c, where bL/2c stands for the largest

integer less than or equal to L/2, and for the direction of the AGP we choose λ = ∆,

i.e. as in Fig. 5·2. For the cutoff, we choose µ = LD−1
0 , where D0 is the dimension

of zero magnetization sector. From the figure, we clearly see a sharp crossover in the

scaling of the norm of the AGP as a function of system size from the integrable power

law behavior to the chaotic exponential behavior. The straight lines are obtained by a least

squares fit, with the slope extracted for the largest εd and then used for other perturbations.

After the best fitting parameters were found, the critical system sizes were obtained for

a particular defect energy at which the integrable (polynomial) and chaotic (exponential)

curves intersect. These values are shown in the inset of Fig. 5·3 a), showing a clear

exponential scaling of the critical perturbation strength with the system size. Interestingly,

the slope of the exponential scaling β ≈ 1.28 is almost twice the slope predicted by ETH,

β = log(2)≈ 0.69. Notably, the slope of 2 log(2) is the largest possible growth rate of the

AGP norm (see Appendix D.3). In the next section we will return to this point and relate it

to the emergence of relaxation times that are exponentially long in system size.

Consistent results are obtained for the Ising model (5.14), where one can consider

breaking the integrability of the transverse field Ising model (hz = 0) by introducing a small
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the crossover from non-ergodic to ergodic behavior at ε∗d ∼ 0.1 (Chavda et al., 2014). This

crossover value of εd has a very weak dependence on the system size. In comparison,

for the same system size L = 16 the AGP norm shows a clear crossover to chaos for a

much smaller ε∗d ∼ 10−3 (see Fig. 5·3 a) ). For larger system sizes, the gap between

the chaos thresholds extracted by these two methods becomes even larger. Moreover, we

also estimated the critical perturbation strength using the spectral form factor for the same

system size L = 16. Since this generally doesn’t self-average (Prange, 1997; Braun and

Haake, 2015), we added disorder to the zz-coupling in the Hamiltonian (Eq. (5.16)) which

reduces the sensitivity of this probe to detect chaos. From the spectral form factor we find

ε∗d ∼ 0.1, a value where the level statistics is roughly half way between Poisson and Wigner-

Dyson (see Fig. 5·4). Such a correspondence was also observed for disordered models in

Ref. (Šuntajs et al., 2019).

We believe that the reason that the AGP norm is so much more sensitive is that it

effectively detects the change in the differential of the norm with the system size. The

absolute value of the AGP norm at the threshold is still much closer to the integrable value

than to the chaotic one. Such a differential is much harder to detect using other measures,

e.g. the level spacing ratio, because this crossover is much smoother, and it is harder to

define a sharp threshold.

In Fig. 5·5 we show similar results, now choosing to deform the Hamiltonian in the

direction of the integrability-breaking operator itself, i.e. λ = εd for the XXZ chain and

λ = hz for the Ising chain. We choose to work in the full Hilbert space with dimension

D = 2L. We find that the AGP norm shows exponential scaling even when εd = 0, i.e. when

the Hamiltonian is integrable. We find a good fit to the exponential scaling ||Aλ||2 ∼ eβL,

with now β ≈ log(2). Again we confirm that the results remain the same if we use an

extensive integrability-breaking term instead (see Appendix D.6).
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an exponentially small perturbation is sufficient to induce chaos in the system, it takes

an exponentially long time for the system to relax to the steady state. In Appendix D.5,

we show that a similar behavior persists if we break the integrability by a small extensive

perturbation, here chosen as the second nearest-neighbor Ising interactions. We found the

same slope of β ≈ 1.28, ruling out that this scaling is induced by the ultra-local nature of

the perturbation in Fig. 5·3 a). As the defect energy is increased further to large values (in

particular, εd ∼ 1), we find that the slope of AGP norm’s exponential growth reduces again

to the ETH value of β≈ log(2) (see Appendix D.6).

To make the connection between the AGP norm and the relaxation time more explicit let

us observe that from Eq. (5.6) for sufficiently small µ one can make the following estimate:

||Aλ||2 ∼
| fλ(µ)|2

µ
. (5.18)

For integrable directions λ (e.g. λ = ∆ for the XXZ model) and L > L∗, where the AGP

norm has exponential scaling, the norm becomes

||Aλ||2 ∼Ceβ(L−L∗), (5.19)

where C roughly is the value of the unperturbed AGP norm at L∗. Recall that we observed

a scaling of the critical perturbation strength like εd ∼ e−αL∗ , such that one finds

| fλ(µ)|2 ∼Cµeβ(L−L∗) ∼Cε
η

d eκL, (5.20)

where η= β/α, and κ= β− log(2), and we have neglected all polynomial factors in system

size. For the XXZ model, the exponents are η ≈ 1.6 and κ ≈ 0.85 log(2) (see caption of

Fig. 5·3). Because | fλ(ω)|2 is the Fourier transform of the two-point correlation function of

∂λH (see (5.8)), as ω→ 0 it is proportional to the relaxation time of the system. Combining
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these considerations, we see that for the XXZ model we have

τ∼ ε
η

d eκL, (5.21)

with both κ and η of O(1). Similarly, for the Ising model, τ∼ hη
z eκL where η≈ 1.8 and κ≈

1.28 log(2) (see caption of Fig. 5·3). We see that the relaxation time increases exponentially

with the system size. For large system sizes it can saturate at some L-independent value,

which should diverge as εd → 0. This would reflect the crossover of the scaling of the

AGP norm to the ETH result: ||Aλ||2 ∝ exp[S(L)] = exp[log(2)L]. While this scenario

seems likely, we do not see any signatures for such a crossover within our numerics and

thus cannot rule out more exotic scenarios for the behavior of the relaxation time with the

system size. Moreover, at intermediate system sizes accessible to our numerics, we see an

extremely stable exponential scaling of the AGP norm (and hence of the relaxation time),

with the exponent β independent of the strength of the integrability-breaking perturbation

as long as it is sufficiently small. Interestingly, in a follow up work (Villazon et al., 2020) a

similar exponential scaling of the AGP norm with β≈ 2log(2) was observed in a disordered

central spin model even in the absence of any small parameters, i.e. at large integrability-

breaking perturbations. We note that in all the systems analyzed so far in this regime, β

saturates near the maximum allowed value 2log(2), within numerical precision. From the

point of view of operator spreading, this value is very reminiscent to the 2log(2) scaling

of the operator entanglement entropy in maximally chaotic dual-unitary models (Bertini

et al., 2020). Whether it is a simple coincidence or there is a deeper connection remains to

be understood.

To illustrate these general considerations about the relaxation times we extracted the

function | fλ(ω)|2 directly. Usually it is very difficult to do so at exponentially small fre-

quencies of interest, since there are very few eigenstates involved, hence leading to large

fluctuations. Here we computed | fλ(ω)|2 by replacing all the delta-functions in Eq. (5.8)
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such regimes. The top plot shows the | fλ(ω)|2 for the nonintegrable perturbation λ = εd at

the integrable point of the XXZ model εd = 0. While the bottom plot corresponds to the

perturbation λ = ∆ at the strongly nonintegrable point εd = 0.5 where the system satisfies

ETH (Gubin and F. Santos, 2012; Brenes et al., 2020b).

5.6 Distinguishing between integrable and ETH regimes

The AGP clearly depends on both the Hamiltonian H and the direction along which it

is deformed, i.e. ∂λH. In the previous sections, we argued that generic perturbations in

chaotic systems lead to an AGP norm scaling exponentially with system size, whereas

in integrable models integrability-preserving perturbations lead to an AGP norm scaling

polynomially. This scaling is directly reflected in the relaxation times of ∂λH through its

probing of the zero-frequency limit of | fλ(ω)|2. However, in specific cases, polynomial

scaling of the gauge potential can also be observed in chaotic systems.

In particular, there is a special class of operators which can be represented as K =

i[H,B], where B is a local operator or a sum of local operators. A current can, e.g., be

represented in this way as B = ∑i ini, where ni is the conserved charge; ni = σi
z for the

XXZ model. For such operators Aλ = B by construction, and the AGP will have a polyno-

mial norm irrespective of whether the system is integrable or chaotic. For such operators

| fλ(ω)|2 must also vanish at ω→ 0, consistent with recent numerical results (Brenes et al.,

2020b). On a related note, see (Dymarsky and Liu, 2019). Physically, this non-divergence

of the AGP, even in the chaotic systems satisfying ETH, simply follows from the fact that

deforming the Hamiltonian with the operator K is a symmetry transformation, which does

not change the spectrum of the Hamiltonian, but simply transforms the eigenstates with the

unitary operator U = exp(−iλB). When checking for quantum chaos, such deformations

can be explicitly excluded when probing the scaling of the gauge potential.

While the existence of nontrivial deformations with polynomial scaling of the AGP
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norm is an indicator of integrability, generic integrability-breaking perturbations give rise to

exponential scaling, in which case the specific dependence on µ offers further information.

Note that this also implies the existence of a family of integrable models, excluding more

exotic ‘isolated’ integrable systems where every possible perturbation breaks integrability.

In the previous section, the scaling of the AGP norm was the same as one would expect

from ETH, even though at εd = 0 the system is integrable and ETH is clearly violated.

The non ETH-behavior can be seen,e.g., in large eigenstate-to-eigenstate fluctuations of

the expectation value of σ
z
d(L+1)/2e (Brenes et al., 2020a). For this perturbation the scaling

of the AGP with the system size simply tells us that | fλ(ω)|2, which remains well-defined

in such models, saturates to a nonzero constant at small ω, as confirmed directly in the

previous section. Similar to the usual matrix elements of observables, the information

about the integrability of the system is now contained in the statistical properties of the

AGP norm.

More specifically, for random matrix ensembles the statistical properties of the fidelity

susceptibility (equivalent to the contributions to the AGP norm for individual eigenstates)

were analyzed in Ref. (Sierant et al., 2019), where the distribution for different eigenstates

is considered. The fidelity susceptibility zn,λ of an eigenstate |n(λ)〉 is equivalent to

zn,λ ≡
1
D
〈n|Aλ

2|n〉c ≡
1
D ∑

m6=n
|〈n|Aλ|m〉|2, (5.22)

such that ||Aλ||2 = ∑n zn,λ.

Let us briefly present a simple derivation of the tail of this distribution and then con-

trast the AGP distribution for integrable and ETH regimes. The tail of this distribution for

typical (random) perturbations will be dominated by contributions from neighbouring en-

ergy levels, such that its distribution will be inheriting its properties from the level spacing

distribution.

Recall that the exact AGP norm with µ = 0 is given by Eqs. (5.2) and (5.3). For a
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typical perturbation we can replace the numerator of Eq. (5.2) with a random matrix such

that typical matrix elements are of order 1/
√

D (see (5.9)). The tail of the distribution for

large zn,λ is dominated by nearby energy levels and we can approximate

zn,λ ≈
C
s2

n
, (5.23)

where sn is the level spacing En+1−En now normalized by the Hilbert space dimension

(such that the mean value of s is unity) and C is an unimportant constant, which we can set

to one. The scaling of the probability distribution at large zλ follows as

Pr(zλ = x)∼ 1
x3/2 P

(
1√
x

)
, (5.24)

where P(s) is the normalized nearest-neighbour level spacing distribution.

For integrable systems there is no level repulsion, P(s→ 0) 6= 0, and we have (to dom-

inant order)

Pr(zλ = x) ∝ x−3/2, (5.25)

for x� 1. Note that, as a consequence of this fat tail, the mean AGP diverges without

regularization. The regularization with µ in the norm of the AGP effectively introduces a

cutoff to the energy denominator at the rescaled cutoff µ̄ = µD . Assuming that the AGP

norm is dominated by the contributions zn,λ for which the derived scaling holds, we can

say that the average fidelity susceptibility is given by 〈zλ〉 ∝ 1/µ̄, and hence ||Aλ||2 =

D 〈zλ〉 ∼ D/µ̄. This agrees with the observed scaling shown in Fig. 5·5. On the other

hand, chaotic systems satisfying ETH exhibit level repulsion and P(s) ≈ sβ, resulting in

Pr(zλ = x) ∝ x−(3+β)/2 at large values of x. For the considered Ising and XXZ model, the

relevant random matrix ensemble is Gaussian orthogonal ensemble (GOE), for which β= 1

and

Pr(zλ = x) ∝ x−2. (5.26)
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5.7 Conclusions

We found that the properly-regularized norm of the adiabatic gauge potential, the genera-

tor of adiabatic deformations, can serve as an extremely sensitive probe of quantum chaotic

behavior. Within chaotic systems, this norm scales exponentially with system size, whereas

it scales polynomially in interacting integrable systems and is approximately system-size

independent in non-interacting systems for adiabatic deformations preserving integrabil-

ity. For adiabatic deformations breaking integrability, exponential scaling is generally ob-

served.

Using the present method to investigate the effects of an integrability-breaking pertur-

bation on the XXZ and Ising chains, we found that perturbations that are exponentially

small in system size suffice to induce chaotic behavior. We also found that such a small

integrability-breaking term leads to anomalously slow dynamics along the integrable direc-

tions, with the relaxation time scaling exponentially with system size. Such integrability-

breaking perturbations can also be detected at the integrable point, where no anomalous

dynamics occur. Even though typical perturbations show exponential scaling of the regu-

larized norm of the adiabatic gauge potential, regardless of whether the system is integrable

or not, one can distinguish the two cases by their dependence on the regularization param-

eter or by their fluctuations.

This motivates the use of the adiabatic gauge potential, which is connected with both

deformations of eigenstates and operator dynamics, as a sensitive probe into either chaotic

or integrable behavior of quantum many-body systems.
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Chapter 6

Conclusions

6.1 Summary of the thesis

Non-equilibrium physics encompasses such a wide array of phenomena that it covers al-

most everything under the sun. We chose the specific lens of adiabatic eigenstate deforma-

tions to study the non-equilibrium behavior of quantum many-body systems. In Chapter

I, we began by discussing how the AGP is an interesting physical object to study due to

its connections with a large range of topics, including quantum state preparation, quantum

computing, and quantum chaos. In Chapter II, we derived the expression of the AGP in four

different ways to emphasize the different defining characteristics of AGP and to present a

(selective) historical development of the field. In Chapters III and IV, we studied the AGP

in the context of shortcuts-to-adiabaticity, which is useful for reducing dissipation when

the quantum transport is achieved at a fast rate. In Chapter III, we implemented a Floquet-

engineered driving protocol successfully on the electronic spin of a nitrogen vacancy in

diamond. In Chapter IV, we extended these driving protocols to more complex systems,

such as many-body systems. Chapter V contained two main messages: i) we found a novel

probe of quantum chaos that is considerably more sensitive than traditional measures such

as energy level statistics and ii) using it, we uncovered a novel dynamical regime close to

integrable regime which we call “maximal chaos". This dynamical regime is interesting

because when the system is in this regime, the eigenstates show the maximum allowed

sensitivity to perturbations and the system takes an exponentially long time to relax.
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6.2 Future Work

Compared to other scientific fields such as cognitive science and social sciences, I feel

it is rare to find published physics papers spending considerable time in discussing the

limitations of their studies and how future work can overcome these limitations. In my

experience, Physics papers often pretend to be flawless and claim they are “the greatest

thing since the sliced bread". If I were to speculate on the reasons behind this phenomenon,

the pressure to publish might contribute to it – we tend to publish only positive results in

science, and if authors write about certain limitations, they might be worried about referees

shooting down their work by suggesting that they should take additional time to fix their

results before publishing them. Another factor that might contribute is the fear of being

scooped by other researchers. Scientists spend a lot of time coming up with new results,

and usually after they publish a paper, they have a bunch of follow-up papers lined up.

Probably it’s understandable that they want to protect their ideas. Lastly, it’s possible that

the “shut up and calculate" philosophy that a lot of physicists follow might contribute to

it too. If a physicist has a good idea, traditionally no value is seen in writing about it at

a conceptual level (though they do discuss it with their collaborators). Instead, they are

encouraged to start doing calculations to see whether the idea holds for simple models first

before taking it too seriously.

Taking a slight break from this tradition, let me discuss a few project ideas with the

hope that they might be useful for a young physicist who might be looking for new ideas

to explore. These ideas were not pursued further due to either lack of time or technical

difficulties that I ran into.

Operator spreading of AGP In collaboration with Dries and Anatoli, we were trying to

get some insight into the operator growth picture of the AGP. Inspired by operator growth

works (e.g. (Khemani et al., 2018)), we expanded the AGP in terms of Pauli k-string
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operators where k is the size of operators. To characterize the coefficients of the AGP’s

expansion, we used the Shannon entropy and the inverse participation ratio. We found that

Shannon entropy is extensive in the ergodic phase, while it showed peeling off behavior

when the system was in the maximal chaos regime. The project didn’t give us significantly

new information beyond that which was available through the AGP norm scaling. Another

obstacle was that the basis chosen was implicitly non-local. For example, both σ
y
1σx

2 and

σ
y
L−1σx

L, where L is the system size, were considered two-body operators in the basis we

chose. However, if perturbation starts off at one corner and the Hamiltonian is composed

of piece-wise local operators, these two operators might show up at different times in the

expansion of the AGP though they are being classified as two-body operators. As a result,

when we studied the spectral function of cross-correlations, we found Pauli strings of all

sizes being “activated" together rather than low k-Pauli operators showing up in expansion

of the AGP before high k-Pauli operators, which is what we originally expected. In other

words, this project didn’t succeed because we couldn’t figure out a right basis into which

to expand the AGP.

At the end of Chapter II, we presented the commutator expansion of the AGP. If we use

the commutator expansion to compute the AGP for a non-integrable system, then we find

each new commutator term produces new operators that have not been seen in lower-order

commutators until it saturates all the available operators in the Hilbert space. If we could

come up with a visualization technique (e.g. we could probably create a network where

each node is an operator and study how various nodes get “activated" as the local perturba-

tion operator evolves), then we might track the operator growth as local perturbation ∂λH

evolves in time leading to a non-local AGP operator.

AGP as a probe of chaos In Chapter V, we studied quantum chaos in spin chains us-

ing the regularized AGP with the cutoff being exponentially small in system size. These

systems have bounded Hilbert spaces. For an unbounded Hilbert space (e.g. Boson sys-
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tems), our chosen cutoff will be zero and therefore, we need to study them carefully to

figure out appropriate cutoff. Similarly, detecting chaos in classical systems using the AGP

needs to be studied carefully as it’s unclear what should be the appropriate cutoff. Also,

the AGP can be studied for detecting chaos in classical systems through the expression of

operator spreading (5.11) and it could be interesting to study its relationship to the classical

Lyapunov exponent.
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Appendix A

Appendix for Introduction to Adiabatic Gauge
Potential

A.1 Linear recurrence coupled equations

We have a set of three coupled linear recurrence difference equations:

a2n+1 = α
2a2n−1 +b2n−2 + c2n−2

b2n = δ1a2n−1 +δ2b2n−2 +δ3c2n−2

c2n = ε1a2n−1 + ε2b2n−2 + ε3c2n−2

,∀n > 0 (A.1)

where an = {a1,a3, . . .}, bn = {b0,b2, . . .} and cn = {c0,c2, . . .}.
We will solve this using generating function approach. We define three functions:

A(z) =
∞

∑
n=0

a2n+1z2n+1 (A.2)

B(z) =
∞

∑
n=0

b2nz2n (A.3)

C(z) =
∞

∑
n=0

c2nz2n (A.4)
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Importantly, we note that:

Aλ = lim
µ→0

−i~
µ

∞

∑
n=0

(−1)n a2n+1

µ2n+1

= lim
µ→0

−~
µ

∞

∑
n=0

a2n+1
i2n+1

µ2n+1

= lim
µ→0

−~
µ

A
(

z =
i
µ

)

Now we expect A
(

z =
i
µ

)
= µ f (z =

i
µ
) such that limµ→0 f (z =

i
µ
) is finite and non-zero.

Using this, we get from one equation:

a2n+1z2n+1 = α
2a2n−1z2n+1 +b2n−2z2n+1 + c2n−2z2n+1 (A.5)

∞

∑
n=1

a2n+1z2n+1 = α
2

∞

∑
n=1

a2n−1z2n+1 +
∞

∑
n=1

b2n−2z2n+1 +
∞

∑
n=1

c2n−2z2n+1 (A.6)

A(z)−a1z = α
2z2A(z)+ z3B(z)+ z3C(z) (A.7)

A(z)(1−α
2z2) = a1z+ z3B(z)+ z3C(z) (A.8)

Hence,we get :

A(z) = β(z)(a1 + z2B(z)+ z2C(z)) (A.9)

where β(z) = z/(1−α2z2)

Similarly, from the second equation we get:

b2nz2n = δ1a2n−1z2n +δ2b2n−2z2n +δ3c2n−2z2n (A.10)
∞

∑
n=1

b2nz2n = δ1

∞

∑
n=1

a2n−1z2n +δ2

∞

∑
n=1

b2n−2z2n +δ3

∞

∑
n=1

c2n−2z2n (A.11)

B(z)−b0 = δ1zA(z)+δ2z2B(z)+δ3z2C(z) (A.12)

B(z)(1−δ2z2) = b0 +δ1zA(z)+δ3z2C(z) (A.13)
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Finally, we find from third equation:

C(z)(1− ε3z2) = c0 + ε1zA(z)+ ε2z2B(z) (A.14)

Using the value of A(z) we get:

B(z)(1−δ2z2) = b0 +δ3z2C(z)+δ1zβ(z)(a1 + z2B(z)+ z2C(z))

B(z)(1−δ2z2−δ1z3
β(z)) = b0 +δ3z2C(z)+δ1zβ(z)(a1 + z2C(z))

B(z)(1−δ2z2−δ1z3
β(z)) = b0 +δ1zβ(z)a1 +δ3z2C(z)+δ1β(z)z3C(z)

B(z)(1−δ2z2−δ1z3
β(z)) = b0 +δ1zβ(z)a1 +(δ3 +δ1zβ(z))z2C(z)

B(z) = τ(z)(ω0 +ω1z2C(z))

where τ(z) = 1/(1−δ2z2−δ1z3β(z)), ω0 = b0 +δ1zβ(z)a1 and ω1 = δ3 +δ1zβ(z).

Similarly, we get for C(z):

C(z)(1− ε3z2) = c0 + ε2z3B(z)+ ε1zA(z)

C(z)(1− ε3z2) = c0 + ε2z3B(z)+ ε1zβ(z)(a1 + z2B(z)+ z2C(z))

C(z)(1− ε3z2− ε1z3
β(z)) = c0 + ε1zβ(z)a1 + ε2z3B(z)+ ε1β(z)z3B(z)

C(z)(1− ε3z2− ε1z3
β(z)) = c0 + ε1zβ(z)a1 +(ε2 + ε1zβ(z))z2B(z)

C(z)(1− ε3z2− ε1z3
β(z)) = θ0 +θ1z2B(z)

where θ0 = c0 + ε1zβ(z)a1 and θ1 = ε2 + ε1zβ(z)



79

Now, we will use the fact that B(z) = τ(z)(ω0 +ω1z2C(z)) to find out value of C(z):

C(z)(1− ε3z2− ε1z3
β(z)) = θ0 +θ1z2B(z)

C(z)(1− ε3z2− ε1z3
β(z)) = θ0 +θ1z2

τ(z)(ω0 +ω1z2C(z))

C(z)(1− ε3z2− ε1z3
β(z)) = θ0 +θ1ω0z2

τ(z)+θ1ω1z4
τ(z)C(z)

C(z)(1− ε3z2− ε1z3
β(z)−θ1ω1z4

τ(z)) = θ0 +θ1ω0z2
τ(z)

C(z) = η(z)(θ0 +θ1ω0z2
τ(z))

where η(z) = 1/(1− ε3z2− ε1z3β(z)−θ1ω1z4τ(z)).

Hence,

C(z) = η(z)(θ0 +ω0θ1z2
τ(z)) (A.15)

Hence, the value of B(z) is :

B(z) = τ(z)(ω0 +ω1z2C(z))

= ω0τ(z)+ω1z2
τ(z)η(z)(θ0 +θ1z2

τ(z)ω0)

Hence,

B(z) = ω0τ(z)+θ0ω1z2
τ(z)η(z)+ω0ω1θ1z4

η(z)τ(z)2 (A.16)

For limz→ ∞, we get
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β(z) = z/(1−α
2z2)'− 1

α2z

ω0 = b0 +δ1zβ(z)a1 ' b0−
δ1a1

α2

ω1 = δ3 +δ1zβ(z)' δ3−
δ1

α2

θ0 = c0 + ε1zβ(z)a1 '
(

c0−
ε1a1

α2

)
θ1 = ε2 + ε1zβ(z)' ε2−

ε1

α2

We note that ω0 depend on b0 and θ0 depend on c0.

Now, I will figure out τ(z):

τ(z) = 1/(1−δ2z2−δ1z3
β(z))

' 1
1−δ2z2 +δ1z2/α2

' 1
(δ1/α2−δ2)z2

' α2

(δ1−α2δ2)z2 =
θ2

z2

where θ2 =
α2

δ1−α2δ2
Now, I will figure out η(z):

η(z) =
1

1− ε3z2− ε1z3β(z)−θ1ω1z4τ(z)

' 1
1− ε3z2 + ε1z2/α2−θ1ω1z4τ(z)

' 1

1− ε3z2 + ε1z2/α2− θ1ω1α2

δ1−α2δ2
z2

' 1

−ε3 + ε1/α2− θ1ω1α2

δ1−α2δ2

1
z2 =

θ3

z2

where θ3 =
1

−ε3 + ε1/α2− θ1ω1α2

δ1−α2δ2

.
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Hence, we get for C(z):

C(z) = η(z)(θ0 +ω0θ1z2
τ(z))

= θ0η(z)+ω0θ1z2
τ(z)η(z)

= θ0
θ3

z2 +ω0θ1z2 θ2

z2
θ3

z2

= (θ0θ3 +ω0θ1θ2θ3)
1
z2

Hence, we get for B(z):

B(z) = ω0τ(z)+θ0ω1z2
τ(z)η(z)+ω0ω1θ1z4

η(z)τ(z)2

= ω0
θ2

z2 +θ0ω1z2 θ2

z2 η(z)+ω0ω1θ1z4
η(z)

θ2
2

z4

= ω0
θ2

z2 +ω1θ0θ2η(z)+ω0ω1θ1θ
2
2η(z)

= (ω0θ2 +ω1θ0θ2θ3 +ω0ω1θ1θ
2
2θ3)

1
z2

Finally, we get for A(z) :

A(z) =β(z)(a1 + z2B(z)+ z2C(z))

'− 1
α2z

(a1 + z2B(z)+ z2C(z))

'− 1
α2z

(a1 +ω0θ2 +ω1θ0θ2θ3 +ω0ω1θ1θ
2
2θ3 +θ0θ3 +ω0θ1θ2θ3)

=− 1
α2z

(a1 +ω0θ2 +θ0θ3 +(ω1θ0 +ω0θ1)θ2θ3 +ω0ω1θ1θ
2
2θ3)

=− 1
α2z

(
a1 +θ2b0−

δ1θ2

α2 a1 +θ3c0−
ε1θ3

α2 a1 +ω1θ2θ3c0−
ε1ω1θ2θ3

α2 a1

+

(
b0−

δ1a1

α2

)
(θ1θ2θ3 +ω1θ1θ

2
2θ3)

)
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We are getting closer to final expression by clubbing together coefficients of a1,b0,c0:

A(z) =− 1
α2z

(
a1−

δ1θ2

α2 a1−
ε1θ3

α2 a1−
ε1ω1θ2θ3

α2 a1 +θ2b0

+

(
b0−

δ1a1

α2

)
(θ1θ2θ3 +ω1θ1θ

2
2θ3)+θ3c0 +ω1θ2θ3c0

)
=− 1

α2z

((
1− δ1θ2

α2 −
ε1θ3

α2 −
ε1ω1θ2θ3

α2 − δ1

α2 (θ1θ2θ3 +ω1θ1θ
2
2θ3)

)
a1

+(1+θ1θ3(1+ω1θ2))θ2b0

+(1+ω1θ2)θ3c0)

=− 1
α2z

f (z)

where

f (z) = (1− δ1θ2

α2 −
ε1θ3

α2 −
ε1ω1θ2θ3

α2

− δ1

α2 (θ1θ2θ3 +ω1θ1θ
2
2θ3))a1

+(1+θ1θ3(1+ω1θ2))θ2b0 +(1+ω1θ2)θ3c0.

We note that f (z) is a constant function in z and therefore, this is the required function

f we were looking for.

At the end, we note that:

Aλ = lim
µ→0

−~
µ

A
(

z =
1
−iµ

)
= lim

µ→0

−~
µ

A|z−1=−iµ

= lim
µ→0

~
µ

1
α2z

f (z)|z−1=−iµ

=
−i~
α2 f (z)



83

We summarize here that

−i~
α2 f (z) = α

∗a1 +β
∗b0 +δ

∗c0 (A.17)

where

α
∗ =
−i~
α2

(
1− δ1θ2

α2 −
1

α2 θ3(1+ω1θ2)(ε1 +δ1θ1θ2)

)
(A.18)

β
∗ =
−i~
α2 (1+θ1θ3(1+ω1θ2))θ2 (A.19)

δ
∗ =
−i~
α2 (1+ω1θ2)θ3 (A.20)

We find that:

(1+ω1θ2)θ3 = α
2 δ3−δ2

detM
(A.21)

where

detM = δ3
(
ε1−α

2
ε2
)
+δ2

(
α

2
ε3− ε1

)
+δ1 (ε2− ε3) (A.22)

Hence, after all of this, we get:

α
∗ =−i~

(δ2ε3−δ3ε2)

detM

β
∗ =−i~

(ε2− ε3)

detM

δ
∗ =−i~

(δ3−δ2)

detM

(A.23)

A.2 Properties of n-commutators

In this section, we would be proving some results of n-commutators C(n).

Theorem 1. C(n) = [H,C(n−1)],∀n > 0 where C(0) = ∂λH and C(1) = [H,∂λH]

Proof. We define the first two terms as C(0) = ∂λH and C(1) = [H,∂λH].
Now, C(2) = [H, [H,∂λH]] = [H,C(1)]. Similarly, C(3) = [H,C(2)]. Hence, we can claim

using induction argument:
C(n) = [H,C(n−1)] (A.24)
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Theorem 2. If C(3) = α2C(1)+T , then C(2n+1) = α2nC(1)+α2n−2
∑

n−1
q=0 α−2qC(2q)

T , ∀n > 0,

where T is an operator, C(0)
T = T , C(2)

T = [H, [H,T ]] and so on.

Proof.

C(5) = [H, [H,C(3)]] (A.25)

= [H, [H,α2C(1)+T ]] (A.26)

= α
2C(3)+[H, [H,T ]] (A.27)

= α
4C(1)+α

2T +C(2)
T (A.28)

C(7) = [H, [H,C(5)]] (A.29)

= [H, [H,α4C(1)+α
2T +C(2)

T ]] (A.30)

= α
6C(1)+α

4T +α
2C(2)

T +C(4)
T (A.31)

Hence, in general, we can claim that

C(2n+1) = α
2nC(1)+α

2n−2T +α
2n−4C(2)

T + . . .+C(2n−2)
T

= α
2nC(1)+

n−1

∑
q=0

α
2n−2−2qC(2q)

T

= α
2nC(1)+α

2n−2
n−1

∑
q=0

α
−2qC(2q)

T

If C(2)
T = β2T , then we have a corollary result given below.

Theorem 3. If C(3) = α2C(1) + T and C(2)
T = β2T , then C(2n+1) = α2nC(1) +(

α2n−β2n

α2−β2

)
T , ∀n > 0, where T is a term involving some operators and C(2)

T = [H, [H,T ]]
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Proof. Since C(2)
T = β2T , we have C(2n)

T = β2nT , n > 0. Using this, we get:

C(2n+1) = α
2nC(1)+α

2n−2
n−1

∑
q=0

α
−2qC(2q)

T

= α
2nC(1)+α

2n−2T
n−1

∑
q=0

(
β2

α2

)q

= α
2nC(1)+

(
α2n−β2n

α2−β2

)
T

Theorem 4. If C(2)
T = δT +O , then C(2n)

T = δnT +δn−1
∑

n−1
q=0 δ−qC(2q)

O , ∀n > 0, where O is

an operator, C(0)
T = T , C(2)

T = [H, [H,T ]] and so on. Similarly, C(0)
O = O , C(2)

O = [H, [H,O]]

and so on

Proof.

C(4)
T = [H, [H,C(2)

T ]] (A.32)

= [H, [H,δT +O]] (A.33)

= δC(2)
T +C(2)

O (A.34)

= δ
2T +δO+C(2)

O (A.35)

C(6)
T = [H, [H,C(4)

T ]] (A.36)

= [H, [H,δ2T +δO+C(2)
O ]] (A.37)

= δ
2C(2)

T +δC(2)
O +C(4)

O (A.38)

= δ
3T +δ

2O+δC(2)
O +C(4)

O (A.39)
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Hence, in general, we can claim that

C(2n)
T = δ

nT +δ
n−1O+δ

n−2C(2)
O + . . .+C(2n−2)

O

= δ
nT +

n−1

∑
q=0

δ
n−1−qC(2q)

O

= δ
nT +δ

n−1
n−1

∑
q=0

δ
−qC(2q)

O

Theorem 5. If C(3) = α2C(1)+T , then C(2n+1) = α2C(2n−1)+C(2n−2)
T , ∀n > 0, where T is

an operator, C(0)
T = T , C(2)

T = [H, [H,T ]] and so on.

Proof. For n = 2, we have

C(5) = [H, [H,C(3)]] (A.40)

= [H, [H,α2C(1)+T ]] (A.41)

= α
2C(3)+C(2)

T (A.42)

For n = 3, we have

C(7) = [H, [H,C(5)]] (A.43)

= [H, [H,α2C(3)+C(2)
T ]] (A.44)

= α
2C(5)+C(4)

T (A.45)

Hence, in general, we can claim that

C(2n+1) = α
2C(2n−1)+C(2n−2)

T

Theorem 6. If C(2)
T = δT +O , then C(2n)

T = δC(2n−2)
T +C(2n−2)

O , ∀n > 0, where O is an
operator, C(0)

T = T , C(2)
T = [H, [H,T ]] and so on. Similarly, C(0)

O = O , C(2)
O = [H, [H,O]]

and so on
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Proof.

C(4)
T = [H, [H,C(2)

T ]] (A.46)

= [H, [H,δT +O]] (A.47)

= δC(2)
T +C(2)

O (A.48)

C(6)
T = [H, [H,C(4)

T ]] (A.49)

= [H, [H,δC(2)
T +C(2)

O ]] (A.50)

= δC(4)
T +C(4)

O (A.51)

Hence, in general, we can claim that

C(2n)
T = δC(2n−2)

T +C(2n−2)
O

A.3 Infinite summation method

Using theorem proved in appendix, we get

C(2n+1) = α
2nC(1)+α

2n−2
n−1

∑
q=0

α
−2q(C(2q)

T2
+C(2q)

T3
)

This shows that for any subsequent C(2n+1), we won’t have any new term apart from

C(1),T2 and T3.

In previous section, we have proved that if C(2)
T = δT + O , then C(2n)

T = δnT +

δn−1
∑

n−1
q=0 δ−qC(2q)

O . In our case, C(2)
T2

= δ2T2 +O where O = δ1C(1)+ δ3T3. Now, let’s

compute C(2q)
O :



88

C(2)
O = δ1C(3)+δ3C(2)

T3

Similarly,C(2q)
O = δ1C(2q+1)+δ3C(2q)

T3

Hence, we see that C(2n)
T2

= δn
2T2 + δ

n−1
2 ∑

n−1
q=0 δ−q(δ1C(2q+1) + δ3C(2q)

T3
). Similarly,

C(2n)
T3

= εn
3T3 + ε

n−1
3 ∑

n−1
q=0 ε

−q
3 (ε1C(2q+1)+ ε2C(2q)

T2
).

We are left with a set of three coupled recurrence equations given by:

C(2n+1) = α
2nC(1)+α

2n−2
n−1

∑
q=0

α
−2q(C(2q)

T2
+C(2q)

T3
)

C(2q)
T2

= δ
q
2T2 +δ

q−1
2

q−1

∑
p=0

δ
−p
2 (δ1C(2p+1)+δ3C(2p)

T3
)

C(2q)
T3

= ε
q
3T3 + ε

q−1
3

q−1

∑
p=0

ε
−p
3 (ε1C(2p+1)+ ε2C(2p)

T2
)

(A.52)

Now let’s concentrate on C(2q)
T2

here:

C(2q)
T2

= δ
q
2T2 +δ

q−1
2

q−1

∑
p=0

δ
−p
2 (δ1C(2p+1)+δ3C(2p)

T3
) (A.53)

= δ
q
2T2 +δ

q−1
2

q−1

∑
p=0

δ
−p
2 δ1C(2p+1)+δ

q−1
2

q−1

∑
p=0

δ
−p
2 δ3C(2p)

T3
(A.54)

= δ
q
2T2 +δ

q−1
2

q−1

∑
p=0

δ
−p
2 δ1C(2p+1)+O (A.55)

= δ
q
2T2 +δ

q−1
2

q−1

∑
p=0

δ
−p
2 δ1(α

2pC(1)+α
2p−2

p−1

∑
l=0

α
−2l(C(2l)

T2
+C(2l)

T3
))+O (A.56)

Hence, we see that we get infinite summation expression, which seems intractable to

me.
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Appendix B

Appendix for FE Quantum State Manipulation
in a Noisy Qubit

B.1 Derivation of FE protocol for a qubit and its generalization

We present here the derivation of the Floquet engineered driving protocol (equation (3.4))

for a qubit. It has the same form as that of the Fast-Forward Hamiltonian (equation (3.3)):

HFE = Bz(t)σz +Bx(t)σx (B.1)

where both Bz and Bx consist of smooth and rapidly oscillating parts.

Informed by the standard prescription of Floquet engineering, we take Bx(t) = λ(t)+

ωΩsin(ωt), where Ω is a free parameter (Bukov et al., 2015). Next, we consider a rotating

frame defined by the unitary V = exp(−iσxθ(t)) where θ(t) = −Ωcos(ωt), which effec-

tively performs a re-summation of the Magnus expansion of equation (B.1). In the rotating

frame, the Hamiltonian becomes:

H̃ = V †HV − iV †V̇ (B.2)

= Bz(t)(cos2θσz + sin2θσy)+λ(t)σx, (B.3)

This rotating frame Hamiltonian includes σy, allowing us to implement the counter-diabatic

(CD) Hamiltonian of equation (3.2) by choosing the appropriate time dependence for Bz(t).

To find an approximate form for Bz(t), we average H̃ over a single time period T =

2π/ω to compute the first term of its Magnus expansion. Since the σy term is required
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for implementing CD driving, we choose Bz(t) = α−β(t)cos(ωt), where α,and β are free

parameters of the Floquet engineered driving protocol, so that we get non-zero contribution

from the average over Bz(t)sin2θσy . This gives us:

H̃(0) = αJ0(2Ω)σz +β(t)J1(2Ω)σy +λ(t)σx

where J0 and J1 are zero and first-order Bessel functions, and we have assumed that τ� T

so that β(t),λ(t) are approximately constant over a single period of the drive, T . This

Hamiltonian is exactly the CD Hamiltonian (3.2) as long as the coefficients satisfy the

constraint:

βJ1(2Ω) =
1
2

αJ0(2Ω)λ̇

(αJ0(2Ω))2 +λ2 , (B.4)

where the gap of the effective qubit in the rotating frame is ∆′ = αJ0(2Ω). Note that the

latter is completely arbitrary and we get a CD Hamiltonian irrespective of the value of this

gap. Transforming back to the lab frame, and choosing α = ∆ such that the gap in lab frame

remains unchanged, we arrive at our Floquet engineered driving protocol (equation (3.4)).

Additionally, to ensure that wavefunctions in both lab and rotating frames at the initial

time t = 0 and final time t = τ are identical up to a constant phase, we require that Ω = mπ

and τ = nT = n/2πω for integers m and n. If the ground state of the Hamiltonian HFE is in

the x-direction at the initial and final times, then we have more freedom in our choice of Ω

because the unitary V = exp(−iσxθ(t)) can only add an overall phase to the wavefunction

(see appendix B.3). We exploited this in experiment to drive our fields at high frequency

ω by taking a smaller Ω, which helped us by reducing the amplitude of the required fields

below the saturation level of our hardware.

The previous discussion can directly be generalized to many body systems. First we

note that an optimal variational single-spin counter-diabatic protocol, which can be easily
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computed (Sels and Polkovnikov, 2017), can already be very efficient even in complex

interacting systems (Hartmann and Lechner, 2019) . Such variational protocols can be

implemented through the Floquet fast forward driving proposed here. In a more general

situation one can extend our strategy in several different ways. Here we present the most

direct one. Consider a generic system subject to a time-dependent Hamiltonian:

H(t) = H0 +λ(t)H1, (B.5)

then a Floquet engineered fast-forward Hamiltonian has the general form

HFE = ΩωsinωtH +g(t)H1. (B.6)

In the rotating frame defined by the unitary V = exp(−iΩH cosωt), the Hamiltonian be-

comes

H̃ =V †HFEV − iV †V̇ = g(t)V †H1V. (B.7)

Consequently, the first term in the Magnus expansion reads:

H̃(0) = ∑
l

ilgl ∑
n,m

Jl(Ω(εn− εm))〈n|H1 |m〉 |n〉〈m| , (B.8)

where εn is the eigenvalue of H associated with eigenvector |n〉, gl is the lth component

of the Fourier series of g(t) and Jl is the lth order Bessel function of the first kind. The

system remains adiabatic in the rotating frame as long as H(0) implements the adiabatic

gauge potential, given by (Kolodrubetz et al., 2017):

Aλ = ∑
n,m

i
〈n|H1 |m〉
εm− εn

|n〉〈m| . (B.9)

In practice the number of Fourier components in g(t) will be limited and the best approxi-

mation of (B.8) to the adiabatic gauge potential (B.9) can be found by considering gl and

Ω as variational parameters and using the idea developed in (Sels and Polkovnikov, 2017).
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by current in a waveguide near the NV center. To generate Bx(t) and By(t), we generate

voltage signals using an arbitrary waveform generator (AWG) and use them to perform I/Q

modulation of a carrier signal at frequency ω0 created by the signal generator (SG). Bz(t)

is also generated by an AWG, but is not modulated, and the signals are then amplified,

combined, and sent to a waveguide where they generate a magnetic field at the NV center.

The magnetic field generated by each of these signals has components along both the x- and

z-axes of the NV center, but Bz(t) has frequency components up to only∼ 100MHz� ω0,

so it cannot drive transitions and has negligible effect on the x- and y-axes. Conversely,

since Bx(t) and By(t) are modulated at ω0, much faster than any other scale in the system,

in the rotating frame the z-axis field they contribute rapidly averages to zero, giving the

experimentally accessible Hamiltonian for the effective qubit:

Hlab = (ω0/2+Bz)σz +2(Bx cosω0t +By sinω0t)σx (B.10)

Since the drive amplitude and detuning are much smaller than the carrier frequency, we

transform to the rotating frame defined by ω0/2σz and invoke the rotating wave approxi-

mation to give the following Hamiltonian:

Hrot = Bz(t)σz +Bx(t)σx +By(t)σy (B.11)

This allows us to implement each protocol by choosing Bx,y,z appropriately.

To calibrate the amplitudes of Bx,y, we set them to be constants to drive Rabi oscillations

and tune the power to give the desired Rabi frequency. To calibrate Bz, we set it to be

constant and perform electron spin resonance (ESR) to observe the shift in the transition

frequency. In Figure B·2 we show electron spin resonance (ESR) spectra of the NV center

with the static magnet ~Bs tuned near the LAC (purple data). In another set of data (green),

we additionally apply a constant field Bz = 1MHz using the electronics described above for

the duration of the ESR RF pulse (4µs). The ESR spectra confirm that the N15 nuclear spin
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experimentally inaccessible. To approximate this, we consider protocols where Bz/Bx� 1

so that the spin pointing along -x is nearly in the initial ground state. Our experiments use

Bz/Bx = 0.1/1.5, which gives an initial overlap of | 〈ψ(0)|ψGS(0)〉 | = 0.9978. In figure

B·3, we show simulations of the FE protocol with the same parameters as in Figure 3.b

of the main text with the system starting in the exact ground state and along the -x-axis.

The curves nearly overlap for the entire protocol and the final fidelities agree at the level of

precision available in experiments (±0.004). The oscillations in both protocols are caused

by the finite Floquet driving frequency and deviations from starting in the initial ground

state; these small fluctuations will be slightly different for the different initial states.

Figure B·4: Infidelity as a function of Ω Numerically calculated infidelity
(1− F) of the initial ground state of the FE Hamiltonian with the initial
state, |+x〉, as a function of the parameter Ω.

Another point mentioned in the main text is the choice of the parameter Ω in the

FE Hamiltonian. This parameter appears in the rotating frame transformation operator

V = exp(iσxΩcosωt), and hence in the lab frame FE Hamiltonian. As mentioned in the

appendix B.1, for the initial states in the lab and rotating frames to agree at time t = 0, we

require that Ω = nπ, for an integer n. However, if the initial ground state is along the x-axis,

this operator does not rotate the state and merely adds an overall phase, meaning there is

no restriction on Ω. Freedom in choosing Ω is useful from an experimental point of view

because the Floquet driving term, ωΩsinωt, is easier to implement if the amplitude can be

made smaller by taking a smaller value of Ω. As explained above, the initial ground state
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is not exactly along the x-axis, but instead slightly above it in the x-z plane. Thus, taking

Ω 6= nπ could result in errors in the initial state being different from the initial ground state.

Figure B·5: Protocol performance with detuning a. Simulation of
Landau-Zener protocol with detunings δσz drawn from a Gaussian distri-
bution δ∼ N(µ = 0,σ = 8kHz). The simulation is repeated many times and
the results averaged together with the green band capturing the mean fidelity
± 1 standard deviation at each point in time. Black curve is the simulation
with no detuning. Data is plotted as well to show it falls within the green
band. Plots b. and c. are the same as a. for the FF and FE protocols, respec-
tively. Note that the uncertainty band for the FE protocol is not visible at
this scale. Data points are omitted since the spread in the data is larger than
the bands. Parameters are the same as for Figure B·3.

To show that we can still choose Ω freely without introducing significant infidelities,

we computed the infidelity of the initial state, |−x〉, with the initial ground state of the

Floquet-engineered Hamiltonian as a function of Ω, shown in Figure B·4. We see that for

almost all values of Ω, the states have infidelities of I = 1−|〈−x|ψGS(t = 0,Ω)〉 |2≤ 0.002,

consistent with the infidelities we expect based only on the fact that ∆/λ0 6= 0, as discussed

above. The isolated points where the infidelity changes rapidly occurs when Ω approaches

points such that J1(2Ω) = 0. Near these points, we can approximate Bz∼ ∆−c/J1(2Ω), for

a constant c� ∆. As Ω increases from below, it approaches ∆≈ c/J1(2Ω), so that Bz = 0

and the ground state points along the x-axis, matching the initial state. Increasing Ω slightly

more results in a large Bz and the ground state points nearly along the -z-axis, giving large
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infidelities. As long we avoid these points when choosing Ω, the initial infidelity will be

small and we can expect the final infidelity to be comparably small, as in Figure B·3 where

we examined the effect of small infidelities from the initial state.

A final imperfection we consider is detuning from the transition frequency ω0. As

shown above, we perform electron spin resonance (ESR) to determine ω0 and then set the

signal generator to this frequency. If the applied fields Bx,y are detuned from resonance

by a small amount δ, then in the rotating frame there is an additional term δσz. In our

experiment, detunings result from two main sources. First, changes in the temperature or

humidity of the laboratory cause drift in the distance of the NV center from the static mag-

net Bs, shifting the ESR frequency. We observe drift in ω0 of no more than 50-100kHz

on the timescale of a day. To avoid detuning resulting from this drift, we perform ESR

measurements at regular intervals of 20-60 minutes during experiments and retune the fre-

quency.

The second source of detuning is the uncertainty in the measured frequency ω0. After

performing ESR, we fit the normalized data to Lorentzian lineshapes, which results in some

numerical uncertainty in the fit parameters. Defining the uncertainty as half the width of

the 66% confidence interval of the fit parameters, we find typical uncertainties in ω0 of

±6-10kHz. We investigate how this might affect each proctol by running a simulation

with an additional term δσz where δ is drawn from a Gaussian distribution of mean zero

and standard deviation 8kHz, and then averaging together the fidelities as a function of

time for many iterations with independent values of δ. The results in Figure B·5 show

that the Landau-Zener protocol is most sensitive as the uncertainty band is largest and that

detunings might explain some of the deviation of the data from the simulation without

detunings. We also see that the FE protocol is more robust against detunings than the FF

protocol and is unaffected at this scale.
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B.4 Noise

B.4.1 Experimental details

To generate classical magnetic field noise, we applied several amplification stages to the

Johnson noise of a resistor at room temperature to produce white noise band-limited by

the amplifiers. Because the bandwidth of the amplifiers was 300MHz, much less than the

transition frequency ω0, the noise cannot drive |0〉↔ |+1〉 transitions and is well described

by pure dephasing: Hnoise = γ(t)σz. The noise signal was combined with Bz(t) to deliver it

to the waveguide where it creates a magnetic field.

We characterized the noise by its amplitude spectral density, which we varied by adding

attenuators, and its bandwidth, which we varied by adding low pass filters. We used com-

mercially available 5th order elliptic filters which have fast rolloff of >20dB/octave, allow-

ing us to approximate them as ideal low pass filters with constant spectral density and a

hard cutoff which we define as the -3dB point. We measure the RMS of the noise generator

using a digital oscilloscope and then apply the calibration to determine the magnitude of Bz

as explained above.

To check this calibration and characterize the noise, we performed a detuned Ramsey

experiment with the external noise and fit the envelope of the Ramsey fringes to an expo-

nential decay to measure T ∗2 . The data, reported as the dephasing rate Γ = 1/T ∗2 is reported

in fig. B·6, for the RMS and bandwidths used in fig. 4. of the main text. Fig. B·6 (a) shows

that as the RMS increases, the coherence time decreases. The coherence time approaches

a constant value as the added noise becomes weak and is dominated by electronic noise

independent of the added noise and the dephasing resulting from the spin environment of

the NV center. We find that with no added noise, Γ = 0.125±0.003 MHz, consistent with

the value the data is approaching. In fig. B·6 (b), plotted on the same scale as fig. B·6
(a), we see that T ∗2 is nearly independent of frequency. This is expected since T ∗2 is most

sensitive to low frequency noise, so increasingly higher frequencies get averaged out and
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taken using a different filter. As shown in fig. B·6 (b), T ∗2 has a weak dependence on the

bandwidth at the frequencies used, so we can not reliably extract α for each point since T ∗2

gives minimal information.

B.4.2 Numerical simulation details

In the experiment, noise was characterized by spectral bandwidth ωc and RMS. Keeping

this in mind, for numerical simulations we define the noise as:

γ(t) =

√
2ωcΓ

N

N

∑
j=1

cos(ω jt +φ j) (B.12)

where Γ is the noise spectral density and ω j represents different allowed frequencies within

a certain bandwidth ωc. φ j and ω j are chosen from random uniform distribution with

φ j ∈ [0,2π) and ω j ∈ [0,ωc). We note that the RMS amplitude is γRMS =
√

ωcΓ.

B.5 Dynamical decoupling effect in FE driving protocol

As mentioned in the main text, the FE protocol protects the qubit from environmental noise

as long as the noise spectral bandwidth is well separated from the spectral bandwidth of the

driving protocol, which is simply given by its Fourier transform. In Fourier space, the noise

spectrum is centered around zero with a bandwidth ωc, while the Bz term of HFE (equation

(4) in the main paper) is centered around the Floquet frequency. Its spectrum is given by

the Fourier transform of:

(Θ(t)−Θ(t− τ))cosωt
λ̇

∆2 +λ(t)2 (B.13)

where Θ(t) is Heaviside step function and ω is the Floquet frequency. The box function

Θ(t)−Θ(t − τ) arises because our protocol is applied for the time t ∈ [0,τ]. For linear

ramps, we have λ(t) = λ0(1−2t/τ).

The total spectral function is a convolution of the Fourier transforms of the box function,
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cosine, and the factor
λ̇

∆2 +λ(t)2 , which for a linear ramp is a Lorentzian. Their Fourier

transforms are a sinc function, Dirac delta function peaked at the Floquet frequency ω, and

an exponential, respectively. The characteristic width of the sinc scales inversely propor-

tional to the protocol duration as 1/τ, while the Fourier transform of the Lorentzian decays

in Fourier space over a typical scale λ0
τ∆

. Here we are interested in the limit where λ0� ∆,

so the convolution with the sinc is irrelevant and the protocol spectrum is approximately an

exponential centered around ω with a characteristic decay rate λ0
τ∆

. FE protocols are thus

protected from noise as long as ωc� ω− λ0
τ∆

.

To demonstrate this, we performed simulations of the Floquet-engineered protocol

where we apply the noise function described above and repeat the simulation for many

realizations of the noise, averaging the fidelities together. The results in fig. B·7 show

that for large enough Floquet frequency, the Floquet-engineered protocol (data markers

and solid lines) gives lower infidelity than the conventional FF protocol (horizontal dashed

lines). The infidelity decreases with increasing Floquet frequency until the Floquet fre-

quency reaches ω≈ ωc +λ0/(τ∆), and the Floquet driving can no longer further decouple

the system from the noise and the infidelity saturates.

In fig. B·7 a), as we increase the noise bandwidth ωc while keeping the spectral density

Γ constant, we find that with a large enough Floquet frequency, the Floquet-engineered

protocol can give the same infidelity when the noise bandwidth is increased. This shows

that, like dynamical decoupling, the Floquet-engineered protocol protects the qubit from

noise as long the Floquet frequency is larger than ωc. In fig. B·7 b), as we increase the

noise bandwidth ωc while keeping γRMS constant, we see that the infidelity of the FF pro-

tocol decreases because it is more sensitive to lower frequencies and the spectral density

must decrease to give constant γRMS. However, by increasing the Floquet frequency, the

Floquet-engineered protocol can achieve smaller infidelities and saturates approximately

when ω≈ ωc +λ0/(τ∆), consistent with the data for constant noise spectral density. Thus,
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the Floquet-engineered protocol can protect the system from noise by driving at high fre-

quency.
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Appendix C

Appendix for Floquet-engineering
Counterdiabatic Protocols in Quantum
Many-body Systems

C.1 Regularized gauge potentials

As one way of motivating the variational ansatz, the adiabatic gauge potential (for fixed λ)

can be rewritten as

Aλ = lim
ε→0+

∞∫
0

dt e−εt
(

e−iH (λ)t
∂λH (λ)eiH (λ)t−Mλ

)
(C.1)

with Mλ = ∂λH = ∑n |n〉〈n|∂λH |n〉〈n| cancelling the diagonal elements by construction,

similar to the integral expression for the classical gauge potential (Jarzynski, 1995). This

immediately follows from the evaluation of the off-diagonal elements

〈m|Aλ|n〉= lim
ε→0+

∞∫
0

dt e−εte−i(εm−εn)t 〈m|∂λH |n〉

= lim
ε→0+

〈m|∂λH |n〉
ε+ i(εm− εn)

. (C.2)

From the Baker-Campbell-Hausdorff expansion, we can write

e−iH t
∂λH eiH t =

∞

∑
k=0

(−it)k

k!
[H , [H , . . . [H︸ ︷︷ ︸

k

,∂λH ]], (C.3)
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where the (real for real Hamiltonians) even-order commutators will contribute to Mλ and

the odd-order commutators constitute Aλ. While the resulting geometric series is not con-

vergent for small ε, this hints at the use of the nested commutators to reconstruct the gauge

potential.

A ‘gapped’ gauge potential A∆

λ
can alternatively be defined as

A∆

λ
≡ i

∞

∑
k=1

(−1)k

k!
∆
−2k [H , [H , . . . [H︸ ︷︷ ︸

2k−1

,∂λH ]], (C.4)

satisfying

〈m|A∆

λ
|n〉= i

∞

∑
k=1

(−1)k

k!
∆
−2k(εm− εn)

2k−1 〈m|∂λH |n〉

=−i
1− e−(εm−εn)

2/∆2

εm− εn
〈m|∂λH |n〉 , (C.5)

acting as the exact gauge potential for all excitation frequencies (εm− εn) above a gap ∆,

and vanishing for excitation frequencies (εm− εn) below ∆. Through the introduction of a

finite gap, a regularized gauge potential can be expressed in terms of nested commutators,

remaining well-defined in the thermodynamic limit, which can then be used to strongly

suppress excitations above this gap, similar in spirit to Ref. (Bachmann et al., 2017). In

practice, this series summation will be truncated, where the variational minimization is

guaranteed to return the optimal series coefficients.

Note that, for a finite number of excitation frequencies, as in e.g. few-body systems,

the exact gauge potential term can always be obtained taking a large enough commuta-

tor ansatz. If the number of terms in the ansatz equals the number of relevant excitation

frequencies, there are enough degrees of freedom to make the frequency-dependent pref-

actor reproduce the exact prefactor 1/ωmn at all excitation frequencies ωmn, such that the

proposed expansion becomes exact (as illustrated by the two-qubit examples in the main

text).
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Alternatively, the variational optimization can be avoided if we only wish to approxi-

mate the prefactor 1/ωmn for a given range of excitation frequencies ωmn ∈ [∆min,∆max] for

a given ∆min and ∆max. This could occur in systems with a known gap or a given excitation

spectrum, where the counterdiabatic driving only needs to suppress excitations in a known

frequency window. In this case, the fitting implicit in the variational procedure can be re-

placed by a straightforward fitting of 1/ωmn to a power series of a given order (see also

the main text). This can be done in various efficient ways, and has the advantage that the

gauge potential depends only on the system through the given ∆min and ∆max, which might

outperform the variational gauge potential if the action for the adiabatic gauge potential is

dominated by excited states, resulting in a potential that is not expected to perform well for

CD driving w.r.t. the ground state.

C.2 Variational minimization

The exact gauge potential can be found by minimizing the action (Sels and Polkovnikov,

2017)

S(χ) = Tr
[
G†(χ)G(χ)

]
, G(χ) = ∂λH − i[H ,χ], (C.6)

which is minimal precisely when χ = Aλ. This allows for the construction of approximate

local gauge potentials by minimizing S(χ) in a restricted basis for χ, including e.g. all local

operators with a given support.

The results for the Figure in the main text are given in Fig. C·1, as compared with the

variational results when constructing the gauge potential in a local basis as

Aλ ≈
L

∑
i=1

α
a1a2...ad
i,i+1,...,i+d σ

a1
i σ

ai+1
i+1 . . .σ

ai+d
i+d , (C.7)

with α
a1a2...ad
i,i+1,...,i+d the variational parameters and ai = x,y,z,0. While the variational proce-

dure minimizes S` = Tr
[
G2
`

]
, the variational minimum is obtained when [H ,G`] = 0, such

that the latter can also be used as a measure for the resulting error. Despite only having a
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Figure C·1: Variational minimum for S` = Tr
[
G2
`

]
and resulting error in

[H ,G`] for Fig. 1 in the main text. Everything is normalized by Tr
[
∂λH 2]

in order to be system-size independent. The dotted lines denote the results
when constructing the gauge potential in a local basis with support d =
1,2,3,4.

fraction of the parameters in the local ansatz, it is clear that the nested commutator ansatz

can capture most of the relevant local contributions to the gauge potential.

An additional interpretation can be given to the minimization of the coefficients in A(`)
λ

.

Taking χ = A(`)
λ

, we can write G` ≡ G(A(`)
λ

) as

G` = ∂λH +
`

∑
k=1

αk [H , [H , . . . [H︸ ︷︷ ︸
2k

,∂λH ]], (C.8)

where the action can again be expanded in the eigenbasis of H as

S(χ) = ∑
m,n
| 〈m|∂λH |n〉 |2

[
1+

`

∑
k=1

αkω
2k
mn

]2

. (C.9)
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The resulting minimization leads to a linear set of equations

`

∑
k=1

αk ∑
m,n

ω
2(k+l)
mn | 〈m|∂λH |n〉 |2

= αl ∑
m,n

ω
2l
mn| 〈m|∂λH |n〉 |2, l = 1 . . . `. (C.10)

Defining the response function

Γλ(ω)≡ Γ(ω,∂λH ) = ∑
m,n
〈m|∂λH |n〉2 δ(ω−ωmn), (C.11)

its moments follow as

Γ
(k)
λ

=
∫

dω Γλ(ω)ω
2k, (C.12)

such that the linear set of equations can be rewritten as

`

∑
k=1

αkΓ
(k+l)
λ

= Γ
(l)
λ
, l = 1 . . . `. (C.13)

The left-hand side can be seen as the (2l + 1)-th moment of ∑
`
k=1 αkω2k−1Γλ(ω), the re-

sponse function of the approximate gauge potential, where the right-hand side can be seen

as the (2l+1)-th moment of Γλ(ω)/ω, the response function for the exact gauge potential,

such that the approximate gauge potential reproduces the first ` moments of the response

function

Γ(ω,Aλ)
(k) = Γ(ω,A`

λ
)(k),k = 1 . . . `. (C.14)

C.3 Floquet Hamiltonian

Here, we will calculate the matrix elements of the Floquet Hamiltonian defined in the main

text. Consider the infinite-frequency limit of

HFE(t) =
[

1+
ω

ω0
cos(ωt)

]
H (λ)+ λ̇β(t)∂λH (λ), (C.15)
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with

β(t) =
∞

∑
k=1

βk sin((2k−1)ωt). (C.16)

The leading-order contribution to the Floquet Hamiltonian can be obtained by first going

to the rotating frame w.r.t. ω

ω0
cos(ωt)H (λ) as

H̃FE(t) = ei sin(ωt)
ω0

H (λ)HFE(t)e
−i sin(ωt)

ω0
H (λ) (C.17)

from
sin(ωt)

ω0
H (λ) =

ω

ω0

t∫
0

dscos(ωs)H (λ), (C.18)

where we have assumed that H (λ) can be taken to be constant during a driving cycle. In

this way, the rotating frame coincides with the lab frame at t = 0 and t = T . The dominant

contribution to the Magnus expansion is given by the time-averaged Hamiltonian in the

moving frame as

H̃ (0)
F =

1
T

T∫
0

dt ei sin(ωt)
ω0

H (λ)HFE(t)e
−i sin(ωt)

ω0
H (λ)

. (C.19)

In order to continue, it will prove to be convenient to express the matrix elements in the

eigenbasis of H (λ), where the off-diagonal elements are given by

〈m|H̃ (0)
F |n〉=

λ̇

T

T∫
0

dt eisin(ωt) (εm−εn)
ω0 β(t)〈m|∂λH |n〉

= λ̇

∞

∑
k=−∞

Jk

(
εm− εn

ω0

)
〈m|∂λH |n〉

× 1
T

T∫
0

dt eiωkt
β(t), (C.20)

where the Jacobi-Anger formula has been used in order to recast the exponential as a sum

of Bessel functions of the first kind. The integral then returns the Fourier coefficients of
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β(t), leading to

〈m|H̃ (0)
F |n〉= iλ̇

∞

∑
k=1

βkJ2k−1

(
εm− εn

ω0

)
〈m|∂λH |n〉 . (C.21)

Since the rotating frame coincides with the lab frame at initial and final times, the resulting

Floquet Hamiltonian satisfies

〈m|H (0)
F |n〉= iλ̇

∞

∑
k=1

βkJ2k−1

(
εm− εn

ω0

)
〈m|∂λH |n〉 . (C.22)

The contribution to the diagonal elements is simply given by the time-averaged H (λ),

which can be assumed constant within a single driving cycle, leading to the proposed

expression in the main text. The Bessel functions can be Taylor expanded around zero,

leading to

HF =H + iλ̇
∞

∑
k=1

βk

∞

∑
m=0

(−1)m(2ω0)
−2k−2m+1

m!(m+2k−1)!

× [H , [H , . . . [H︸ ︷︷ ︸
2m+2k−1

,∂λH ]]. (C.23)

Note that, since the matrix elements again reproduce the structure of the exact gauge

potential and the expansion for the gauge potential (〈m|∂λH |n〉multiplied by an excitation-

frequency-dependent term), Floquet engineering provides a general way to realize the coun-

terdiabatic term. From the expression for the Floquet Hamiltonian, if the number of har-

monics equals the number of relevant excitation frequencies, there are enough degrees of

freedom to make the frequency-dependent prefactor reproduce the exact prefactor at all

excitation frequencies, such that exact counterdiabatic driving can in principle always be

exactly obtained using Floquet engineering in the infinite-frequency limit, even if the re-

sulting expressions might be rather unwieldy.

The first-order correction on this Hamiltonian can also be calculated in the moving
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frame as

H (1)
F =

1
2iT 2

T∫
0

dt1

t1∫
0

dt2 [H̃FE(t1),H̃FE(t2)], (C.24)

which can be expanded as

〈m|H (1)
F |n〉=

λ̇

2iT 2 (εm− εn)〈m|∂λH |n〉

×
T∫

0

dt1

t1∫
0

dt2

[
(1+

ω

ω0
cos(ωt1))β(t2)e

i εm−εn
ω0

sin(ωt2)

− (1↔ 2)
]

+
λ̇2

2iT 2 ∑
l

T∫
0

dt1

t1∫
0

dt2β(t1)β(t2)e
isin(ωt1)

εm−εl
ω0

× eisin(ωt2)
εl−εn

ω0 〈m|∂λH |l〉〈l|∂λH |n〉 . (C.25)

This can no longer be exactly evaluated because of the sum over the full Hilbert

space, but it should be clear that the O(T ) correction has two contributions determined

by λ̇〈m|[H ,∂λH ]|n〉 and λ̇2 〈m|∂λH |l〉〈l|∂λH |n〉. This first term results in a correction

on the coefficients in the dominant contribution, whereas the second term introduces new

interactions in the Floquet Hamiltonian scaling as λ̇2.

It is worth remarking that one possible issue relevant for Floquet dynamics is that of

heating – at sufficiently long time scales, any many-body system subjected to periodic

driving is expected to heat up to a featureless infinite-temperature state (D’Alessio and

Rigol, 2014). However, this is not expected to be relevant for the current protocol: in

the high-frequency regime where our Magnus expansion holds heating is exponentially

suppressed in the driving frequency (Abanin et al., 2015; Kuwahara et al., 2016; Mori

et al., 2016), and the aim of the counterdiabatic driving is precisely to reduce the length

of the protocol such that the time scales necessary for substantial heating are generally not

reached, as also apparent from the calculations presented in the main text.
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C.4 Examples

In this Appendix, we explicitly calculate the single-commutator expansion for the two-

qubit systems in the main text. First consider the two-level system

H = J
(
σ

x
1σ

x
2 +σ

z
1σ

z
2
)
+hz(λ−1)

(
σ

z
1 +σ

z
2
)
, (C.26)

∂λH = hz
(
σ

z
1 +σ

z
2
)
. (C.27)

The first-order commutator is given by

[H ,∂λH ] =−2iJhz
(
σ

y
1σ

x
2 +σ

x
1σ

y
2
)
, (C.28)

and keeping only this term in the commutator expansion leads to

A(1)
λ

= 2α1Jhz
(
σ

y
1σ

x
2 +σ

x
1σ

y
2
)
. (C.29)

The single coefficient α1 follows from the operator G1 = ∂λH − i[H ,A(1)
λ

], given by

G1 = hz
(
1+α14J2)(

σ
z
1 +σ

z
2
)

−α1(λ−1)8Jh2
z
(
σ

x
1σ

x
2−σ

y
1σ

y
2
)
, (C.30)

leading to the action S1 = Tr
[
G2

1
]

as

S1 = 2h2
z
(
1+α14J2)2

+2α
2
1(λ−1)2 (8Jh2

z
)2
. (C.31)

Minimizing S1 leads to a linear equation for α1 and

α1 =−
1

4J2 +16(λ−1)2h2
z
, (C.32)
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resulting in the proposed gauge potential

A(1)
λ

=−Jhz

2

(
σ

y
1σx

2 +σx
1σ

y
2
)

J2 +4(λ−1)2h2
z
. (C.33)

For the three-level system, A(1)
λ

= iα1[H ,∂λH ] can also be exactly calculated. Starting

from

H =−2Jσ
z
1σ

z
2−h

(
σ

z
1 +σ

z
2
)
+2hλ(σx

1 +σ
x
2) , (C.34)

∂λH = 2h(σx
1 +σ

x
2) , (C.35)

the relevant operators follow as

[H ,∂λH ] =−8iJh
(
σ

y
1σ

z
2 +σ

z
1σ

y
2
)
−4ih2(σ

y
1 +σ

y
2),

G1 =
(
2h+α1(32J2h+8h3)

)
(σx

1 +σ
x
2)

+32α1Jh2 (
σ

x
1σ

z
2 +σ

z
1σ

x
2
)
+16α1λh3 (

σ
z
1 +σ

z
2
)

+64α1Jλh2 (
σ

z
1σ

z
2−σ

y
1σ

y
2
)
. (C.36)

Minimizing the resulting action then returns

α1 =−
J2 +h2/4

(4J2 +h2)2 +(2λh2)2 +(4Jh)2 +(8Jλh)2 . (C.37)
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Appendix D

Appendix for Adiabatic Eigenstate Deformations
as a Sensitive Probe for Quantum Chaos

D.1 Cutoff scaling with system size

Unless stated otherwise, in all calculations we have chosen a cutoff µ = LD−1, where D

is the dimension of the Hilbert space. The prefactor L has been chosen to remove the

logarithmic correction coming from the zero-frequency contribution of | f (ω = 0)|2 = L

in chaotic models (see Appendix D.3). This can also be motivated by plotting the AGP

norm and comparing it w.r.t. different choices of cutoff. We first study this norm close

to chaotic-integrable transition point and then later describe its effect deep in the chaotic

regime.

When we are close to the chaotic-integrable transition point and the cutoff is too small

(e.g. µ = L−1/2D−1), then we find that the AGP norm is too sensitive to the exponentially

close eigenstates, showing a non-smooth exponential scaling, which makes it hard to draw

any conclusions (see Fig. D·1 a) ). On the other hand, if the cutoff is too large (e.g. µ =

L2D−1), then the AGP norm, albeit smooth, is no longer sensitive to the small strength of

integrability-breaking perturbation(see Fig. D·1 b)). In Fig. D·1 c) with µ = LD−1 , we

find that the rescaled AGP norm shows an exponential scaling that is both appropriately

smooth and exponentially sensitive to integrability-breaking perturbations.

Deep in the chaotic (ergodic) phase, we find that the numerically-obtained scaling for

the norm of the AGP is almost the same for the different choices of cutoff scaling we
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The norm of the AGP follows as

||Ah||2 =
1
2L Tr

[
A2

h
]
= 2L

L

∑
l=1

α
2
l , (D.4)

where Tr [OlOp] = 2L+1L was used since all strings of Pauli matrices are trace-orthogonal.

The above expression was used to compute the AGP norm for the free model in Fig. 5·2 in

the main text.

To obtain the scaling with system size, we can use the analytical expressions of αl for

large enough system sizes (Kolodrubetz et al., 2017), i.e. αl = h−l−1
x in the paramagnetic

phase where h2
x > 1. Using this, we find that

||Ah||2 ∼
1

h2
x(h2

x−1)
L(1− e−2L loghx). (D.5)

Recall that the correlation length in the transverse field Ising model ∼ 1/ loghx.

D.3 AGP bound

Recall that the norm of the AGP can be expressed as

||Aλ||2 =
∫

dω
ω2

(ω2 +µ2)2 | fλ(ω)|2, (D.6)

with

| fλ(ω)|2 =
1
D ∑

n
∑

m6=n
|〈n|∂λH|m〉|2δ(ωnm−ω), (D.7)

and ωnm = En−Em. It follows directly from eq. (D.6), and x2/(x2 +1)2 ≤ 1/4, that

||Aλ||2 ≤
1

4µ2

∫
dω | fλ(ω)|2 =

||∂λH||2
4µ2 (D.8)

Consequently, for any local perturbation the norm of the regularized AGP – where we set

µ ∼ L2−L – can’t grow faster than 4L. Not only does it appear that this bound is saturated

when probing integrable direction ∂λH in models in which the integrability is weakly bro-
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ken, it further implies that those observables ∂λH take exponentially long to relax. Indeed,

the above scaling can only be achieved by effectively having | fλ(µ)|2 ∼ 2L. Yet, the total

spectral weight,
∫

dω | fλ(ω)|2, is only polynomially large in the system size, implying that

the corresponding spectral weight must be localized in a region ∆ω∼ 2−L. Combined with

expression (5.8), the latter implies ∂λH(t) takes exponentially long to relax to equilibrium.

For interacting integrable models we found ||A ||2 ∼ Lβ, where the exponent β is non-

universal. Since the norm is not exponential in system size, the function | fλ(µ)|2 ∼ 2−L.

This means that the function should vanish in the zero frequency limit, which implies os-

cillatory dynamics of the observable ∂λH(t).

D.4 Effects of the anisotropy in the XXZ model.

In this Appendix, we will again consider the XXZ Hamiltonian (Eq. (5.13)):

HXXZ =
L−1

∑
i=1

(σx
i+1σ

x
i +σ

y
i+1σ

y
i )+∆

L−1

∑
i=1

σ
z
i+1σ

z
i , (D.9)

where ∆ is the anisotropy, and we take ∆ = λ as the adiabatic deformation, but now at

different values of ∆. We find that the slope of the AGP norm depends non-trivially on ∆

(Fig. D·2).

D.5 NNN interactions in the XXZ chain

In the main text, we studied the effect of strictly local integrability-breaking operator

(whose support is a single site). Looking into the effects of the locality, we here study

an extensive integrability-breaking operator. We add a next-nearest-neighbor (NNN) inter-

action to the XXZ chain, with Hamiltonian given as:

HNNN = HXXZ +∆2

L−2

∑
i=1

σ
z
i+2σ

z
i , (D.10)
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Sierant, P., Maksymov, A., Kuś, M., and Zakrzewski, J. (2019). Fidelity susceptibility in
gaussian random ensembles. Phys. Rev. E, 99:050102.

Song, X.-K., Ai, Q., Qiu, J., and Deng, F.-G. (2016). Physically feasible three-level
transitionless quantum driving with multiple Schrödinger dynamics. Phys. Rev. A,
93(5):052324.

Sørensen, J. J. W. H., Pedersen, M. K., Munch, M., Haikka, P., Jensen, J. H., Planke, T.,
Andreasen, M. G., Gajdacz, M., Mølmer, K., Lieberoth, A., and Sherson, J. F. (2016).
Exploring the quantum speed limit with computer games. Nature, 532(7598):210–213.

Srednicki, M. (1994). Chaos and quantum thermalization. Phys. Rev. E, 50(2):888.

Stöckmann, H.-J. (1999). Quantum chaos: an introduction. Cambridge University Press.
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