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Abstract – After experiencing the hard times of pandemic situations we learned that if we could have a smart system that can help us 
in automatic parking of the vehicles then it could be a great help to society. This idea motivated us to carry out this current work. Though, 
nowadays, in almost every application domain, IoT techniques are the buzzword. IoT techniques can also be used to achieve efficacy in 
predicting free available parking space in advance. But the biggest challenge with IoT techniques is that they generate numerous data, 
which makes its analysis intangible. It was realized that if IoT techniques can be fused with outperforming data mining techniques, more 
efficient predictions can be performed. Thus, for this purpose, the main objective of our paper is to firstly, select the most appropriate 
data mining technique, based on performance evaluation, and then to perform prediction of available parking space in advance by 
fusing it with IoT techniques. Due to the busy schedule, the drivers need to get information about free parking spaces in advance by using 
smart phones. With the help of this information, it will be easy for the drivers to park their vehicle in the exact location without wasting 
their precious time and will maintain social distancing in crowded areas too. Data mining techniques can play an important role in the 
prediction of available parking space, by extracting only relevant and important information when applied to the given dataset. For this 
purpose, a comparative analysis of five data mining techniques such as the Support Vector Machine, K- Nearest approach, Decision Tree, 
Random Forest, and Ensemble learning approaches are applied on PK lot data set by using Python language. For calculation of result 
anaconda (spyder) is used as a supportive tool. The main outcome of the paper is to find the technique that will give better results for 
the prediction of the available space and if we fused data mining techniques with IoT technologies results are improvised. Evaluation 
parameters that are used for finding the best technique are precision, recall, accuracy, and F1-Score. For numerical calculation of the 
results, the k-fold cross-validation method is used. As the empirical results are calculated using the Pk lot dataset, the decision tree 
outperformed the best among all the techniques that are selected for analysis. 
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1. INTRODUCTION

The number of vehicles on the streets of metropoli-
tan cities and large urban areas has grown tremen-
dously. It is also difficult to track down empty parking 
spaces due to such an enormous number of vehicles. 
Therefore, drivers also waste energy in searching for 
a parking space, which results in additional traffic. 
In metropolitan cities like Delhi, Bombay, or even in 
smaller cities like Rohtak most challenging task associ-
ated is to find the free parking space in public areas. 
One of the survey reports of IBM [15] states that about 
45% of the road traffic in cities is due to drivers search-
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ing for the vacant parking space for parking their ve-
hicles. Due to vehicles, many problems intensify such 
as pollution emission, consumption of fuel, congestion 
on roads, wastage of time, and also contributing to the 
accidents because of the focus of the drivers for find-
ing free parking[1]. In near future, it is estimated, that 
there will be around 2 billion cars on the road. With the 
rapid growth of the vehicles in a small amount of time 
congestion increase with the passage of time and it 
is difficult for drivers to find the parking area .Lots of 
work have been done for the management of parking 
space such as the utilization of sensors that determines 
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vacant parking spots[2] and feedback by the users 
that will help the drivers to inform about other vacant 
space by a mean of smart applications that will identify 
the vacant parking space[3] .These systems are based 
upon the temporary data, so there is less probability 
for reserving and allocating the free parking space, so 
these techniques are practical in a short frame where 
the driver is in a nearby location of the parking space. 
These techniques don’t assure if a parking space is 
available or not. At a particular point in time in the near 
future to predict the accessibility of vacant parking 
spaces these techniques are combined with artificial 
intelligence approaches that provide the smart solu-
tions in the real environment. To obtain better results 
for the prediction of vacant space, a lot of data is gener-
ated by IoT sensors that are further coupled with other 
IoT devices, and data mining techniques are applied to 
the real-time sensor data to get hidden patterns from 
available data and it will provide the useful information 
to the drivers. IoT devices can produce a large volume 
of data and that data is locally processed and trans-
ferred to a centralized database, where it can be further 
processed and analyzed to produce knowledge. Data 
mining is defined as a family of techniques for analyz-
ing such huge data that will collect the historical data 
which is generated by IoT devices and will preprocess 
the data to find the hidden patterns that will help in 
predictive analysis. Data mining is a strong contributor 
to deal with the huge amount of data that is generated 
from IoT devices. That is the reason why we fused data 
mining techniques with IoT devices that generate a tre-
mendous amount of data. A large number of data min-
ing techniques are available, one of the problems arise 
is to detect the appropriate data mining technique for 
the given problem and the size of the records i.e da-
taset because the performance analysis of each data 
mining model varies from problem to problem that 
is done for comparing data mining algorithms in nu-
merous application domains. Data mining algorithms 
have been compared for different applications such as 
Djaneye-Boundjou et al.[4] applied K-Nearest Neigh-
bor (KNN), Support Vector Machine (SVM), and Artificial 
Neural Network (ANN) methods to a malware sorting 
problem and find the solution in terms of accuracy and 
KNN outperformed SVM and ANN.

1.1 DESCrIPTIon

The main objective of the paper is to find the opti-
mized technique that will help the drivers for the pre-
diction of free parking space based on the data that is 
generated by IoT sensors. When working with IoT sen-
sors the biggest challenge is the size of the data gen-
erated by IoT devices. To deal with this challenge, we 
have fused data mining techniques that will handle 
large data efficiently. In this paper, we are analyzing 
different data mining techniques that can help us to 
regulate the best predictive technique among them 
for the accessibility of the free parking space. The PK 
lot dataset is used for the analysis of the results. For 

comparative analysis, we choose different data mining 
techniques such as the K-Nearest approach, Ensemble 
Learning approach, and decision Tree approach, Sup-
port Vector Machine, and Random Forest. Even though 
the number of data mining techniques are available in 
the literature, we choose these five data mining tech-
niques because these are widely used by renowned re-
searchers. At the end of the paper, the result is quoted 
with perspective to the main objective that to find the 
optimized technique for the prediction of vacant park-
ing spaces.

•	 Identification of best performing algorithm 
among best known and widely used data min-
ing algorithms.

•	 Endorsement of top-k free parking areas with 
admiration to the remoteness between the pres-
ent location of the vehicle and vacant parking 
space.

•	 To determine how suitable prediction of avail-
able parking space is applied to the PK lot da-
taset

Impression of our Parking Space Prediction Model 
on Smart World. Now the day’s widely used term is the 
smart world, it is an umbrella that will quarter numer-
ous traits associated with urban research. Related to 
smart cities most important branch are transportation 
and flexibility. Smart flexibility and transportation have 
the latent that will make the important involvement 
in smart cities that will utilize IoT techniques. Traffic 
congestion problem occurs due to driver search for 
a parking place that will affect numerous procedures 
and fields of the smart cities some of these domains are 
parking space management, traffic management, and 
route planning management [15]. IoT-enabled smart 
parking system marks an effort that will diminish traf-
fic jamming [7] that is presented by parking prediction 
data mining model that will make a significant impres-
sion on the smart world.

1.2 orgAnIzATIon

The paper is organized as follows. In section 2 litera-
ture survey is presented. In Section 3 we will present a 
block diagram of IoT-Enabled smart parking system. In 
section 4 we will present an overview of the five data 
mining techniques that are used for analysis. In section 
5 the performance of these data mining techniques is 
represented using evaluation parameters in which we 
will represent the result using precision, recall, accu-
racy, and F1-score, and finally conclusion is presented 
in section 6.

2. RELATED WORK

To deal with the parking spot reference problem, sev-
eral systems have been proposed. A reference system 
based on real-time sensors is the most common solution 
to the problem that can detect the accessibility of the 
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parking space[2] . Wireless Sensor network is a real-time 
evaluation that is connected to a web server for gath-
ering information that will decide the available parking 
space by J.Yang et al.[5] . The information is transmitted 
to the users via a cell phone. Another solution is pro-
posed by Dong et al.[6] . Dong proposed a virtual reality-
centered technique that will compact with factual time 
recognition of the free parking spaces. These systems 
gather the public information of free parking space. 
For example rented space, available space, price, etc all 
these types of information are collected by simulation-
based methods after collection the public information 
is sorted using page rank algorithms. This algorithm is 
centered on examine actual data so they are not capable 
to handle the probability to forecast the accessibility of 
the parking space in the time frame (eg between 15 and 
35 minutes from the present time) within the interest of 
the demand of the users. One solution is proposed by 
R.E Barone et al.[7] . An architecture is proposed by him 
and it is known as an intelligent parking assistant. The 
architecture does not provide the prediction of the avail-
ability of free parking space. This architecture allows the 
operators to reserve a parking space, to reserve for free 
space, the user needs to register with intelligent parking 
space. This architecture is used only by authorized users. 
Vlahogianni et al.[8] proposed a neural network-based 
model that will predict the occupancy rate of the park-
ing spot. Y. Zheng et al.[9] accomplished a comparative 
analysis of different data mining techniques such as sup-
port vector regression, neural network, and regression 
tree that will predict the occupancy rate of the parking 
space. Y. Zheng et al. conclude that the regression tree 
method is best among the other two algorithms. A com-
parative analysis is also performed by C. Badii et al.[10] 
that uses different techniques for analysis, these tech-
niques are Support vector regression, recurrent neural 
network, Bayesian Regularized Neural Network. It uses 
Auto-regressive integrated moving average method 
that will be used for the prediction of parking space 
accessibility within a particular parking area. There are 
two different areas of research for the availability of the 
parking space these are on-street parking area and off-
street parking area [10]. Off–street parking approach is 
limited to inside the garage and On-street parking in-
cludes complex features such[11] as weather forecast in 
their data set. A. Camero et al.[11] proposed a Recurrent 
Neural Network approach that is based on the predic-
tion of the number of free spaces available in the park-
ing spot. The main aim of the paper is to improve the 
performance of the Recurrent Neural Network, for this, 
they introduced a Genetic Algorithm based technique 
that will find the best configuration for RNN using the 
Genetic approach.

3. IOT-ENABLED SMART TECHNOLOGIES

IoT was first introduced in 1999 by Kevin Asthon [17]. 
As this technology is evolving, it promises to connect all 
the things surrounded by a network and establish com-
munication with less human involvement. Still, the IoT is 

in the beginning stage, and there is no common design 
present today. There are no boundaries or guidelines 
exists to define the definition of IoT. So, depending on 
this, the application of the IoT has various definitions. 
Shortly, it is defined as the physical world’s things or an 
environment attached to embedded systems or sen-
sors and connected to the network through wireless 
or wired networks. These connected devices are called 
smart objects or devices. IoT deals with linking all the 
world through the Internet. IoT helps to link trillions of 
nodes of different objects to the major supermarket web 
servers and clusters. IoT also helps to incorporate emerg-
ing software technology and networking technologies. 
IoT’s main goal is to make the world around us smarter 
by supplying the data it needs through historical and 
real-time feeds with the help of data mining algorithms 
and automatically applying computational knowledge 
intelligence to make smart decisions. To understand and 
monitor dynamic environments around us, the data col-
lected from IoT devices will be used to allow higher au-
tomation, better decision-making, greater efficiencies, 
accuracy, and productivity. 

Fig. 1. IoT-Enabled Smart Parking Model

Due to an exponential increase in data volume and so-
phistication, data mining tasks help us to process such 
a large volume of data that is the reason we have com-
bined data mining techniques with IoT. As the IoT- en-
abled system produces a large amount of data in today’s 
time, our main task is to develop an effective model for 
analyzing, managing, and mining the data. Data mining 
techniques help us for determining interesting, novel, 
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and potentially useful patterns from big data sets and 
applying various techniques to extract hidden infor-
mation. The IoT enabled smart parking system model 
is divided into four layers, i.e., application, middleware, 
networking, and sensing, as shown in Fig. 1[12] . IoT sys-
tem is classified as the as processing, connectivity, and 
sensing. The sensing layer involves sensing the speed 
of cars and humans or any object like accelerometer, 
temperature sensing, pressure sensing, etc. These can 
be processed by using various processors such as the 
hybrid processor, network processor, etc., and these de-
vices connected with the help of technologies like Wi-
Fi, GPS, RFID, etc. Processing unit act as an intermediate 
between the cloud and the sensors. The sensors are con-
nected wirelessly to the processing unit and the process-
ing unit process the data with the help of data mining 
techniques that will exact the patterns from the large 
volume of data to predict the location is vacant or not. 
Using a smart parking model which is based on the sen-
sor and contains a pi-camera to detect the vacant spaces 
and sends the data to the server, this stored data is ac-
cessed by the user [5] .This increases the user’s ability to 
check the status or availability of spaces before setting 
up their ride. The task here is to optimally use the avail-
able resources to reduce the search time and traffic con-
gestion in the region.  The application layer serves as an 
interface to communicate the system with the end-user. 

4. DESCRIPTION OF DATA MINING TECHNIQUES

Data mining techniques such as KNN, SVM, and Deci-
sion tree, Random Forest, and Ensemble Learning are 
evaluated and analyze a data set to predict the avail-
ability of the parking space is compared here.

4.1. K- nEArEST nEIghborS (Knn)

One of the simplest data mining techniques is KNN 
that is based on the supervised learning technique. It 
works on the principle of similarity between the new 
data and the existing data. KNN puts the new data into 
the category that is most similar to the existing catego-
ries. It is a non-parametric algorithm. Samples are classi-
fied based on the distance between them. Observations 
are classified based on the form such as X and Y in the 
training data set. Here Xi is a vector that will contain the 
feature values, and Yi is the class label against Xi. Let’s 
take an observation of Xj and we want to predict its class 
label that is Yj using KNN. The equation used for this ob-
servation is given in equation (1), KNN finds J number 
of observations in X that is similar to the observation Xj:

DIS Xj,Xi = D(Xj, Xi)1_i_n. (1)

By using equation (1), the distance between observa-
tion Xj and all other observations in X can be calculated 
using the above formula. When we perform the train-
ing on the dataset using the KNN algorithm, then it just 
stores the new data and at the time of classification, it 
performs an action on that data and that is the reason it 
is also known as lazy learner algorithm [20]. Steps used 
for KNN are as follow:

•	 Select the n number of neighbors.

•	 Calculate the Euclidean Distance for the selected 
number of neighbors.

•	 Now take n nearest neighbors that are calculat-
ed using the Distance formula.

•	 Among these n neighbors, count the number of 
data points in each category.

•	 Assign the new value of the category for which 
the number of neighbors is maximum.

Let’s understand based on an example. Suppose 
there are two categories, i.e., Category A and Category 
B, and we have a new data point x1, so this data point 
will lie in which of these categories. By using K-NN, we 
can easily identify the category of a particular dataset.

Fig. 2. Example of KNN for assigning the new value 
to the category [20]

4.2. DECISIon TrEE

It is a non-parametric supervised learning method 
that is used for classification and regression. In a deci-
sion tree algorithm a tree is constructed by setting dif-
ferent conditions on different branches. Workflow of 
the decision tree is shown in fig. 3. A decision tree con-
sists of different nodes that are the root node (starting 
point of the tree), internal nodes (where nodes are di-
vided into different branches), and the external nodes 
(these are the terminal nodes that will contain homog-
enous class)[13] .

Fig. 3. Decision tree for checking  
the condition of value

The main aim of using this technique is to create a 
model that predicts the value of the target variable by 
learning simple decision rules that are inferred from 
the data features [20].
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4.3 SuPPorT VECTor MAChInE (SVM)

It is a supervised learning technique that is associ-
ated with the learning algorithms that will analyze the 
data for classification and regression analysis. It is one 
of the predictive models that is based on statistical 
learning. It can take two groups of data that is train-
ing data and testing data. The SVM learning algorithm 
maps the training data sets samples to the points in 
the space to maximize the width of a gap between 
these two groups. Now the new variables are mapped 
into the same space and they are predicted that they 
belong to the group based on which side of the gaps 
they fall. The goal of the SVM algorithm is to create the 
best line or decision boundary that can segregate n-
dimensional space into classes so that we can easily 
put the new data point in the correct category in the 
future. This best decision boundary is called a hyper 
plane [20]. Pictorial representation of workflow of SVM 
is shown in fig. 4. In the figure the SVM takes the data 
from the database that will contain heterogeneous 
data, it maps the training data into different groups ac-
cording to their category.

Fig. 4. Block Diagram of SVM

4.4 rAnDoM ForEST

Random Forest is a classifier that contains several 
decision trees on various subsets of the given dataset 
and takes the average to improve the predictive accu-
racy of that dataset [20].Random forest is similar to the 
decision tree algorithm. Multiple independent decision 
trees are the subparts of the random forest. Each tree in 
the random forest divide out the class prediction and 
the class with the most vote become the subtree. Each 
tree sets a conditional feature differently. Whenever a 
sample arrives at a root node, then it can be forward-
ed to all among the subtree. Class label is predicted 
by each subtree for that specific tester. At the ending 
stage, the class in the majority is assigned to that spe-
cific tester. The working of the random forest algorithm 
is represented in figure 5.

4.5 EnSEMblE lEArnIng APProACh

This approach combines multiple data mining tech-
niques. In this paper, we have combined SVM, KNN, Ran-
dom forest, and Decision tree that will solve the predict-
ability problem of available parking space. In the ensem-
ble learning approach the training data properly trains 
each model. When the training process is performed the 

ensemble learning approach feeds the testing data to 
different models and then each model predicts a class 
label for each sample in the testing data available in the 
training set. In the next step, the voting process is per-
formed for the prediction of each sample. Normally two 
types of voting are available hard and soft voting. Hard 
voting assigns a class label that is voted by the majority 
to the sample. In soft voting, average the probability of 
all the expected outputs. Block diagram of the ensemble 
learning approach is shown in the given fig. 6.

Fig. 5. Working of Random Forest algorithm [20]

Fig. 6. Block Diagram of Ensemble Learning

5. EVALUATION AND RESULTS

 In this paper, five data mining techniques are used 
that are described in the previous section. These tech-
niques analyze the free parking space and help the 
drivers to get the most relevant information about the 
nearest parking space. Sensors are used for the collec-
tion of the data that are deployed in a real-time envi-
ronment i.e. smart city Santander (a city in Spain). In 
the section below, we are analyzing the performance 
of five data mining techniques that can be used for the 
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prediction of the free parking space and also provide a 
relative analysis of the initial results.

5.1. IoT-EnAblED PArKIng DATA SET

The data set used for prediction is PK lot data that 
contains IoT data which collects the data from the 
sensors that are deployed in different locations of the 
smart cities. Parking sensors [16] collect over 3-month 
of data, this data set was constructed as a part of the Pk 
lot data. The objective is to predict the available park-
ing space within a time interval of 15 to 25 minutes and 
also analyze the accuracy of the prediction. The organi-
zation of the collected data set is as follow:

1. Parking Identity: A unique identity connected         
with each parking area.

2. Timestamp: It is a parking space data collection.
3. Period: It refers to the total period for which spe-

cific parking space is available or engaged.
4. Start and Finish Time: It refers to the interval of the 

time during which a parking space status contin-
ued to be the same i.e. accessible or engaged.

5. Status: It represents the status of the parking space 
i.e. accessible or engaged.

The above features are organized in the form of the 
table 1 given below.

Table 1. Mined Geographies

Key Features range

Parking Space Identity Unique identity of a sensor

Day 7 days of a weak

Starting Hour 0-23 hours of the day

Starting Minute 0-59 minutes of the hour

Ending Hour 0-23 hours of the day

Ending Minute 0-59 Minutes of the hour

Status 0-1( Accessible or Engaged)

Starting an hour and ending hour in Table 1 repre-
sent 15 or 25 minutes interval status for any specific 
space. Data set is collected every minute to provide the 
exact status of the parking space.

5. 2. SoFTwArE Tool

Spyder is used for implementation. It is an open- source 
cross-platform integrated development environment 
for scientific programming in the python language.

5.3. hyPEr-SPECIFICATIonS oF ThE DATA 
MInIng TEChnIquES

In Table 2 we will represent the five specifications for 
the data mining model that will be used for the analy-
sis of different data mining techniques. Grid search [17] 
is used to the get best result using the specification for 
each data mining model.The parameter that is tuned 

for SVM is “C” and it is the regularization parameter. The 
strength of this parameter is inversely proportional to C 
which must be strictly positive. Kernel specifies the type 
of algorithm to be used and we are using a widely used 
algorithm that is “rbf”.The degree of the kernel is 3 by 
default. And coefficient used for gamma    is “scale “and 
scale uses 1 / (n_features * X.var()) as value of gamma. 
Here tolerance is used for stopping the criterion and the 
size of the cache is 200 by default. Parameters that are 
tuned for KNN are n_neighbors, distance metric that is 
Euclidean is used in our case, and n_jobs parallel jobs 
are used for searching the nearest neighbor in our case. 
“n_Neighbor” experimented with different numbers of 
neighbors (2, 6, 8,10,24,49 and 99). “n_neighbors=10” 
provide the best result. Weights are set as a uniform for 
all the neighbors’ points that are weighted equally. For 
Decision tree 3 parameters are tuned. Here max depth 
defines the maximum depth of the tree, over fitting prob-
lem occurs if the depth of the decision tree is increased. 
In our case, max depth is set to 100. Min sample_ leaf 
defines the number a leaf node can contain, in our case, 
we set this value equal to 5. For random forest, we tuned 
4 parameters that are max depth that is similar to the de-
cision tree parameter. The value of both the parameters 
are the same in our case. “n_estimator” is used to define 
the number of trees in the forest and in our case we set 
this value equal to 100. “Criterion=entropy” is works on 
information gain. Here information gain is related to 
the decrease in entropy after every split. For ensemble 
learning 3 parameters are tuned “estimator” defines the 
techniques used by ensemble learning, in our case we 
use SVM, KNN, Random forest, Decision tree. Another 
parameter used for ensemble learning is the weight that 
is used for defining the priority of each estimator used. 
The voting classifier is used for assigning the weights to 
the estimators and we have assigned equal weights to 
all the classifiers except the decision tree. High priority is 
assigned to the decision tree because the performance 
of the decision tree is better among all data mining tech-
niques when it is used to predict the available parking 
space. These hyper-specifications are shown in the tabu-
lar form in table 2.

5.4. EVAluATIon PArAMETErS

The parameters that are used for the valuation and 
comparing data mining techniques are given below.

1. Precision: It can be defined as the division of all 
the samples that are labeled as positive samples 
and that samples are positives[14]. The math-
ematical formula is given below.

2. recall: It is defined as a fraction of all the posi-
tive samples; all the samples are labeled as posi-
tive [16].The equation of recall is given below. 
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3. Accuracy: It is the ratio of the appropriately fore-
casted values in the total number of the available 
samples that is communicated in the following 
equation.

4. F1-Score: The harmonic mean of recall and pre-
cision is defined as F1 score [14], the mathemati-
cal definition is given below.

SVM Knn Decision Tree random Forest Ensemble learning

Parameter Value Parameter Value Parameter Value Parameter Value Parameter Value

Kernal rbf n-neighbors 10 Max-depth 90 Max_depth 90 estimator
SVM, Decision 

Tree, KNN, 
Random Forest,

Degree 3 metric euclidean criterion entropy criterion entropy voting soft

Gamma Scale n-jobs nill Min_sample 6 Min_samples 1 weights 1,2,1,1

CoefO 0.0 weights uniform N_estimators 100

Table 2. Hyper-Specification of Data Mining Techniques Used for Analysis

K-Fold Cross Validation: This method is used for testing 
the over fitting and to evaluate the consistency of the 
specific data model. In the k-fold authentication meth-
od, a dataset is divided into k equal sets in our case the 
value of k is 5. In the given k set one data set is used as a 
testing data set and all the remaining data sets are used 
as training data sets. In our case, we will configure it to 
generate 1000 samples each with 20 input features, 15 
of which contribute to the target variable.

5.5. PErForMAnCE EVAluATIon

In this section, we will provide the evaluation perfor-
mance of KNN, decision tree, random forest, SVM, and 
Ensemble learning algorithms. A comparative analysis 
of 15-minute and the 25-minute predictions was done 
after considering 50% and 70% thresholds for both pre-
dictions. “Data mining algorithm has a capability of pre-
dicting a probability of class membership and this must 
be interpreted before it can be mapped to a crisp class 
label. The threshold is used to achieve the goal where 
all the values equal or greater than the threshold are 
mapped to one class and all other values are mapped to 
another class”. To improve the performance of the results 
we have considered 50% and 70% threshold values. Why 
we need to set threshold values because when we are 
working with real-time data then we have received a 
variety of data values and if we compare all the values 
on a single threshold then results never be that much 
impressive. We have chosen the 50% and 70% threshold 
because we want results to be more reliable. When we 
work on real-time data the values are not of the same 
nature it may vary and depending on different values we 
are showing the result using different thresholds.   

5.5.1. 15-Minute Prediction rationality  
 (50%   Threshold)

 Table 3 given below represents the cross-validation 
score of SVM, KNN, Decision tree, random forest, and En-
semble learning technique that uses 15-min prediction 
with 50% threshold. During computation, it is shown 

that SVM has the lowest performance with an average 
of 64.64% precision, 51.08% recall, 71.72% accuracy, and 
56.57% F1-score. One of the simplest data mining mod-
els is KNN that is outperformed with SVM and the results 
are 72.03% precision, 66.35% recall, 77.72% accuracy, 
and 69.13% F1-Score. The performance of the random 
forest is even better and the results are 85.91% precision, 
79.12%recall, 85.49%accuracy, and 82.36%F1-Score. As 
shown in the table that the performance of the decision 
tree and the ensemble technique both techniques are 
quite close to each other. The average precision of deci-
sion tree is 92.13% while an average precision value of 
the ensemble learning is 93.71%.The average recall score 
of the decision tree is 90.39% and the average recall score 
of the ensemble learning is 89.23%. The average accura-
cy of the decision trees 93.16% while the average accu-
racy of ensemble learning is 93.23% an improvement of 
only 0.07%. The average F1-Score of the decision tree is 
91.70%, while ensemble learning shows 91.99%. Results 
are shown in the form of a graph in figure 7.

Table 3. Average cross Validation of each Data 
Mining technique (15-minute prediction validity 

with 50% threshold)

Metrics SVM Knn DT rF El

Precision 64.64 72.03 92.13 85.91 93.71

Recall 51.08 66.35 90.39 79.12 89.23

Accuracy 71.72 77.72 93.16 85.49 93.23

F1-Score 56.57 69.13 91.70 82.36 91.99

“SVM= Support Vector Machine, KNN=K-Nearest Neighbors,  
DT= Decision Tree, RF= Random Forest, EL= Ensemble Learning“

5.5.2. 15-Minute Prediction rationality  
 (70% Threshold)

Table 4 given below represents the cross-validation 
score of KNN, Decision tree, random forest, SVM, and 
Ensemble learning techniques that use 15-min predic-
tion with a 70% threshold. After considering the 50% 
threshold it is clear that the performance of the SVM 
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is worst among all the given data mining techniques. 
SVM shows 72.24% accuracy with 62.91% average pre-
cision, 50.54% average recall, and 56.12% average F1-
Score. The KNN shows 78.28% accuracy, 72.20% preci-
sion, 66.24% recall, and 69.10% average F1-score. The 
Random forest average accuracy was 85.60%, while its 
average precision was 86.02%, its average recall value 
was 79.80%, and F1-Score was 82.27%. From the given 
table 4 it is clear that the performance of the decision 
tree and the ensemble learning techniques shows the 
quite same performance both at the top end. The av-
erage accuracy value for decision tree and ensemble 
learning is 93.40% and 93.30% respectively, precision 
value is 92.12% and 94.14% respectively, average re-
call is 90.31% and 88.25% respectively, and F1-Score is 
91.70% and 91.51% respectively. Results are shown in 
the form of a graph in figure 8.

Table 4. Average cross Validation of each Data 
Mining technique (15-minute prediction validity 

with 70% threshold)

Metrics SVM Knn DT rF El

Precision 62.91 72.20 92.12 86.02 94.14

recall 50.54 66.24 90.31 79.80 88.25

Accuracy 72.24 78.28 93.40 85.60 93.30

F1-Score 56.12 69.10 91.70 82.27 91.51

“SVM= Support Vector Machine, KNN= K-Nearest Neighbours, 
DT= Decision Tree, RF= Random Forest, EL= Ensemble Learning“

5.5.3. 25- Minute Prediction rationality  
 (50% Threshold)

In the given section, we will represent the compara-
tive analysis using 25-minute prediction validity with a 
50% threshold. Table 5 represents the average cross-val-
idation score for each data mining technique. The SVM 
shows the lowest score among the given techniques. 
The average precision value of the SVM is 64.90 % and 
the average recall value is 51.28%. F1-score depends on 
the precision and the average recall value, SVM remains 
low at 56.67% and the average accuracy value of the 
SVM is 71.93%. Now consider the average value of KNN 
as we compare the performance of KNN is better than 
SVM. The performance of KNN is 73.16% average preci-
sion value, 67.77% is average recall, 78.72% is average 
accuracy, and average F1- Score is 70.36%. If we com-
pare the performance of the Random forest with these 
two techniques then the result is much better than these 
first two, with 81.43% precision, 72.77% average recall, 
81.48% average accuracy, and an F1-Score is 76.86%. 
And if we take Decision tree and ensemble learning 
they are following the same trend. The performance of 
these two techniques is similar to the previous one. The 
average accuracy of the decision tree and the ensemble 
learning is 86.65% and 87.72% respectively, the average 
precision value is 84.63% and 87.64% respectively, and 
the average recall is 83.36% and 82.55% respectively, 
and F1-score is 84.01.and 85.02 respectively. Results are 
shown in the form of a graph in figure 9.

Table 5. Average cross Validation of each Data 
Mining technique (25-minute prediction validity 

with 50% threshold)

Metrics SVM Knn DT rF El

Precision 64.90 73.16 84.63 81.43 87.64

recall 51.28 67.77 83.36 72.77 82.55

Accuracy 71.93 78.72 86.65 81.48 87.72

F1-Score 56.67 70.36 84.01 76.86 85.02

“SVM= Support Vector Machine, KNN= K-Nearest Neighbors,  
DT= Decision Tree, RF= Random Forest, EL= Ensemble Learning”

5.5.4.  25-Minute Prediction rationality 
 (70% Threshold)

In this, we will represent the performance result of 
all the data mining techniques with 25-min rational-
ity with 70% threshold value. From the given table it is 
clear that the threshold value did not affect the stand-
ing of the data mining techniques for the configura-
tion. The performance of the decision tree and the 
ensemble learning is always remains in the top two 
among all the techniques in terms of all the evaluation 
of the metrics. Decision tree shows 84.41% precision 
83.12% recall, 86.81% accuracy and 83.76% F1-Score. 
The performance of the ensemble learning is 88.03% 
precision, 81.51% recall, 87.71% accuracy, and 84.63% 
F1-score. The next best technique is the Random forest 
technique with an average precision value is 81.85%, 
the average recall is 72.57%, the average accuracy is 
82.16%, and F1-Score is 76.94%. If we compare the 
performance of the KNN and SVM then the KNN out-
performed SVM with 74.35% precision, 67.35% recall, 
79.37% accuracy, and 70.23% F1-score. The perfor-
mance of the SVM is as follows. The average precision 
value is 64.34%,  the average recall is 50.84%, the aver-
age accuracy is 73.08% and F1-Score is 56.79%. Results 
are shown in the form of a graph in figure 10. Table 6 
represents the cross-validation of each technique us-
ing the 70% threshold.

Table 6. Average cross Validation of each Data 
Mining technique (25-minute prediction validity 

with 70% threshold)

Metrics SVM Knn DT rF El

Precision 64.34 74.35 84.41 81.85 88.03

recall 50.84 67.35 83.12 72.57 81.51

Accuracy 73.08 79.37 86.81 82.16 87.71

F1-Score 56.79 70.23 83.76 76.94 84.63

“SVM= Support Vector Machine, KNN= K-Nearest Neighbours,  
DT= Decision Tree, RF= Random Forest, EL= Ensemble Learning“

For a better understanding of the tables, results are 
shown in the form of figures. In figures 7-10, compara-
tive analysis results of five data mining techniques that 
are fused with IoT datasets are shown. Comparative 
analysis is performed using well-known techniques 
that are SVM, KNN, Decision tree, Random Forest, and 
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Ensemble Learning. For evaluation of the results, we 
used 4 parameters that are precision, recall, accuracy, 
and F1-Score. The K-fold method is used to evaluate 
the consistency of the specific data model. In the k-
fold authentication method, a dataset is divided into 
5 equal sets. In the given k set one data set is used as 
a testing data set and all the remaining data sets are 
used as training data sets. In our case, we will config-
ure it to generate 1000 samples each with 20 input fea-
tures, 15 of which contribute to the target variable. An 
experiment is conducted using 50% and 70%threshold 
using 15-minute and 25-minute predictive rationality. 

Using a 50% threshold, accuracy is around 93% and the 
threshold is increased to 70% then accuracy is around 
82%. After analyzing all the results of the data mining 
techniques it is clear from evaluation parameters that 
the performance of the decision tree and the ensemble 
learning is better among all other data mining tech-
niques. And if we compare the performance of the de-
cision tree and ensemble learning technique then the 
decision tree outperformed the ensemble technique. 
So we can say that the optimized technique among all 
the techniques is the decision tree.

Fig. 7. Comparative analysis using different Data Mining Techniques  
where predictive rationality=15 minute, threshold=50%

Fig. 8. Comparative analysis using different Data Mining Techniques  
where predictive rationality=15 minute, threshold=70%

Fig. 9. Comparative analysis using different Data Mining Techniques  
where predictive rationality=25 minute, threshold=50%
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Fig. 10. Comparative analysis using different Data Mining Techniques  
where predictive rationality=25 min, threshold=70%

6. ConCluSIon

In this paper, we have fused two technologies that are 
IoT and data mining techniques to predict free parking 
space. IoT devices generates a large volume of raw data 
that cannot be recognized for meaningful knowledge 
unless the data are processed. For that reason, we chose 
the data mining techniques that will be preprocessed 
such a large volume of historical data to model the be-
havior so that it will help to predict the availability of the 
free parking space. We have analyzed well-known data 
mining techniques and the originality of the paper is the 
comparative analysis of the techniques using PK lot data 
that will imitate the actual environment. The main aim 
of this paper is to find the optimized data mining tech-
nique that will help us to predict the free parking space 
availability in the parking lot. We performed compara-
tive analysis using well-known 5 data mining techniques: 
Support Vector Machine (SVM), K-Nearest Neighbor, De-
cision tree, Random Forest, and Ensemble Learning. The 
K-fold cross-validation method is used for numerical cal-
culation of the results. For evaluation metrics, we have 
used precision, recall, accuracy, and F1-Score. An experi-
ment is conducted using 50% and 70%threshold using 
15-minute and 25-minute predictive rationality. One of 
the main aims of the paper is to find the technique that 
will give better results for predictive analysis. Among all 
the techniques one of the simple techniques is the KNN 
mining technique. Based on the result, we can conclude 
that the decision tree is an optimized solution for the 
prediction of the availability of the parking space. En-
semble learning is the next closest technique to get bet-
ter results. So we can say that the optimized technique 
among all the techniques is the decision tree. 
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