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Abstract – One of the most difficult speech recognition tasks is accurate recognition of human-to-human communication. Advances 
in deep learning over the last few years have produced major speech improvements in recognition on the representative Switch-board 
conversational corpus. Word error rates that just a few years ago were 14% have dropped to 8.0%, then 6.6% and most recently 5.8%, 
and are now believed to be within striking range of human performance. This raises two issues - what is human performance, and 
how far down can we still drive speech recognition error rates?  The main objective of this article is the development of a comparative 
study of the performance of Automatic Speech Recognition (ASR) algorithms using a database made up of a set of signals created by 
female and male speakers of different ages. We will also develop techniques for the Software and Hardware implementation of these 
algorithms and test them in an embedded electronic card based on a reconfigurable circuit (Field Programmable Gate Array FPGA). 
We will present an analysis of the results of classifications for the best Support Vector Machine architectures (SVM) and Artificial 
Neural Networks of Multi-Layer Perceptron (MLP). Following our analysis, we created NIOSII processors and we tested their operations 
as well as their characteristics. The characteristics of each processor are specified in this article (cost, size, speed, power consumption 
and complexity). At the end of this work, we physically implemented the architecture of the Mel Frequency Cepstral Coefficients 
(MFCC) extraction algorithm as well as the classification algorithm that provided the best results.

Keywords – Automatic speech recognition, Real time, SVM, MLP, ANN, MFCC, FPGA.

1. INTRODUCTION

Automatic speech recognition is a computer tech-
nique that analyzes speech picked up by a microphone 
and transcribes it into machine-readable text. The first 
speech recognition system was created in 1952 [1]. This 
electronic system, developed by Davis, Biddulph and 
Balashek at Bell Labs [2], was essentially composed of 
relays and its performance was limited to recognizing 
isolated digits [1]. Research has been then consider-
ably increased during the 1970s by IBM (1972-1993). 
Nowadays, speech recognition is related to many dif-
ferent areas of science: automatic language processing, 
linguistics, information theory, signal processing, neu-
ral networks, artificial intelligence, etc. In the field of 
speech processing, most algorithms require more com-
plex mathematical operations and a very rich database. 
This field also requires the use of fast electronic circuits, 

reconfigurable for the training phase and capable of 
manipulating large amounts of information generated 
by the audio source.  The main objective of this paper 
is to develop techniques for the software and hardware 
implementation of speech recognition algorithms and 
to compare these performances.

In the first part of our study, we propose two meth-
ods to design a robotic system capable of communicat-
ing with users. The first method is intended for the task 
of pre-processing (extraction of audio signals) and the 
second one consists in performing the task of speech 
recognition of the audio signal just after the extraction 
of the useful signal. The algorithms proposed to design 
this system are the MFCC algorithm for extracting the 
speech signals, and the Support Vector Machine (SVM) 
and Artificial Neural Network (ANN) algorithms for the 
classification of the speech signals of the names of teach-
ers in our institution obtained after the MFCC extraction. 
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The objective of this work is the evaluation of perfor-
mance (strengths and limitations encountered during 
the use of such a model) between ANN of type MLP and 
SVM (one against all and one against one) in the field 
of speech recognition. The three algorithms mentioned 
above require a very fast processor to perform the tasks 
of processing, coding, extraction and recognition. The 
second Part presented in this paper is limited to the 
chain of audio signal acquisition, processing and restitu-
tion of an audio signal provided by a microphone. We 
will also show how to implement an electronic system 
called NIOSII capable of processing audio signals on the 
DE2-70 FPGA (Field Programmable Gate Array) board. 
We have proposed this version of the new generation 
of reconfigurable embedded processors, which can be 
created by modifying the internal structure of the FPGA 
circuit to implement the algorithms studied in part 1. At 
the end of this work, we compared our implementation 
with traditional digital implementations [3], [4] and [5].

2. WORK LITERATURE REVIEW

In this part, we will point out some references who 
have treated subjects approaching the hardware and / 
or software implementations of object recognition al-
gorithms in general and speech recognition in particu-
lar. They are based on classical methods for hardware 
implementation.

The study discussed in [6] demonstrated an HMM-
free approach to training a speech recognizer which 
uses a neural network to directly predict transcript 
characters given the audio of an utterance. This ap-
proach discards many of the assumptions considered 
in modern HMM-based LVCSR systems in favor of treat-
ing speech recognition as a direct sequence transduc-
tion problem. The approach trains a neural network us-
ing the connectionist temporal classification (CTC) loss 
function, which amounts to maximizing the likelihood 
of an output sequence by efficiently summing over all 
possible input-output sequence alignments. Using CTC 
the authors were able to train a neural network to pre-
dict the character sequence of test utterances with a 
character error rate (CER) under 10% on the Wall Street 
Journal LVCSR corpus. While impressive in its own right, 
these results are not yet 1 competitive with existing 
HMM-based systems in terms of word error rate (WER). 

In [7], the authors gave an overview of the hardware 
architectures of reconfigurable computing machines, and 
the software that targets these machines, such as compi-
lation tools. They described two main methods of tradi-
tional computer science for running algorithms. The first 
is to use an application specific integrated circuit, or ASIC, 
to perform operations in the hardware. Because these 
ASICs are designed specifically to perform a given calcula-
tion, they are very fast and efficient when performing the 
exact calculation for which they were designed.

The study established in [8] describes an implementa-
tion of an ANN based on the FPGA circuit, of the FAST 

architecture (Flexible Topology Adaptable-Size), an ar-
tificial neural network (ANN) which dynamically adapts 
its size. Most ANN models base their ability to adapt to 
problems on changing the strength of the interconnec-
tions between computational elements based to a given 
learning algorithm. However, constrained interconnec-
tion structures can limit this capacity. Programmable 
Peripherals, are very well suited to the implementation 
of ANNs with an adaptation circuit structure. To achieve 
this implementation, in this study they authors used a 
network of Labomat-3 (a reconfigurable platform devel-
oped in their lab), which communicates with each other 
using TCP / IP or a hardware connection.

In 2005 D. Verstracten et al. [9] used an analog neu-
ron to build an RC (reservoir computing) system on 
FPGA, using stochastic neurons which communicate 
using random bit streams instead of fixed-point values. 
This greatly simplified the hardware implementation of 
arithmetic operations such as addition, non-linearity, 
and multiplication.

In 2002, SJ Melnikoff et al. [10], investigated the 
FPGA efficiency to implement a decoder based on 
Continuous Hidden Markov Models (HMM) represent-
ing monophones, and demonstrated that it can pro-
cess speech 75 times in real time. Recurrent neural 
networks are generally difficult to use because there is 
no practical learning program. In [11], a recursive learn-
ing scheme for recurrent neural networks has been de-
veloped based on simultaneous disturbance method. 
Unlike ordinary correlation learning, this method is ap-
plicable to analog learning and learning of oscillatory 
solutions of recurrent neural networks. They physically 
implemented Hopfield neural networks using an FPGA.

In [12], the authors showed mathematical basis of 
stochastic neurons as well as specific circuits necessary 
to implement the processing of each neuron. They also 
proposed a new methodology to reproduce the non-
linear activation function. Special MATLAB toolkits are 
used in this work for the training and execution of neu-
ral networks [13].

In [14] the authors proposed a new hardware / soft-
ware system for the implementation of ANN with two 
hidden layers. The first layer has three neurons and the 
second has two neurons, and an output layer has two 
neurons. Learning ANN is done using MATLAB software 
(the design of ANN in Simulink). The hardware synthe-
sis of the proposed algorithm, is performed by the Gen-
erator System. Routing and implementation are done 
on Spartan2E type FPGAs.

In [15] a novel design for a hyperbolic tangent acti-
vation function (Tanh) has been proposed to be used 
in memristor-based neuromorphic architectures. The 
purpose of the implementation of a CMOS-based de-
sign for Tanh is to decrease power dissipation and area 
usage. This design also increases the overall speed of 
computations in ANNs, while keeping the accuracy in 
an acceptable range.
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Another big theme in semi-supervised learning is 
consistency [16], [17]. In this line of research, a con-
sistency-based task that can be trained on unlabeled 
data is introduced and used to pre-train networks so 
that they can learn a good representation of the data. 
These networks are in turn fine-tuned on supervised 
data [18], [19].

In this article we will demonstrate the advantages of 
our hardware implementation based on a new genera-
tion of reconfigurable processors based on FPGAs with 
old implementations.

3. MEL FREQUENCY CEPSTRAL COEFFICIENTS 
ALGORITHM (MFCC), SVM AND ARTIFICIAL 
NEURAL NETWORKS (ANN):

Each model of speech recognition has advantages 
and disadvantages. In this part, we will summarize the 
strengths and limitations encountered while using 
such a model in ASR [15], [20].

GMM (Gaussians Mixture Model):

Advantages:  

•	 The use of a mixture of several multi-dimension-
al Gaussian densities allows to give a very good 
representation of the acoustic vectors.

•	 The use of the GMM model allows to accurately 
estimate random probability densities such as 
that of the acoustic vectors. 

•	 The learning time is relatively small compared to 
other models such as the HMM model.

Disadvantages: 

•	 Although they are capable of capturing a speak-
er's longer-term information, they do not con-
tain dynamic aspects. For a good modeling (i.e. 
a lot of Gaussians) require a lot of data.

DTW (dynamic time waping):

Advantages: 

The DTW algorithm is fast, well adapted to speech 
because it is able to take into account the temporal 
variations of the signal. It does not require a lot of data 
to run and function properly. 

Disadvantages: 

•	 DTW is very sensitive to signal segmentation. 
Indeed, if the starting point of the dynamic cal-
culation is not good, the algorithm can quickly 
deviate from the optimum path.

HMM (Hidden Markov Model): 

Advantages: 

•	 This technology offers powerful algorithms for 
learning and recognition, thanks to which HMMs 
have been shown to be best adapted to speech 
recognition problems.

Disadvantages: 

•	 Hidden Markov models present certain limita-
tions and difficulties, which lie mainly in the 
choice of a good initial model for learning, that 
is generally random and often leads to a local 
optimum.

SVM (Support Vector Machines):

Advantages: 

•	 The big advantage, over other techniques, is 
the ability to generalize the classification. -This 
method is suitable for applications with a large 
intra-class variation. 

•	 SVMs have a more efficient behavior for a very 
small training set. 

Disadvantages: 

•	 The disadvantage of SVMs is the empirical choice 
of the kernel function suited to the problem. 

•	 A second drawback is the computation time 
which increases as a cubic function of the num-
ber of data to be processed.

ANN (Artificial Neural Network):

Advantages: 

•	 Neural networks are useful for the classification 
of static patterns.

Disadvantages:

•	 Neural networks cannot model long term time 
evolution. 

•	 Neural networks cannot model long-term tem-
poral evolution. They are therefore poorly adapt-
ed to the processing of sequential signals such 
as speech.

In the following section, we will study the SVM Sup-
port Vector Machines and the MLP Neural Network, as 
well as the problem of classification when we have sev-
eral classes. Finally, we have implemented and tested 
the MLP and SVM by NIOSII processors created in the 
FPGA board for the speech recognition application. 

3.1. ExTrACTIoN oF VoICE SIGNALS AND 
 CrEATIoN oF A DATABASE By THE MFCC 
 ALGorITHM:

In our study, we used the MFCC speech signal ex-
traction algorithm [5], [21]. The speech signal is repre-
sented, in general, in the frequency domain showing 
the temporal evolution of its spectrum. MFCC coding is 
based on the analysis by a Mel-scale filter bank to pro-
duce the MFCC cepstral parameters. In this algorithm, 
first the Discrete Fourier Transform (DFT) is used to cal-
culate the frequency spectrum of the signal, and then 
the Discrete Cosine Transform (DCT) is used to further 
reduce redundant information in the speech signal. 
DFT and DCT can be used for any speech segment with 
a fixed time-frequency resolution. Equation (1) allow-
ing the hertz to Mel is the most widely used [22] (it is a 
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common model for the relationship between frequen-
cies in Mel scales and linear frequencies): 

(1)

For each tone with a real frequency f, measured in Hz, 
a subjective terrain is measured on a scale called the 
Mel scale. The pitch of a 1 kHz tone, 40 dB above the 
perceptual hearing threshold, is defined as 1000 mels. 
At the level of creating our voice database, we break 
down the database of teachers' names into two parts, 
the learning part and the test part. In our work the da-
tabase consists of 1800 names pronounced by 24 peo-
ple. Each person recorded 5 times the names of each 
teacher (each speaker pronounced 5 times each of the 
names of the teachers - see table 1). We used a total of 
1125 names (15 teachers*75 times) for training and 675 
names for testing. These numbers correspond to all the 
professors’ names of the Electrical Engineering depart-
ment of ENSAK school, so there were about 75 training 
data points and 45 test data points per professor.

Table 1. Number of examples for each class

NAMES (Classes) Learning phase Test phase

C1 : AILANE 75 45

C2 : AMHARECH 75 45

C3 : ATOUF 75 45

C4 : BENDAOUD 75 45

C5 : CHIKH 75 45

C6 : ELBARBRI 75 45

C7 : ERRACHID 75 45

C8 : EL JOURMI 75 45

C9 : HAMDOUN 75 45

C10 : KADIRI 75 45

C11 : KHAMLICH 75 45

C12 : LOKRITI 75 45

C13 : MAAIDER 75 45

C14 : MASSOUR 75 45

C15 : RHOFIR 75 45

Total 1125 675

After creating our voice database and encoding it 
in MATLAB, we tested some voice classification algo-
rithms but we got a result that was not optimal. Then 
we tested on MATLAB the display of voice signals of 

the same message spoken by the same speaker under 
identical conditions, the display of the signals produces 
several different spectral shapes (see Fig.1).

Fig.1. Name of Hamdoun pronounced by the same individual.

This variability is called intra-speaker [23]. The quality 
of the voice, the rate of speech, the degree of articula-
tion are all factors at the basis of acoustic variations for 
a given signal. These variations lead to non-linear trans-
formations over time of the speech signal. The non-lin-
earity comes from the fact that the transformations af-
fect the stable parts of the signal more than the phases 
of transitions [24]. To overcome this problem and that 
of computation time due to the size of the input vector 
we will use a preprocessing algorithm before using the 
recognition algorithms.

We move on to the step of storing the results (coded 
signal) in a \"text\" file to subsequently establish the 
previous steps of the extraction of speech character-
istics by the MFCC algorithm [25]. Figure 2 shows the 
basic structure of audio signals and their extraction by 
the MFCC algorithm. 

Individual Files N° 1 and 2 contain the audio files, 
their figures and their encodings. The contents of Ma-
trice_wav folder are audio (matrix) files encoded by 
MATLAB the p’ number of matrix elements is 16000 
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elements and the contents of Vector_MFCC folder are 
audio signal voiceprints. These are p input elements (p 
1100 elements) of ANN and SVM.

After creating the fingerprints by MFCC, the vectors 
are divided into 2 parts one for training and another for 
testing. This method of extracting voice characteristics 
is an initial step and takes place before the achieve-
ment of voice recognition by the SVM and ANN algo-
rithms. The main quality of the MFCC method is its bio-
logical plausibility since it uses a psycho-acoustic scale 
of frequencies similar to that of the inner ear [26-27].

Fig. 2. Creation of a voice database

3.2. ArTIFICIAL NEurAL NETWorKS:

Automatic speech recognition is the process by which 
a computer issues an acoustic speech signal to text. It 
is carried out in this work by SVM and artificial neural 
networks (ANN) [28], in this part we have worked on the 
ANN. Artificial neural networks are mathematical and 
computational models [5] that mimic the functioning 
of the brain, including its ability to learn from examples 
and to generalize its knowledge [29]. There are different 
types of artificial neural network architectures, such as 
multilayer perceptron (MLP), recurrent networks, etc. 
[30]. These architectures require an example base to 
learn and an example base to test. The most widely used 
neural classifier is the MLP multilayer perceptron, which 
has also been widely analyzed and for which many learn-
ing algorithms have been developed [31].

A-Artificial neural networks MLP-type:

The creation of the MLP architecture depends on the 
parameters, such as the number of iterations, the num-
ber of hidden layers, the number of neurons in each 
layer, the training database, the test database and the 
learning rate. In the architecture of the multilayer Per-
ceptron (See Fig.3 (a)), neurons in one layer are linked 
to all neurons in adjacent layers. The inputs of the func-
tional unit of the first layer are calculated based on the 
inputs xi and the weights of the links Wj, the inputs of 
the functional unit of the second layer are the outputs 
of the first layer as well as their associated weights. The 

same principle holds for the output layer. The overall 
output of each MLP neuron is based on a sigmoid func-
tion which aims to keep the output in the interval [0,1] 
(See Fig.3 (b)).

a)

b)

Fig.3. a) Example of the MLP for isolated word 
recognition; b) Most significant interval of the 

sigmoid activation function.

Equations (2-4) represent the calculation of the out-
puts of each layer (example of two hidden layers). The 
synaptic weights are stored in the weight matrices 
denoted W1 (synaptic weights between the input vec-
tor xi and the neurons of the 1st hidden layer) and W2 
(synaptic weights between the 1st hidden layer and 
the outputs). The element (i, j) of a weight matrix repre-
sents the weight of the connection between neuron j 
of the downstream layer and neuron i of the upstream 
layer. The output of each neuron from each hidden lay-
er is a sigmoid function. F1 is the activation function 
associated with the first hidden layer, F2 is the activa-
tion function associated with the second hidden layer 
(output layer in our architecture). In general, the acti-
vation functions are nonlinear and sigmoid in type (its 
main advantage is its derivability at all points).

The output layer:

(2)

Such as:

(3)
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(4)

So:

Setting up a multilayer perceptron to solve a problem 
therefore involves determining the best weights appli-
cable to each of the inter-neuronal connections. In this 
work, we have focused on automatic speech recognition. 
This determination is carried out through an MLP (multi-
layer perceptron) error back propagation algorithm.

B-Phases of MLP learning and testing

The multilayer perceptron architecture consists of an 
input layer which represents the object elements of the 
speech signal after extraction by the MFCC algorithm, 
of one or more hidden layers and an output layer rep-
resenting the Classes (in our case the classes are the 15 
names of the professors the department). After modi-
fying these parameters and testing several MLP archi-
tectures, we obtained different results, but the best ob-
tained results are presented in the following.

In this study, the number of neurons in the p 1100 
input layer of the MLP corresponds to the number of 
characteristics of the input signal obtained by the ap-
plication of the MFCC. The number of neurons in the 
output layer is fixed at 15 (the number of classes used 
to train the MLP). 

To determine the number of hidden layers and the 
number of neurons to assign to each hidden layer,  we 
have previously performed an experimental work. Af-
ter the variation of the characteristics (e.g. change of 
neurons for a single hidden layer, increase of numbers 
of hidden layers, variation of iteration numbers and 
the database) we carried out the study with the aim 
of choosing the right values to obtain the right clas-
sification and recognition results. Figure 4 illustrates 
the learning steps that consist of calling a library (hpp 
folder) by the main program (src folder) as well as the 
MLP parameters (arch_MLP folder) and loading the da-
tabase (step 3). We follow the same steps for the test 
but this time step 3 is replaced by step 4.

Fig.4. Stages of learning and generalization

In our experiments, we first tested the MLP network 
with a single hidden layer. By varying the number of 
neurons in this layer, we found that the best results are 
obtained with a hidden layer of 7 neurons. In Fig.5 (A), 
we report the obtained results (global error) and express 
them in terms of learning and comprehension rate. The 
comprehension rate refers to the percentage of recogni-
tion of a word spoken by a speaker (in the testing phase) 
that does not already exist in the database

Then we worked out further experiments by adding 
another hidden layer. We fixed the number of neurons 
in the first hidden layer at 7 and in the second layer we 
varied the number of its neurons in order to find the 
most suitable architecture for our application. From the 
results shown in Fig.5 (B) we notice that the architecture 
using two hidden layers (7 in the first and 8 in the sec-
ond) presents better results compared to other candi-

date architectures with two hidden layers. Despite the 
good results of this architecture, the MLP with a single 
hidden layer (containing 7 neurons) achieves better re-
sults compared to the MLP with two hidden layers.

For an architecture of three hidden layers, we followed 
the same steps as the second hidden layer. We set the 
number of neurons of the first hidden layer to 7, the 
number of neurons of the second to 8 and we varied the 
number of neurons of the third hidden layer, the results 
in Fig.5 (C) show that the MLP with a single hidden layer 
(containing 7 neurons) still offers the best performance.

In the architecture comprising a single hidden layer 
made up of 7 neurons, we varied the number of itera-
tions depending on the overall error (see Fig.5 (D)). By 
analyzing this figure, we see that the increase in the 
number of iterations leads to a decrease in the overall 
error during the learning phases.
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(a)

(b)

(c)

(d)

Fig. 5. a): Understanding rate and efficiency obtained 
with our MLP by varying the number of neurons 
using Single hidden layer (Arch1). b) Comprehension 
rate and efficiency obtained with MLPs with two 
hidden layers (Arch2). c) Comprehension rate and 
efficiency obtained with MLPs with three hidden 
layers (Arch3). d) Global error change depending on 
the number of iterations of Arch1.

Table 2 summarizes the best results of the 3 architec-
tures discussed previously, with Tmax representing the 
maximum number of iterations. Testing of MLP with 
two and three hidden layers did not perform better re-
sults than those obtained using a single hidden layer. 
The architecture we have proposed for speech recogni-
tion has proven its effectiveness in our application and 
the result is quite significant. This confirmed the inter-
est of the approach adopted in this study. 

Table 2. Results of the neuronal classification of the 
three architectures 1, 2 and 3.
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In this study, we have obtained several satisfactory 
experimental results that can be use in other similar ap-
plications. Among these values, we choose: 

•	 One single hidden layer. 

•	 7 neurons in the hidden layer.

In comparison to the best result of our architecture 
after implementation with traditional digital imple-
mentations of artificial neural networks, our imple-
mentations simplify the complexity of the calculation 
and the economy of digital resources with a reduced 
footprint.

3.3.  MuLTI-CLASS SVM For AuToMATIC  
 rECoGNITIoN oF 15 NAMES.

SVMs (Support Vector Machines) are new techniques 
of supervised statistical learning that allow to create a 
decision surface between two classes defined in the 
same space (binary and statistical classifiers) [32]. One 
needs to provide a training dataset to build the classifier. 

Several studies have been able to show the effective-
ness of these techniques mainly in image processing 
[33]. The essential idea of SVM consists in projecting the 
input space’s data (belonging to two different classes) 
non-linearly separable in a space of greater dimension 
called the characteristic space so that the data becomes 
linearly separable (See Fig.6). In this space, the optimal 
hyperplane construction technique is used to calculate 
the ranking function separating the two classes.
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Fig. 6. Illustration space of characteristics of SVMs

The conventional SVM-based pattern recognition 
system can be schematized, as shown in Fig.7. SVMs 
require input vectors of fixed lengths that represent a 
whole word. They therefore propose a method to over-
come this problem. After extracting the parameters of 
the speech signal by the MFCC method, these parame-
ters are used as data input for the classification compo-
nent (SVM), which will look for a separating hyperplane 
that separates the examples in the learning phase and 
makes a classification decision in the identification 
phase. The approach we have adopted is based on re-
moving MFCC vectors at times when MFCCs change 
the least until there are only MFCC vectors remaining 
in the feature set, the algorithm in [32] represents the 
reduction method.

Fig. 7. Conventional SVM-based pattern recognition 
system [34].

Then, MFCC delete frames for which the difference 
between two successive frames is minimum. In the SVM 
module, there are two phases like the method used in 
the MLP-type ANN one for learning and the other for 
testing. In this part, we will use the two main methods 
of multi-class binary classification (Multi-class SVM) as 
a pattern recognition technique, one-against-one and 
one-against-all, in order to increase the reliability of the 
resulting system. One-against-one (1vs1), also called 
'pairwise', is due to Kner et al. [35]. One-against-all (1 
vs all) is the easiest and oldest method. According to 
the formulation of Vapnik [36], it consists in determin-
ing for each class k a hyperplane Hk (wk, bk) separating 
it from all the other classes. Figure.8 represents a case 
of separation of 3 classes.

In the next part we have combined classifiers of the 
same multi-class SVM type (SVM one against all and 
SVM one against one).

Fig. 8. One-against-rest approach with areas of 
indecision.

3.3.1. Summary of the SVM algorithm used:  
     SVM learning and testing phases:

We used the same database which is used in ANN. 
This represents approximately 75 training points and 
45 test points for each name (see table 1). All the speak-
ers are adults (women and men). The signal is sampled 
at 8kHz, encoded on 32 bits. The learning and testing 
of SVMs were carried out using the LIBSVM software 
(Install and implement in MATLAB) which allows the 
classification of the algorithms that are described in 
[37], using MATLAB on a computer with a 2.8 GHz Intel 
i7-7700HQ processor with 16 GB of RAM. The LIBSVM 
library is developed with the aim of simplifying the 
use of SVMs as a tool. In this work we are using the 
libsvm-3.24 version in MATLAB. It was released on Sep-
tember 11th, 2019. The results of the training are the 
following parameters (Alpha, SVs, Bias b, nSV) neces-
sary for the construction of the SVM classifier. In this 
work we combined classifiers of the same multi-class 
SVM type in parallel and then we tested their learn-
ing capacity. We used the same training base as well 
as combining the Principal Component Analysis (PCA) 
and Linear Discriminant Analysis (LDA) in the same 
chain with the alignment algorithm. Tables 3 and 4 give 
the confusion matrices for the two classifiers.

3.3.2. SVM learning and testing phases:

A-chain based on one-on-one SVM with the fusion 
between ADL and ACP:

If we use the fusion of LDA and PCA, the retained 
values are (C=10 and γ=0.0028) which made it possible 
to obtain an almost zero error rate on the learning ba-
sis (test by the corpus of learning), and an error rate of 
1,813% on the test basis. The PCA algorithm reduces 
the dimensionality of the space by eliminating the low-
est eigenvalues, and the ADL aims to maximize inter-
class variations while minimizing intra-class variations. 
The confusion matrix for the next string: Pre-empha-
sis → MFCC → Reduction by PCA and LDA (Size vector 
adapted to SVM classifiers) → SVM one against one is 
shown in table 3:
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Table 3. Confusion Matrix for SVM (One to One)

B- one-against-all SVM-based chain with the 
merger between LDA and PCA

If we use the one-against-all SVM classifier instead of 
the one-against-one SVM classifier with the serial com-
bination of PCA and LDA in the recognition chain, we 
get an almost zero error rate on the learning basis (test 
by the learning corpus) and an error rate of 5.38% on 

the test basis. The recognition rate in this case shows 
that the classification using the one-on-one SVM algo-
rithm is more efficient than the classification using the 
one-on-all SVM algorithm. The confusion matrix for the 
following chain: Pre-emphasis → MFCC → Reduction by 
PCA and LDA (Size vector adapted to SVM classifiers) → 
SVM one against all is shown in Table 4:

Table 4. Confusion matrix for SVM (one vs. all)

Depending on the table and the learning phase, the 
results show a lower average recognition rate than the 
previous chain but the classification rate obtained by 
this chain is also acceptable.

4. RESULTS AND DISCUSSIONS

Figure 9 shows the performance of the three archi-
tectures (Arch1, Arch2 and Arch3) of the MLP (this is 
a summary of Fig.5 (a), (b) and (c) and (d)) in terms of 

overall errors, number of hidden layers, number of neu-
rons in each layer and number of iterations (see Table 
2). The study is based on the application of voice rec-
ognition of the names of 15 people (15 classes) in our 
department.

For the multi-class classification, two approaches 
have been adopted: the first consists of a one-to-all 
classification, the second approach consists of a 1-to-1 
classification. Figure 10 gives a comparison of the error 
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rates between the two SVM and MLP classifiers, dur-
ing the learning and testing phase (We have based on 
Tables 2, 3 and 4 for the three classifiers MLP-ANN (a 
single hidden layer consisting of 7 neurons), SVM (one 
vs all) and SVM (one vs one)). By simply comparing our 
results (SVM one against all / SVM one against one) we 
notice that the recognition by a classifier using the one 
against one strategy with the merger between LDA 
and PCA is much more satisfactory compared to the 
classifier using the one against all strategy.

Fig. 9. Comparison between the three best 
architectures (Arch1, Arch2 and Arch3)

Fig. 10. Comparison between the best results of the 
three classifiers (Global error rate)

We notice that the classification rate is high even 
with few training samples, which shows its power of 
generalization. Since SVM is used to solve support vec-
tors using quadratic programming, that will involve the 
computation of the order matrix. When the number of 
samples is large, storing and computing the array will 
consume a large amount of machine memory and run-
time. We can say that there is not a great deal of differ-
ence between SVM one against one and the MLP-ANN. 
But the classification method based on MLP-ANN is the 
fastest and its size also leads to a allocation of reduced 
space in the hardware during implementation.

Among the objectives in our application, we cite the 
development and implementation of the techniques 
described previously in an FPGA card based on the em-

bedded NIOSII processor. This technique is presented 
in the next section.

5. HARDWARE IMPLEMENTATION OF MFCC AND 
MLP-ANN ALGORITHMS:

In this work we have created a voice recognition 
system based on SVM and artificial neural networks of 
MLP type. In this part we will present the hardware ar-
chitecture of the proposed MLP which is based on an 
input vector (voice signal after extraction by MFCC) 
and an output vector representing the 15 classes.

5.1. MFCC HArDWArE IMPLEMENTATIoN:

This part deals with the hardware implementation 
in the FPGA version DE2-70 board, produced by the 
company Altera [38] of the MFCC algorithm. Accord-
ing to Fig.11, the system receives a signal of an ana-
log nature which comes from the microphone and 
sends it to the analog-to-digital converter ADC inte-
grated in the codec circuit [39] to sample our signal 
at the frequency of 8Khz producing an output of digi-
tal samples. Each sample is coded on 32 signed bits. 
The output of the converter is linked with 2 registers 
(left register and right register) the size of each is 16 
bits. The Hamming windowing and the discrete four-
rier transform DFT are applied to the output of these 
registers, which will be responsible for calculating 
the DFT of this vocal piece. The windowing and DFT 
modules are included in the on-board NIOS II proces-
sor which reads the outputs of the DFT, and checks 
whether the vocal piece corresponds to silence or to 
a speech signal [40]. If it detects a speech signal, the 
NIOS II processor performs the various calculations 
[41], [42]. such as normalization, feature extraction, 
and fingerprint storage in SDRAM memory.

The block diagram below represents the entire system:

Fig.11. Hardware voice signal extraction

Figure 12 (a) shows the complete design of our NIO-
SII and Fig.12 (b) shows the compilation result of this 
Hardware processor by QUARTUS software [38], [43] 
and [44].

The implementation of the hardware part of the vari-
ous peripherals constituting our system leaves enough 
space on the programmable FPGA component version 
EP2C70F896C6 for the addition of other peripherals or 
the hardware integration of speech processing algo-
rithms.
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a)

b)

Fig.12. (a): Hardware processor created in the 
FPGA circuit. (b): Hardware space reserved by our 

processor.

5.2. MLP HArDWArE IMPLEMENTATIoN:

In this study we obtained many satisfactory values, 
that we can use in applications similar to our applica-
tion. Among these values, we choose:

•	 The number of neurons in the MLP input layer 
are p = 1100.

•	 A single hidden layer.

•	 7 neurons in the hidden layer.

•	 The number of neurons in the output layer is 
fixed at c = 15.

As we can see in equations (2) and (3), the basic calcu-
lations of a single neuron are the multiplication of the 
outputs of the connected neurons by their associated 
weights, and the sum of these multiplied terms. Figure 
13 describes the basic structure of the functional unit 
used for the serial hardware implementation [45] that 
performs these calculations. It includes a multiplier for 
multiplying the elements of the input vector with their 
corresponding weights. A sign extender is placed imme-
diately after the multiplier. The input of the accumulative 
adder is connected to the output of the expansion unit. 

The output of the accumulator is linked to the input 
of the adder. This functional unit has been implement-
ed in the FPGA board.

For the implementation of MLP, we established the 
data encoding namely, inputs, outputs, weights, activa-
tion function, etc. therefore, it is necessary to limit the 
number of different variables:

•	 Two among MLP inputs and outputs of the acti-
vation functions of different neurons must have 
the same range to be able to easily manage 
multiple layers of processing. In this context, we 
have chosen 32-bit encoding.

•	 Weight of connections of MLP neurons (32-bit 
coding).

The primary storage strategy is to use SDRAM mem-
ory modules such that inputs, outputs, and connection 
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weights are stored in these modules. In what follows, 
we will describe in detail the software implementation 
of MLP (parallel). This type of implementation is given 
at two different levels of abstraction [45].

Fig.13. Hardware structure of the functional unit

To program the HW processor (see figure 12 (a)), fig-
ure 14 shows the structure of our software directory for 
the MFCC and MLP implementation (see HW processor 
Fig.11 and 13) based on the NIOSII multiprocessor.

The distribution of our multiprocessor software sys-
tem for speech processing: 

Software_khamlich file is containing our multipro-
cessor system NIOSII software This file is subdivided 
into the following subfolders.

•	 Khamlich_CPu1 folder: main folder containing 
the folders and files of our program for audio sig-
nal recording, status display etc (same folder for 
a single processor).

•	 Khamlich_CPu2 folder: main folder of the MFCC 
algorithm to extract the audio signal before re-
cording. 

•	 Khamlich_CPu1_bsp and khamlich_CPu2_
bsp folders: the libraries of useful functions to 
define the process.

The connection between the hardware and software 
parts is done through the system.h file which contains 
the address of the registers of our IP block. The data 
transfer between the coprocessor and the memory is 
done through the Avalon bus. After the compilation of 
our processor HW (Fig.12 (a)) and SW (Fig.14) we cre-
ated a file for the operating simulation (recording and 
playback) of the voice signal. The program of each pro-
cessor must be located in its own memory area and to 
avoid the conflict between the program memory areas 
of each processor, it is better to put the program of 
each processor in a different memory. 

Fig.14. Program structure of our NIOSII multiprocessor

6. IMPLEMENTATION RESULTS 

Figure 15 illustrates the results of our processor im-
plementation and speech processing algorithms. The 
results of this application after the implementation 
of the algorithms can be characterized by the follow-
ing parameters number of ALUTs, number of onboard 

SDRAM memory blocks, maximum clock frequency, 
etc. To solve the real-time speech recognition prob-
lem, our application requires NIOSII / fast processors. 
After the implementations of these processors and the 
MFCC and MLP algorithms, the maximum recorded ex-
ecution time obtained in our result, has undergone ap-
proximately 45% of reduction.
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Fig. 15. Size of our hardware architecture

So, the FPGA hardware / software design method 
described in this article offers many advantages over 
microcontroller-based solutions, including tailoring 
the hardware configuration to the needs of the applica-
tion, protecting against obsolescence and for real-time 
processing, the integration of custom hardware accel-
erators. With the NIOSII processor and the Cyclone2 
FPGA, embedded system designers can configure a 
processor-based system to perfectly suit their needs, 
which is impossible to achieve with frozen and periph-
eral-limited sets of a standard microcontroller. Our Nios 
II processor is credited with unprecedented flexibility 
for cost-sensitive, real-time processing, and security-
critical systems [42].

7. CONCLUSION

In this work we used the multi-speaker mode and we 
examined the applications of wide margin separators 
(SVMs) and MLP for the classification of names of pro-
fessors in ENSAK school. SVM algorithms with the one-
on-one approach and MLP-ANN are the most suitable 
because of their efficiency. They outperform SVM (one 
against all) in both classification rate and execution 
time. After testing several classification architectures, 
we chose the MFCC coding method for the parameter-
ization of the acoustic signal and the MLP-ANN method 
for the recognition of isolated words. The two multi-
class classification strategies: one against one, and one 
against all, were used in order to choose the best classi-
fiers. The MFCC is used for extracting voice data and to 
increase the reliability of the resulting system.

Following several changes in the internal FPGA cir-
cuit architecture, we have chosen the best hardware 
processors that are suitable for our speech processing 
application. The cores of these NIOSII programmable 
processors and the elements for mapping the MFCC 
and MLP architectures are implemented in parallel in 
the FPGA circuit. These processors were used for the 
purpose of testing our application and choosing the 
best one. We have created two on-board processors; 
the first processor is used by MLP-ANN for classification 
and the second is used for future voice signal extrac-
tion by MFCC and, their implementation of MLP. We 
used only the adjusted synaptic weights, numbers of 
hidden layers, numbers of neurons in each layer and 

numbers of classes. This gives us an advantage of MLP. 
We don't need a memory to store a base of the signals 
for comparison with the voice input signal. So, our 
implementation makes it possible to simplify the com-
plexity of the calculation and to save digital resources, 
figure 12 (b) illustrates the size reserved in the FPGA 
circuit by our NIOSII.
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