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#### Abstract

One of the greatest challenges in the public transportation network is the optimization of the passengers waiting time, where it is necessary to find a compromise between the satisfaction of the passengers and the requirements of the transport companies. This paper presents a detailed review of the available literature dealing with the problem of passenger transport in order to optimize the passenger waiting time at the station and to meet the requirements of companies (maximize profits or minimize cost). After a detailed discussion, the paper clarifies the most important objectives in solving a timetabling problem: the requirements and satisfaction of passengers, passenger waiting time and capacity of vehicles. At the end, the appropriate algorithms for solving the set of optimization models are presented.
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## 1 INTRODUCTION

In modern transportation systems, the greatest challenge is to define the best timetable by minimizing energy consumption and maximizing economic, technological and social goals. The timetabling and scheduling problem of public transportation is known for years [1-3]. In the presented literature, the goals are to find better algorithms and achieve better results using various methods and known algorithms. The planning of urban passenger transport is a highly complex task and usually observed in two different phases [1]. The first observed phase is minimum passenger waiting time (PWT) at the station and the second is the optimal number of vehicles. In recent years, the train timetabling problem (TTP) is studied and the main problem is determining periodic or non-periodic timetable which satisfies the capacities of the vehicles and limits of operations [4-7]. Some of the greatest challenges in PWT problem algorithms are planning of the optimal number of vehicles and their scheduling, minimizing travel time and minimizing travel distance [8].

Planning of the public transportation network is a complex task that includes four basic sub-problems, which are line planning, timetable development, vehicle scheduling and crew scheduling [9-11]. The subproblems are interconnected and should not be considered separately. In practice, it means achieving the satisfaction of passengers and transport company's satisfaction, i.e. maximizing passenger services and minimizing operational cost [12, 13].

The paper presents methods, models and optimization algorithms used in public transportation and published in the scientific literature in recent years regarding PWT at the station and efficiency of the vehicles. Owing to the great amount of theoretical data published in scientific literature, the most important objectives should be chosen as well as the respective algorithm to solve them. Next, the paper discusses the presented theoretical background and clarifies the most appropriate solutions for the latter problem. Some of the presented methods and models are explained in detail and some of them mentioned, because of understanding and getting related conclusions about the problems.

The paper is organized as follows: Section 2 presents an overview of models developed for solving public
transportation problems with relevant algorithms. In Section 3, the comparison between methods and algorithms, with classification and summary of related problems presented in the current literature is performed.

## 2 AN OVERVIEW OF MODELS DEVELOPED FOR SOLVING THE PROBLEMS OF PUBLIC TRANSPORTATION

In order to classify the optimization models for minimization of the PWT, in the following subsections, the most relevant methods, the objective functions and algorithms are considered. Subsection 2.1 contains an overview of analytical models for solving public transportation problem. Mathematical models for minimizing the total travel time and for minimizing the PWT at the transfer station are presented in subsections 2.2 and 2.3 as well as relevant algorithms. Mathematical models for minimizing the delay of the vehicles and mathematical models for calculating the optimal time between two consecutive vehicles are presented in subsections 2.4 and 2.5

### 2.1 Analytical Models for Solving Public Transportation Problems

In order to increase the productivity and efficiency of transport services, on one hand, and customer satisfaction on the other hand, four main analytical methods for determining the number of vehicles $f_{j}$ needed in the relevant period $j$ are presented in $[1,3,10]$. The first two methods are based on the number of vehicles:
$f_{j}=\frac{P_{j}}{\gamma_{j} \cdot c}$

In the first method, $P_{j}$ is the average maximum daily occupancy of the vehicle during the period $j$. In the second method $P_{j}$ is the average maximum hourly occupancy of the vehicle during the period $j$. The product of the entering factor and the vehicle capacity $\left(\gamma_{j} \cdot c\right)$ is the desired vehicle occupancy.

The first two methods are enhanced with the rate of the vehicle load function during the time period $j$ (number of passengers multiplied by kilometres) ( $\gamma_{j} \cdot c$ ) and the
route length $(L)$ multiplied by desired vehicle occupancy $\left(d_{j}\right)$ from which follow the third and the fourth methods defined as

$$
\begin{equation*}
f_{j}=\max \left[\frac{A_{j}}{d_{j} \cdot L}, \frac{P_{j}}{c}\right] \tag{2}
\end{equation*}
$$

The third method ensures that the vehicle capacity will never be overdrawn. The fourth method has the additional constraint on total route distance having loads more than the desired occupancy.

The analysis of the average passenger waiting time (APWT) (scheduled and random) at the combined station of feeder bus service and intercity transportation as well as the model for numerical calculating of the APWT at the station with the capacity constraint is presented in [14]. The assumption is that the arrival of the feeder bus service is normally distributed.

APWT for intercity vehicle is

$$
\begin{align*}
& W=\int_{0}^{H}(N(t)) \cdot\left(1-m_{1}\right) \cdot(H-t) \mathrm{d} t+ \\
& +\sum_{i=1}^{s} \int_{0}^{H}(N(t)) \cdot m_{r} \cdot[(r+1) \cdot H-t] \mathrm{d} t \tag{3}
\end{align*}
$$

where $N(t)$ is density function of arrival time of passengers at the station according to schedule, $H$ represents headway intercity vehicles and $m_{r}$ is the percentage of missed vehicles for $r^{\text {th }}$ waiting period. For a more precise representation of passengers waiting at the station in intercity transport, it is inevitable to consider the reliability of supply services, passenger behaviour and characteristics of the intercity transportation system.

Most of the methods approach the problem of public transportation from the viewpoint of costs and improvement of the business of transport companies, but other influences such as passenger satisfaction vehicle frequency and distance from the station should be considered as well [15].

The model for finding the optimal number of vehicles or headways with the necessary capacity of the vehicles for the observed period is presented in [16]. They consider passengers who failed to get into the vehicle and then the possibilities are: waiting for the next vehicle or use other means of transportation. From the standpoint of the company and in order to keep passengers, the penalties in the case when the passengers could not enter into the vehicle and tend to leave the station are reduced and on the other hand, the PWT for another vehicle is limited. This analytical model is calculated on the example of the bus route in Auckland, New Zealand and results with a cost reduction of $12.3 \%$ for the morning peak load and $19.5 \%$ for the afternoon.

In the model for scheduling the balanced public transportation, passengers that sit or stand in a vehicle (passenger wants to sit if travel is longer), temporal distribution demand and congestion transportation network are considered [17]. Transit assignment model is useful to assess the number of passengers that use the public transportation. An analytical model that can be
used for planning the timetable of transportation services with respect to minimizing the total vehicle delay or maximizing profit is proposed.

### 2.2 Mathematical Models for Minimizing the Total Travel Time

The aim of the public transportation in big cities is to satisfy the economic, environmental and social goals. In order to ensure fast and energy efficient urban rail transport, a nonlinear problem of minimizing the total travel time and minimizing energy consumption is shown in [18]. The model includes the time of arrival/departure of vehicles from the station and time of transferring to another vehicle. By using the latter model they want to reduce the cost (number of trains and power consumption) and improve passenger satisfaction (reduce PWT and the number of transfers, thereby reducing the total travel time). They use sequential quadratic programming (SQP) and evolutionary algorithms to solve the problem of scheduling, and they are compared with the traditional fixed vehicle schedule. SQP method gives better indicators of control and computational complexity in comparison to the genetic algorithm.

### 2.3 Mathematical Models for Minimizing the PWT at the Transfer Station

The model for creating timetable problem using multicriteria approach, with an emphasis on minimizing the PWT at the station is proposed in [19] and [20]. Two criteria: empty seat penalty (empty seat kilometres or empty seats hours) and approximate waiting time at the station are studied. In order to find the appropriate timetable, the problem is started as finding the best path in the graph with weighted edges $c_{i j}=\left(c_{i j}^{1}, c_{i j}^{2}\right) \in \mathbb{N} \times \mathbb{N}$. Using the multiobjective label-correcting algorithm results in a reduction of PWT by $43 \%$ with the acceptable load of the vehicles, according to the timetable.

The problem of the interchange waiting time is defined using timetable synchronization problem (TTSP). The problem can often be solved using the branch and bound (B \& B) method [21]. In order to speed up the time of execution in case of major problems, an optimization based heuristic method (OHM) is developed, which is compared with the B\&B method [22]. Peak and non-peak loads are studied. The cases "just miss" are observed in order to reduce the number of cases when the train just left the station and the passenger was unable to enter. The goal function of their TTSP is to minimize the total travel time of passengers who have interchange. Their OHM is faster and better optimizes the problem because they consider the time spent on the transfer station (walking time between trains). For minimizing interchange waiting time of all passengers on the subway, mixed integer programming optimization model is developed.

Mathematical models in which the objective function is the PWT at the transfer station are developed as mixed integer programming (MIP) models as well [23]. In the first model, the output variable is the departure time of the vehicle at the first station, the second model additionally deals with stopping time of the vehicles at transfer
stations which is used as a variable set for relaxation of the first model because each line has constant headway.

The equation of the PWT at the transfer station of the passengers who transfer from line $i$ to line $j$ is

$$
\begin{align*}
& W T_{i j}^{s}=\left(X_{j}+t_{j}^{s}+d t_{j}^{s}+h_{j} Y 2_{i j}^{s}\right)- \\
& -\left(X_{i}+t_{i}^{s}+t t_{i j}^{s}+h_{i} Y 1_{i j}^{s}\right) \tag{4}
\end{align*}
$$

where $X_{i}$ and $X_{j}$ are departure times of the vehicles from first station in lines $i$ and $j, t t_{i j}^{s}$ is time variable that represents the time that passengers spent on walking from vehicle on line i to vehicle on line $j, h_{i}$ is headway on line $i$ (in minutes), $X_{i}+t_{i}^{s}+t t_{i j}^{s}$ is arrival time of passengers at vehicle in line $j$ from line $i$ at transfer station $s$ and $X_{j}+t_{j}^{s}+d t_{j}^{s}$ is departure time of the first vehicle in line $j$ from the station $s$.

Product $h_{j} Y 2_{i j}^{s}$ is added to the departure time of the vehicle in line $j$ for considering the transferring waiting time of the other vehicle in line $j$. Product $h_{i} Y 1_{i j}^{s}$ is added to the arrival time of the passengers, because of shorter transferring waiting time.

The objective function of the model is the sum of the interchange waiting time of all pairs of lines and for all stations and it is defined as
$\min z=\sum_{s} \sum_{i j}\left(\frac{D}{h_{i}} p_{i j}^{s} A W T_{i j}^{s}\right)$
where $A W T_{i j}^{s}$ is average transfer waiting time, $\frac{D}{h_{i}}$ is the number of vehicles arriving at transfer station. Complexity of the model is $N K^{2}$, where $N$ is the number of transfer stations, and $K$ is the number of lines in transportation network. The model can be solved using classic MIP solver, such as CPLEX solver (B\&B) if there are less than 50 transportation lines.

The objective function of the second model is

$$
\begin{equation*}
\min z=\sum_{s} \sum_{i j}\left(\frac{D}{h_{i}} p_{i j}^{s} A W T_{i j}^{s}\right)+\sum_{s} \sum_{i}\left(\frac{D}{h_{i}} p_{i}^{s} e d t_{i}^{s}\right) \tag{6}
\end{equation*}
$$

where $e d t_{i}^{s}$ is the time that each vehicle in the line $i$ can spend at the station, which is limited by maximum waiting time. CPLEX solver and genetic algorithm (for the greater real-life network) are used to solve the second model. Genetic algorithm can be used for smaller and larger network as well.

In order to minimize the transfer waiting time, the mathematical model that maximizes the number of parallel vehicles arriving at the station in dependence on the desired number of passengers and period of day is proposed in [9]. This represents a nonlinear and mixedinteger linear programming problem which is an NP problem and the best results are obtained using heuristic algorithms. For the purposes of defining the schedule and
reducing operating costs of transport companies, a small number of transfer stations is proposed in [2].

Minimization of the interchange waiting time in the periodic railway timetable scheduling problem (PRTS) is solved using the improved differential evolution (DE) algorithm with dual population [24]. The goal of optimization is to make a schedule of outgoing time for each train at each station so that the interchange waiting time at the transfer station is minimized as opposed to the traditional model which uses a fixed schedule. The APWT is considered as objective function and is generalized for all transfer stations in transportation network. The latter model is compared to a B\&B method and greedy-based heuristic algorithm for solving PRTS problems. [24].

The timetable problem is usually based on the maximization of the number of synchronized vehicles arriving at the transfer station or on the minimization of the total PWT at the station for the vehicle with which the passenger continues his journey [25]. The authors have proposed a stochastic integer programming model to minimize the cost of the total PWT for three types of passengers: transferring passengers, boarding passengers and through passengers. The objective function is to minimize the total expected cost and waiting time i.e., minimize the sum of all waiting time costs in the transportation network for transferring passengers, boarding passengers and through passengers. For solving the latter problem the genetic algorithm with local search is used. The model was applied to a small bus network and cost of waiting time is reduced averagely by $9.5 \%$.

The synchronized timetable optimization model for optimization of PWT is proposed in [26]. Minimizing the maximum of interchange waiting time or reducing the worst interchange time is proposed. Performance indicators are used to check the efficiency of the model. The latter synchronized timetable model can be used to improve the network of public transport and solutions with numerical and genetic algorithm are presented.

Phase-regular scheduling (PRS) method that divides the day into a few periods of equal length is shown in [27]. The stations are all marked with $1,2, \ldots, k$, and the trains have the same speeds between stations. Number of planned vehicles during one period ( $\tau=1$ hour) is marked with $x(\tau)$ while a binary variable that indicates the type of the train (larger of smaller) is
$y(\tau)=\left\{\begin{array}{l}1, \text { largetrain } \\ 0, \text { otherwise }\end{array}\right.$
The time between two trains is constant and given by $60 / x(\tau)$ with headway constraint $\left[h_{\min }, h_{\max }\right.$ ], where $h_{\text {min }}$ and $h_{\text {max }}$ are minimal and maximal intervals between two consecutive trains. Two hypotheses are proposed. In the first model passengers uniformly arrive at the station, so expected APWT is given by $30 / x(\tau)$. The second hypothesis is that the passengers arrived at the station in the particular period have to be transported by another train in the same period according to the timetable. The goal of the model is to minimize the PWT at the station and the cost of occupancy of the vehicle is
$\min Z=\sum_{\tau \in \mathbb{R}}[F(\tau)+W(\tau)]$
where is $W(\tau)$ total waiting time over a period $\tau$ is

$$
\begin{equation*}
W(\tau)=\sum_{i=1}^{k-1} \sum_{s=1}^{k-i} \frac{30}{x(\tau)} D^{i, i+s}(\tau) \tag{9}
\end{equation*}
$$

and the occupancy cost is

$$
\begin{align*}
& F(\tau)=\sum_{j=1}^{x(\tau)} \sum_{i=1}^{k-1} Q_{j}^{i}(\tau) R^{i} \delta  \tag{10}\\
& \cdot\left\{Q_{j}^{i}(\tau)-\left[y(\tau) C_{1}+(1-y(\tau)) C_{0}\right]\right\}
\end{align*}
$$

where $\delta(\tau)$ is sign function that is equal to 1 if $u>0$, and 0 otherwise; $R^{i}$ is the necessary travel time between stations $i$ and $i+1 ; C_{0}$ and $C_{1}$ are capacities of smaller and greater vehicles respectively. The occupancy of the vehicle $\left(Q_{j}^{i}(\tau)\right)$ is the sum of the passengers that remained in the vehicle $j$, at the station $i$ and passenger entered in the vehicle $j$ at the moment $\tau$. The hybrid genetic algorithm is used for solving the problem on the example of intercity railway line in China consisting of five stations [27].

The problem of minimizing the cost of PWT at the station of the Madrid railway is presented in $[28,29]$ and solved using
$\min \delta \sum_{i \in S \backslash\{n\}} \sum_{t \in T \backslash\{p\}} f_{i}^{t}$
where $f_{i}^{t}$ is the conservation of the flow of the passengers who wait at the station $i$ at the time $t$

$$
\begin{equation*}
f_{i}^{t}=f_{i}^{t-1}+\sum_{j \in S, j>i} d_{i j}^{t}-u_{i}^{t} \tag{12}
\end{equation*}
$$

The conservation of the flow in computer networks implies that the sum of all flows equals zero. The variable $d_{i j}^{t}$ is a total number of passengers, waiting or not waiting at the station, who plan to travel from station $i$. In the second formulation of the problem the constraints for speed and waiting at the train station are neglected. The elapsed time between the moment when the $k^{\text {th }}$ train left stations $i$ and $i+1$ is observed. The third formulation of the problem is based on the previous formulation of the problem except that the restrictions are on the departure time from station $i$ and the minimal and maximal speed and waiting times. Branch and cut algorithm is used for all of the presented models [28]. In comparison to the actual cases the APWT is improved using computational experiments by $30-77 \%$. The total speed and the PWT at the station help to achieve better conditions for objective function and execution time. Adaptive large neighbourhood search (ALNS) algorithm capable of solving large problems and more realistic cases in a short execution time is presented in [29]. In comparison to the previous research solutions regarding to the APWT, it is
concluded that the ALNS algorithm satisfies in the case with a large number of cases, while using the $B \& B$ algorithm only solves the problem of minimizing the PWT at the station. Reduction of APWT at the station is 26 \% in comparison to CPLEX algorithm.

The same problem is solved using hybrid genetic algorithm relating to a greedy method and local improvement algorithm as shown in [30, 31]. Since genetic algorithms are methods of optimization and imitate random processes in nature, they are used for the optimization of single criteria problems. To enable the cost-benefit between the two criteria, fuzzy logic controller is developed. For a small network and problems with periodic driving time the exact methods are relevant, such as B\&B. Periodic railway scheduling is observed as well. Methods are successful and the PWT at the transfer station is reduced by $7 \%$.

Multicriteria optimization of energy conservation in underground and surface railways and the PWT at the station is shown in [32]. First, they want to maximize the used energy, and minimize the loss of energy between trains at the same station (incoming breaking train creates electricity and the system returns the energy to the network and uses it for the acceleration of the outgoing trains). At the same time they want to minimize the PWT with appropriate restrictions (time between trains, the stopping time of the train at the station, total travel time). Multicriteria model is defined and the properties of Pareto optimality are used. Genetic algorithm is the most commonly used algorithm for solving the integer programming problem in the transportation system. It is concluded that the presented model saves $8.86 \%$ of energy and reduces the PWT of $3.22 \%$ compared with the actual timetable.

### 2.4 Mathematical Models for Minimizing the Delay of the Vehicles

Time spent at the station is the key element in the assessment of service quality and optimization of passenger transportation. The problem occurs if there is a delay in the timetable. The problem can be resolved if a timetable includes extra time for possible delays.

Minimizing the cost function of the PWT, including driving time and sensitivity test, is shown in [33, 34]. In order to minimize the waiting cost function in the case of transferring with the train delay, the best buffer time model is proposed. The delay distribution of incoming train and weighting of the PWT the buffer time is based on. The LP objective function is defined as a cost function of the PWT depending on the buffer time in the form of a linear decision model. It is solved using linear programming. In a small network the PWT cost is reduced by $40 \%$.

A great problem in rail network is the delay of trains due to the traffic jam (caused by accidents, etc.). The PWT is increased as well as the delay of the next train.

The problem of finding a possible timetable to minimize train delays while maximizing total satisfaction is shown in [35]. The problem is defined graphically and computationally. The computational problem is solved using a heuristic algorithm real-system data.

### 2.5 Mathematical Models for Calculating the Optimal Time between Two Consecutive Vehicles

The optimal departure time of vehicles from station for each line in order to reduce the PWT is fundamental for the optimization of the timetable. The waiting time and walking time during transfer is considered. The model distinguishes direct transfer and the transfer that includes a walk [36]. The objective function of the model is to minimize the cost of the PWT as the bi-level minimization problem. The problem is solved using heuristics, e.g. tabu search algorithm.

An optimization model of the train schedules depending on the requirements of passengers is based on headway equation, the equation of passengers and the dwell time equation which is defined as a function of the amount of passengers who enter and exit the vehicle [37]. The goal of the optimization problem is to minimize the PWT at the station and operating cost of the train. An analytical multidimensional traffic model for metro is proposed. The objective function is non-linear and written as the Lagrange function. The optimization problem is solved using Lagrangian duality theory which contains constraints including passenger load and dwell time equations.

By reducing departure time of the consecutive vehicle at the control station the APWT at the control station is minimized. The method is based on the minimization of the sum of headways, i.e. on the least squares principle [38]. The APWT, that randomly arrive at the station between $n$ vehicles in the observed period is equal to the sum of the square headways divided by the sum of headways during which the passenger arrives is

$$
\begin{equation*}
A P W=\frac{\sum_{i=1}^{n}\left(D_{i}-D_{i-1}\right)^{2}}{2 \sum_{i=1}^{n}\left(D_{i}-D_{i-1}\right)^{2}} \tag{13}
\end{equation*}
$$

In order to improve passenger satisfaction and service quality in transportation system, the model for minimizing the total cost of the entire system is created. The model includes: waiting for the vehicle, or second vehicle on which to be transferred, and the cost of transfer. In practice, passengers usually tend to avoid a transfer, and if it is unavoidable then want minimal waiting for the next vehicle - passenger satisfaction. It is a nonlinear optimization problem and the problem of vehicle scheduling and timetabling. It is solved using nonlinear programming (such as sequential quadratic programming) and evolutionary algorithms (genetic algorithms) as shown in [18,39].

The optimization models for creating the best timetables are sensitive to requirements (demandsensitive timetables - unlimited capacity, capacity condition, creating a timetable for the peak and off-peak times) as shown in [40]. The mathematical model calculates the departure time of the vehicle from the station. Optimization model for minimizing the total PWT at the station considers the following assumptions and conditions: the vehicle speed, waiting at the station and trip are the same (for simplifying the model), passengers
uniformly arrive at the station, the number of vehicles is limited, minimal headway is defined, the departure time of the last vehicle is defined, and passengers must be in the vehicle (e.g. in 20 minutes). The model is defined as mixed-integer programming problem and solved using the exact method - CPLEX (B\&B algorithm) for MIP models.

The deterministic headways and entries in the buses with different capacities are observed in [41]. Multicriteria optimization methodology is proposed in two models. The uniform passenger arrival at the station is used in most papers. The first model minimizes headway deviations and reduces the expected waiting time of passengers that arrive to the station randomly. Heuristics algorithms are proposed for solving the latter problem.

## 3 DISCUSSION

After presenting the theoretical background, a discussion is performed. The correct algorithm selection for solving the problem of passenger transport depends on the execution time of the algorithm.

If it is important to maximize the service value (population function, employment opportunities, etc.) rather than minimizing the cost/distance of the trip, the problem of linear programming such as transit route arcnode service maximization (TRANSMax) problem is used [12]. The problem determines the optimum number of combinations of nodes and arcs that provide the best transport route.

Minimizing the PWT at the station in the entire network can be observed from two different points of view: even/uneven headway, regularity stop at each station or express train stop (stops only at some station in peak hour).

Mathematical methods that can manage the complex relationships between the PWT and time-dependent requests are proposed in [42]. Mixed-integer programming models compatible with high-ranking optimization platforms are defined. General Algebraic Modelling System (GAMS) and the appropriate package (AMPL) are used for modelling linear, nonlinear and mixed-integer optimisation problems.

From the hypothesis of a uniform arrival of passengers at the station the waiting time for the next vehicle is half of the headway. The exact mathematical formulation of the APWT at the station as opposed to other papers that consider uniform distribution of passenger arrival at the station regardless of the arrival of the vehicle is proposed in [43].

The decision making process whether to wait or not for the following vehicle that is late, in order to keep the time interval between vehicles, is named delay management.

Metaheuristic and exact algorithms are the most commonly used algorithms to solve the problem of vehicle delays in order to minimize the PWT at the station, to minimize the total travel time and for defining an optimum schedule that minimizes the total delay of vehicles [44-49].

If the optimization problem in the transport of passengers is considered as a problem of linear planning, the cost oriented or service-oriented problem is defined
[50]. The problem of linear planning refers to the transport infrastructure, the travel time of passengers and selecting the best direction of travel and/or their frequency of use. If the problem is defined as a serviceoriented line planning and timetabling problem
(SOLPTP), it can be solved using a heuristic approach or cross-entropy metaheuristic method as presented in [50].

The problem of linear planning can also be formulated as a mixed integer linear program (MILP) and the exact methods such as $\mathrm{B} \& \mathrm{~B}$ and branch and cut are used [50].


Figure 1 Classification of optimization methods with respect to the problem of passenger transport

| Table 1 An overview of the related problems, objective functions and algorithms |  |  |  |
| :--- | :--- | :--- | :--- |
| Autor(s) | Problem | Objective function | Algorithm/method/approach |
| Aksu and Akyol [39] | Timetabling | Minimize the total system cost | Genetic algorithm that creates clusters of routes <br> whose coordination reduces the transfer time <br> for connecting passengers |
| Baita et al. [15] | Vehicle scheduling problem <br> (VSP) | Minimizing the number of vehicles | Genetic algorithm |
| Canca et la. [51] | Routing, Scheduling | Minimization of the maximum consecutive <br> delay | Tabu search algorithm |
| Corman et al. [44] | Train scheduling problem | Minimizing the total average waiting time | Mixed-integer nonlinear programming |
| Dollevoet et al. [46] | Delay management problem | Minimize the total delay | Polynomial algorithm; CPLEX |
| Ginkel and Schobel [47] | Timetable; delay management <br> problem | Minimizing the sum of all delays | Exact algorithms |
| Ibarra-Rojas, Giesen <br> and Rios-Solis [52] | Timetable; scheduling | Minimize the operating cost and maximize <br> number of passengers benefited | E-constraint algorithm |
| Kang et al. [53] | Last-train timetable | Maximize the connection headway of <br> transferring passengers | Genetic algorithm |
| Sun et al. [40] | Timetable | Minimize the total PWT | CPLEX (Branch-and-Bound) |
| Wu et al. [26] | Timetable | Minimize the transfer waiting time | Genetic algorithm |
| Yang, Li and Gao [54] | Timetable | Minimize total passengers' time and the <br> total delay time | Branch and bound algorithm |

Some of the classification criteria of optimization methods are: the number of objective functions, the type of variable and type of objective function. As presented in current literature, optimization problem of passenger transport can be classified as shown in Fig. 1.

The problem of transportation of passengers can be considered as single- or multicriteria discrete optimization, depending on the number of objective functions that are observed and the problem is solved using nonlinear programming with exact or approximate methods, depending on objective function (see Fig. 1).

Tab. 1 presents an overview of transportation problems, objective functions and algorithms dealing with the timetabling problem, what clarifies that the above mentioned research is focused mainly on the minimization of the total delay and transferring waiting time.

From the presented discussion, it can be concluded that the main objectives in solving the timetabling problem are the requirements and satisfaction of passengers, passenger waiting time and capacity of vehicles. The most commonly used algorithms for solving
the problem that considers the latter objectives are $\mathrm{B} \& \mathrm{~B}$ for linear programming, and genetic algorithm for multiobjective optimization and nonlinear programming.

## 4 CONCLUSION

The problem of constructing the appropriate timetable in urban and intercity transport is the most widespread and most commonly solved problem in the field of passenger transport. Due to the globalization and increased use of public transportation arises the problem of capacity utilization of vehicles what additionally increases the costs of transport companies. The additional requirement in a modern transportation system is passenger satisfaction, i.e. the aim to carry passengers as soon as possible from one destination to another with a minimum waiting time at the station.

The paper presents an extensive overview of the models for solving the problem of transportation of passengers and for defining the optimal schedule for the public transport of passengers (urban or intercity) with different objective functions and constraints with possible
algorithms for solving the presented problems. Despite the fact that the definition of the timetable is a very complex task, the paper clarifies that the requirements and satisfaction of passengers, passenger waiting time and capacity of vehicles are the main objectives in creating the timetable. The latter fact should focus future research on the already mentioned objectives as the most important to observe. The most commonly used algorithms are branch and bound and genetic algorithms.

Our future efforts are directed to the research of possible improvements in the presented models and algorithms. Additionally, we will consider the multicriteria optimization, i.e. observe satisfaction of passengers (to maximize satisfaction) and operating costs (to minimize expenses) at the same time.
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